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Light-induced control of ions within small Coulomb crystals is investigated. By intense intracavity optical
standing-wave fields, subwavelength localization of individual ions is achieved for one-, two-, and three-
dimensional crystals. Based on these findings, we illustrate numerically how the application of such optical
potentials can be used to tailor the normal-mode spectra and patterns of multidimensional Coulomb crystals. The
results represent, among others, important steps towards controlling the crystalline structure of Coulomb crystals,
investigating heat-transfer processes at the quantum limit, and quantum simulations of many-body systems.
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Introduction. Trapped ions, laser cooled into long-range-
ordered structures, so-called Coulomb crystals, are a prime
example of strongly correlated matter systems which are of
broad relevance for plasma, solid-state, and atomic physics
[1,2], as well as astrophysics, and whose unique properties
make it possible to experimentally investigate various fun-
damental classical and quantum many-body systems [3—12].
They also represent well-controlled systems for cavity quan-
tum electrodynamics [13-17], quantum simulation [3-5,18],
and cold chemistry experiments [19,20].

The additional application of optical potentials to trapped
ions enlarges the range of possible applications. For instance,
the interplay between optical and Coulomb forces can be used
to investigate friction at the nanoscale [12,21-29], the dynam-
ics of ions in quantum potentials [30,31], or energy transport
in coupled oscillator systems [23,32-35]. Optical forces on
ions can potentially also be exploited for pure optical trapping
[36-38], useful for the investigation of ultracold interactions
between ions and neutrals [37,39-42].

So far, experimental investigations of ion dynamics in op-
tical lattices have been limited to single ions [43—46] or small
one-dimensional crystals [17,25,27,28,47] in radio-frequency
traps. In this Rapid Communication, we investigate the control
of the potential landscape and normal modes of Coulomb-
interacting particles in multidimensional Coulomb crystals by
a standing-wave optical potential. Depending on the relative
strengths of the Coulomb and optical forces, various regimes
of interest may be considered: (i) When the optical potential
is stronger than the Coulomb and trapping potentials, the
ions can be pinned along the standing-wave field direction.
We investigate this regime experimentally by demonstrating
simultaneous subwavelength localization of up to eight “°Ca™
ions in one-, two- and three-dimensional Coulomb crystals.
In addition to the above-mentioned applications, the results
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are promising, e.g., for inhibiting spontaneous, thermally acti-
vated crystalline structure changes observed in large Coulomb
crystals [48], as optical lattice potentials such as those applied
here have been theoretically predicted to stabilize and enable
the deterministic control of their crystalline structure [49]. (ii)
When the optically induced forces are comparable to those of
the trapping potential, the application of the optical potential
can be used to tailor, in a static or dynamic fashion, the normal
modes of the crystals. We investigate this regime numerically
and show the occurrence of nontrivial normal-mode dynamics
for the experimentally realized multidimensional structures.
Such a tailoring opens a different playground for fundamen-
tal investigations of energy-transfer processes at the atomic
scale, in which dimensionality plays a role [33,34]. It could
also have important applications in connection with quantum
many-body simulations with ion crystals in Penning traps
[50-52] or Paul traps [53-56], for which using standing-wave
optical potentials for tailoring the normal modes of two-
dimensional crystals [52,57,58] would be a complementary
alternative to the application of traveling waves [7,11] and
potentially enlarge the toolbox for engineering effective spin-
spin interactions.

Experimental setup. In the experiments, a number of “°Ca™*
ions is produced and confined in a linear Paul trap as described
in detail in Refs. [59,60] (Fig. 1). The trap operates at a radio
frequency (rf) of ~3.98 MHz, with axial and radial trap fre-
quencies in the range 70-110 and 180-400 kHz, respectively.
The ions are first Doppler cooled for 62 us, then optically
pumped for 75 us to the |D3jp, m = +3/2) state (>98%
efficiency per ion on average) by the combined application
of light fields close to resonance with the Sj,, — P2 (397
nm) and D3/, — Py > (866 nm) transitions in the presence of a
2.2-G bias magnetic field along the z axis (see Ref. [13]). The
resulting Coulomb crystal has a typical interion distance of the
order of ~20 um. An 11.8-mm-long linear Fabry-Pérot cavity
with moderate finesse (~3000) and waist radius ~37 um
allows for the generation of a standing wave along the z
axis with intensity up to ~500 kW /cm? at the center of the
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FIG. 1. (a) Experimental setup: Ions trapped in a linear Paul trap
and arranged in a Coulomb crystal are pinned along the z direction
by an intracavity standing-wave field. (b) Relevant energy levels
in °Ca*. The long blue and short red straight arrows represent
excitations by blue- or red-detuned standing-wave fields. The purple
wavy arrow represents the subsequent emitted and detected photon.
A/(2m) ~ 6.7 THz is the frequency difference between the P, , and
Ps, states.

trap. Ions are positioned at the absolute center of the optical
cavity following the method of Ref. [61]. After switching
off the optical pumping fields, a o~ circularly polarized
standing-wave field detuned either to the blue or the red side
of the D3, — Py, transition by £0.76 THz is ramped up
for 2 us [45] and held at its maximum level for 1 us. An
independent and absolute calibration of the lattice potential
depth experienced by a single ion as a function of the intensity
transmitted out of the cavity is used as a reference [62], and
a maximum lattice depth Tj,q ~ 25 mK, corresponding to
a lattice vibrational frequency vy ~ 3.7 MHz [63], can be
reached at this detuning in the limit of available laser power.
When an ion is excited to the P/, state by the intracavity field,
it leaves the |D3/p, m = +3/2) state with 97% probability by
subsequently decaying to either the |D3/, m = 1/2) states
(3%) or predominantly to the Sy,, state (94%) where it no
longer interacts with the standing wave [64]. The 397-nm pho-
tons scattered in the latter case are detected by an intensified
CCD camera, gated to be active only during the 3 s when the
standing wave is applied.

Experimental results. The measured scattering probability
per ion and per experimental sequence is plotted in Fig. 2
as a function of the optical lattice depth for three different
spatial configurations of the ions, a one-dimensional eight-ion
string, a two-dimensional four-ion zigzag crystal, and a three-
dimensional six-ion octahedron crystal [65], obtained for axial
and radial trap frequencies of (70, 350), (85, 170), and (105,
190) kHz, respectively. The insets in Fig. 2 show fluorescence
images of these crystals. To break the symmetry of the radial
trapping potentials and improve the long-term orientational
stability of the zigzag and octahedron crystals, a small bias
voltage resulting in a ~3% difference in the radial frequencies
was applied. In the experiments, the orientational or configu-
rational changes of the crystals occurred at a rate of ~2 and
~4 57! for the zigzag and octahedron crystals, respectively.
As detailed in the Supplemental Material [66], the initial
average axial temperature of the ions in each configuration
is evaluated by measuring their position variance based on
the detected fluorescence images prior to the application of
the optical lattice, and calculating numerically the frequency
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FIG. 2. Photon scattering probability per ion and per sequence
as a function of the optical lattice depth for an eight-ion string
(top), a two-dimensional four-ion zigzag crystal (center), and a
three-dimensional six-ion octahedron crystal (bottom). The red up
triangles/blue down triangles are experimental data points for the
red—plx-sol-plxblue-detuned lattices. Each data point corresponds to
the repetition of approximately 2 x 10° sequences. The upper red
and lower blue shaded areas are the theoretical scattering proba-
bilities computed from the measured initial temperatures, with the
thickness representing their error bar. The upper red and lower blue
continuous lines are the best results from single free-parameter fits
to the data. The upper red and lower blue dashed lines show the
theoretical scattering probabilities expected for delocalized ions;
the slight asymmetry between scattering probabilities from red-
and blue-detuned lattices is due to the non-negligible excitation to
the P;/, state which is taken into account in the model. The red
arrowhead on the fluorescence picture at the bottom indicates two
out-of-plane ions overlapping.

of the normal modes of motion from the axial and radial
frequencies of the trap [67,68]. For the three crystals shown
in Fig. 2, the axial temperatures are found to be 3.6 + 1.1,
3.5+0.5, and 3.1 £ 0.5 mK, respectively.
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Analysis and discussion. Under these conditions, the initial
position distribution of each ion extends over several lattice
periods, so that the variation of the background trapping po-
tential over one lattice period is small with respect to the initial
thermal energy. Moreover, given the relatively large interion
distances used in this work, the lattice-induced forces quickly
overcome the trapping and Coulomb forces along the axis as
the lattice intensity is ramped up over a timescale comparable
to or shorter than the inverse of the secular axial frequencies.
As such, the ions can be expected to independently localize
close to the minima (maxima) of intensity of the blue- (red-)
detuned standing-wave field, as demonstrated with a single
ion in Ref. [45]. In principle, the scattering dynamics of a
multi-ion crystal are more complex than for a single ion, since,
as soon as one ion gets excited by the standing-wave field,
it will decay with almost unit probability to a state which
is not affected by the lattice (see above). However, in the
limit where the probability of exciting more than one ion in
each sequence is low, the detected scattering is essentially
that of the first excited ion, thus providing information on
its average position distribution inside the lattice potential
before any depinning event. We therefore base the analysis
on the single-ion model of Ref. [45], which, given the initial
temperature of the ions, yields a prediction of the probability
per ion to have scattered a photon during the application of the
standing wave by determining the position distribution in the
lattice at each instant [66].

The predictions of the model based on the independently
measured initial temperatures are shown in Fig. 2 (shaded
areas) for each configuration [69], and are generally observed
to be in very good agreement with the experimental data
points. For the octahedron crystal, one observes, though, a
general tendency of the data points to lie below the theo-
retical curves. This fact is likely due to a globally reduced
measured scattering probability as a result of more frequent
configurational changes (4 s~!) and heating of the entire
structure followed by slow recrystallization (>>ms) occurring
over the long acquisition period of 5 min per data point. As an
alternative analysis, we also show in Fig. 2 the best-fit results
of the theoretical model [Egs. (1) and (2) in Ref. [66]] to the
data points with the initial temperature only left as a single
free parameter (solid lines). Such fits yield initial temperatures
of 4.0+0.5, 3.9+0.9, and 2.7 £ 0.8 mK, respectively, in
very good agreement with the temperatures independently de-
termined from the fluorescence images. The resulting uncer-
tainties on the scattering probability (not shown) are similar
to the ones obtained via the first analysis based on the initial
temperature measurements. Note that this analysis does not
include reduced scattering due to heating of the crystal either.

In addition, we show on the right scale of the graphs of
Fig. 2 the subsequent scattering fraction, i.e., the fraction of
the signal that is due to the detection of any other photon than
the first emitted one [66]. The single-ion model is observed to
give accurate predictions not only for all blue-detuned lattice
data points, for which this fraction is always less than 15%,
but also for the red-detuned lattice data points, for which
this fraction may be substantially higher. This may seem
surprising since, as soon as one ion in a crystal scatters a
photon from the standing-wave field excitation, it decays with
almost unit probability to a state which is not affected by

the lattice and therefore changes the total potential energy of
the system. The change in potential energy of the ions still
affected by the optical lattice could possibly lead to a change
in the localization process as their configuration changes,
which would then alter subsequent scattering events. The
experiment should, however, be insensitive to such effects for
two reasons. First, the interaction time with the lattice (3 us
in total) is never much longer than the period of the highest-
frequency normal mode (2.6 us in the lowest case of the
eight-ion string). Consequently, the system has too little time
to relax and redistribute thermal energy between ions after a
scattering event. Second, since the initial position distribution
of each ion extends over several lattice sites, crystal distortions
due to pinning or depinning alter the potential energy of the
system by only a fraction of the initial thermal energy.

Using the model predictions based on the experimentally
determined initial temperatures [66], we infer the “bunching
parameter” B = (sin?(kz)), which represents the averaged
normalized potential distribution (B is O for ions perfectly
localized at the potential minima and 1/2 for completely
delocalized ions). For each of the configurations of Fig. 2
pinned inside the deepest blue-detuned lattice field (~25 mK)
the inferred values are 0.22 £+ 0.03, 0.22 £ 0.01, and 0.22 &+
0.02, respectively, which clearly indicate that subwavelength
localization in the optical potential is achieved.

Micromotion. A general concern when experimenting with
ion Coulomb crystals in linear rf traps is the rf-induced
micromotion. Even for experiments with a single ion, where
the ion in principle can be trapped on an rf nodal line,
the ion’s dynamics can be compromised due to resonances
between the rf drive and the ion’s oscillation in the optical
potential [36,44,45]. For multidimensional crystals, some ions
will furthermore always be positioned away from the rf-field-
free nodal line with a resulting micromotion radial kinetic
energy which can easily exceed the thermal energy of the
ion by orders of magnitude [70,71]. For instance, the off-
axis ions of the zigzag and octahedron crystals of Fig. 2
are estimated to have micromotion radial kinetic energies
corresponding to ~160 and ~800 mK, respectively. Due to
the general coupling between the axial and radial motional
degrees of freedom, it is hence not immediately clear that
the axial optical pinning of ions in such crystals can be
achieved by realistic experimental optical potential depths of
only ~25 mK. A theoretical analysis confirmed by numerical
simulations at 0 K shows, however, that the micromotion
kinetic energy due to the Coulomb interaction along the rf-
field-free direction is typically several orders of magnitude
smaller than the radial micromotion kinetic energies in a linear
Paul trap, both with and without the optical potential present
[71,72]. For instance, for the four-ion zigzag crystal, the
amplitude of the axial micromotion of the external ions in a
25-mK-deep lattice is ~4 x 1073 times lower than the off-axis
ion radial micromotion amplitude, corresponding to 0.35% of
the lattice period and an additional axial kinetic energy of
~3 uK. Residual micromotion due to potential parasitic axial
components of the rf field could be more of a concern. An
experimentally determined upper bound of its amplitude in the
absence of lattice for the eight-ion string leads to a maximal
associated kinetic energy less than 0.4 mK for the outer ions.
According to the numerical simulations, this could lead, in
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FIG. 3. (a) Evolution of the frequency of the in-plane normal modes of the four-ion zigzag configuration as a function of the lattice
vibrational frequency vi,. As a reference, the center-of-mass mode frequency of a single ion is shown by the gray dashed line. The two insets
show the mode coordinates (in relative units) without a lattice (0 MHz) and in the presence of the deepest lattice (5 MHz). (b) Evolution of the
coordinates of modes 2 and 3 [whose frequencies in the absence of lattice are respectively the second and third lowest, and shown by the red
and blue lines in (a)], for low and high lattice frequencies (0 and 5 MHz) and around the avoided crossing [0.1, 0.15, and 0.2 MHz, indicated

by the vertical dotted lines in (a)].

the presence of a 25-mK-deep lattice potential, to an axial
micromotion amplitude of up to ~17% of the lattice period
(corresponding kinetic energy ~8 mK) for these ions. Such
an excess micromotion would, though, only contribute to the
observed values of (sin?(kz)) by a few percent.

Normal-mode spectrum. We finally turn to the prospect of
tailoring the normal-mode spectrum and patterns of Coulomb
crystals by the application of an optical lattice potential. To
this end, we have numerically calculated the parametric con-
tinuation of the normal modes as a function of the lattice depth
for the three crystals presented in this Rapid Communication.
Results obtained for the four-ion zigzag configuration are
shown in Fig. 3(a), and for the other crystals in Ref. [66].
As observed, the mode spectrum changes dramatically when
changing the lattice from being a weak perturbation to be-
coming the dominant axial confining potential. At the latter
point, the axial and radial motional degrees of freedom nearly
completely decouple, and all axial modes have identical fre-
quencies. This degeneracy of the purely axial modes could,
e.g., facilitate the simultaneous resolved sideband laser cool-
ing [73] or cavity cooling [74] of all axial modes to the ground
state by applying just a single-frequency laser. While the
radial mode frequencies do not become degenerate for strong
axial confinement, they cluster though within a significantly
narrower distribution than without a lattice. Consequently, this
scenario might facilitate the ground-state electromagnetically
induced transparency (EIT) cooling [75] of all radial modes
with fixed laser frequencies. Combining the two strategies
for axial and radial cooling should be an interesting route to
initialize small ion systems near their quantum mechanical
ground state, which would be of relevance for investigat-
ing energy transport and thermodynamics in the quantum
regime.

A perhaps even more remarkable feature is the complex
evolution of the individual modes at moderate lattice depths.
As an example, Fig. 3(b) illustrates how the center-of-mass
mode (mode 2) and an essentially radial mode (mode 3) in the
absence of a lattice are switching their nature as the lattice

depth is adiabatically increased. One can envision several
applications of this feature. For instance, both these modes
could potentially be cooled to the ground state by combining
direct sideband cooling of only one of the two modes at a
lattice depth outside the switching (“avoided crossing”) area
with fast nonadiabatically ramping of the lattice through the
avoided crossing and adiabatically back again. Furthermore,
by clever combinations of adiabatic and nonadiabatic ramp-
ings of the lattice potential, one might eventually be able to
cool a larger number of modes.

From a many-body physics perspective, the avoided cross-
ings could be exploited to engineer Hamiltonians with specific
effective mode couplings [50,51,53-56], and one could, e.g.,
investigate the decoherence of superpositions of excitations
of several of the modes converging to axial modes with the
same frequencies at the deep lattices after applying vari-
ous ramping sequences. Since the highly nontrivial normal-
mode dynamics strongly depends on the dimensionality as
well as the number of ions, as illustrated in Ref. [66], the
combination of ion Coulomb crystals with an optical poten-
tial opens an exciting playground for investigating, exploit-
ing, and engineering complex interactions between phonon
modes.

Conclusion. We have experimentally demonstrated the
subwavelength localization of ions in multidimensional ion
Coulomb crystals by applying intense optical standing-wave
fields. The fact that micromotion in these multidimensional
ion crystal structures does not impede the lattice-induced
localization is very promising not only for achieving deter-
ministic control of the crystalline structure of cold charged
plasmas [49], but also for tailoring the complex dynamics
of their normal modes with applications within the energy
transport at the quantum limit as well as quantum many-
body physics. As the specific coupling achievable between
modes depends on the dimensionality and number of ions, it
expands the possibilities for tuning complex interactions in
these strongly coupled systems, and may eventually be used
in simulations of “artificial” molecules.
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