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Absolute single-ion thermometry
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We describe and experimentally implement a single-ion local thermometry technique with absolute sensitivity
adaptable to all laser-cooled atomic ion species. The technique is based on the velocity-dependent spectral shape
of a quasi-dark resonance tailored by two driving fields in a J → J transition such that the two fields can be
derived from the same laser source, leading to a negligible relative phase shift. We validated the method and
tested its performance in an experiment on a single 88Sr+ ion cooled in a surface radio-frequency trap. We
first applied the technique to characterize the heating rate of the surface trap. We then measured the stationary
temperature of the ion as a function of cooling laser detuning in the Doppler regime. The results agree with
theoretical calculations, with an absolute error smaller than 100 μK at 500 μK, in a temperature range between
0.5 and 3 mK and in the absence of adjustable parameters. This simple-to-implement and reliable method
opens the way to fast absolute measurements of single-ion temperatures in future experiments dealing with
heat transport in ion chains or thermodynamics at the single-ion level.
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Laser-cooled trapped ions offer the opportunity for a pre-
cise quantum control at the single-particle level [1] that trig-
gered the development of ion-based platforms dedicated to
quantum information processing [2,3]. Cold-ion-based sys-
tems have also been proposed and applied for testing ther-
modynamics in the quantum regime [4,5] and quantum heat
transport in network chains [6–9]. The latter application needs
the development of thermometry techniques effective for char-
acterizing in a short time the velocity distribution of a single-
ion that possibly interacts with a rich environment. Since the
first demonstrations of laser cooling of trapped ions [10,11],
experimental thermometry tools have been developed together
with theoretical models predicting stationary temperatures,
for instance, in the case of Doppler cooling [12,13]. Among
the thermometry techniques we can distinguish between three
main families.

In a first approach the spatial distribution of a single ion
in a trap is measured by acquiring a time-averaged image of
its fluorescence. The knowledge of the stiffness of the trap
and the measurement of the spot size allow for the retrieval
of the ion energy distribution. This technique, introduced in
early experiments [14], has been implemented to reach milli-
Kelvin sensitivity [15,16] and to measure anomalous heating
in a surface trap [17]. Spatial thermometry is only adapted
to single-ion experiments and the limited knowledge of the
point spread function of the imaging system affects both the
accuracy and the precision of the method, which reaches its
best performances in shallow traps.

A second family of thermometry techniques exploits the
sensitivity to the ion motional state of the optically addressed
narrow vibrational transitions in a trap (either quadrupole-
or Raman-addressed). This technique has been introduced by
Monroe and co-workers [18] and allows for the measurement
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of the average vibrational occupation number n̄ in a given
vibrational mode. Sideband spectroscopy has been used for
the first studies of the heating rates associated with ion traps
[19]; it addresses relatively low temperature ranges (n̄ < 5),
but can be extended towards higher temperatures by measur-
ing collapses and revivals of vibrational populations [20–22].
While extremely powerful, these techniques are only able to
characterize normal modes of oscillation sequentially; this
limitation may be a serious drawback for experiments that
involve measurements of many vibrational modes.

The third approach to thermometry, which we address here,
is based on the modifications of the photon scattering rate
induced by the Doppler effect and has been used in the first
demonstrations of laser cooling of ions [10,11]. More recently
this approach has been exploited by recording and analyz-
ing the transient photon scattering rate during the Doppler
cooling of an ion (Doppler recooling technique [23,24]). This
technique has been extended to ions with richer level struc-
tures (e.g., Ca+ and Sr+), either using incoherent repumping
schemes [25] or including the multilevel structure in the anal-
ysis of transient photon scattering [22,26]. The relatively large
linewidth of the usual cooling transitions (�2π × 20 MHz)
implies that Doppler recooling thermometry can only address
the measurement of relatively high temperatures (T > 1 K)
with a millisecond characteristic time. However, multilevel
ions addressed by at least two laser beams may also display
the so-called “dark resonance” phenomenon [27,28] that may
originate spectral features with narrow linewidths [29]. These
dark resonances depend on the motional state and may indeed
be used for cooling the ions below the Doppler limit [30–34],
for evaluating the ion excess micromotion [35], and for ther-
mometry purposes [36,37]. The main advantage of cooling
and thermometry methods based on dark resonances is their
ability to address (or sense) all vibrational modes without the
need of multiplexing. In the case of thermometry this ability
allows for a fast probing of the velocity distribution of a single
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FIG. 1. (a) Energy level structure of a � system that allows for
the presence of a dark state. (b) Quasi-� system considered in this
paper. (c) Pump and probe beam geometry with respect to the trap
axes.

ion that may be interacting with rich environments (Coulomb
crystals or thermal baths) [37].

In this paper we present an implementation of dark-
resonance thermometry and demonstrate its ability to measure
absolute temperatures (accuracy and precision in the sub-mK
range) in the absence of calibrations with other methods.
This substantial improvement is obtained by addressing two
transitions with two driving fields derived by the same laser
source. This configuration eliminates phase stability issues
that limited the precision in previous experiments [37]. The
fit of the spectral experimental data with the solutions of the
optical Bloch equations (OBEs), in the absence of ad hoc
parameters, allowed us to obtain a measurement of absolute
temperatures between 0.2 and 3 mK. We also calculated that
the range of applicability is adjustable up to 200 mK. In order
to test experimentally this thermometry tool we implemented
it with a single Sr+ ion loaded and cooled in a surface trap.
We exploited the measured temperatures to characterize the
heating rate of the trap and to verify in an absolute way the
theoretical law describing the stationary temperature reached
with one-beam Doppler cooling [13]. We also demonstrated
that this dark-resonance approach is capable of cooling the ion
well in the sub-Doppler regime [down to Tz = 0.13(1) mK]
with a mechanism reminiscent of electromagnetically induced
transparency (EIT) cooling [30] but in a different regime.

I. THEORY

Let us start considering a three-level atom in a � configu-
ration driven by two laser fields with wave vectors �k1 and �k2

[see Fig. 1(a)]. For an atom at rest, a fluorescence spectrum
obtained by scanning the detuning of one beam while keeping
the other detuning constant displays a dark resonance: a sharp
drop in the scattering rate. This feature is due to the presence
of a “dark state”:

|ψD〉(t ) ∝ �2|0〉 − �1eiϕ(t )|1〉, (1)

where ϕ(t ) = (�2 − �1)t + ϕ2(t ) − ϕ1(t ) and �i, �i, and
ϕi(t ) are the detunings, the Rabi frequencies, and the phases
of the driving fields (i = 1 and 2) [38]. As long as ϕ does
not depend on time, |ψD〉 is not coupled to the driving fields:
for �1 = �2 and if [ϕ2(t ) − ϕ1(t )] is constant a dark reso-
nance shows up because the electronic population is optically
pumped in |ψD〉. For an atom that moves with velocity �v,
the Doppler effect induces an additional detuning, δi = �ki · �v
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FIG. 2. Incoherent repumping scheme. (a) Considering the level
structure of the 88Sr+ ion, population trapping in the metastable
level D3/2 is avoided by exciting the D3/2 → P3/2 and D5/2 → P3/2

transitions. In this way no coherence is driven between the S1/2 or
P1/2 levels and the other states. (b) Simplified level structure in which
the D3/2, D5/2, and P3/2 levels are replaced by a single J = 3/2 level
that is incoherently populated with a rate 	 f and decays into the S1/2

level with an effective rate 	r .

(i = 1 and 2), giving

ϕ̇Doppler = δ2 − δ1 = (�k1 −�k2) · �v. (2)

Atomic motion along the �k1 −�k2 direction breaks the dark-
state condition and allows us to infer the velocity distribution
from the contrast and shape of the dark resonance [36,37].

In a previous implementation of dark-resonance thermom-
etry with 40Ca+ ions, the frequency difference between the
two driving lasers was very large (several hundreds of THz).
In this situation it may be very challenging to stabilize the
relative phase of the driving fields: the contrast and shape of
the dark resonance are affected by this technical issue. Phase
instability may be taken into account by an ad hoc parameter
in the OBE but still sets the limit to the precision of the
technique [37]. On the contrary, if the two lower levels of
the � system lie in the ground-state manifold [36], the two
driving fields can be derived by the same laser source and their
relative phase drift becomes negligible. This is our approach:
Here we consider a generalized dark resonance in a quasi-�
system in which the two lower levels are Zeeman sublevels
of the ground state of an ion. As shown in Fig. 1(b) a J =
1/2 → J ′ = 1/2 transition is driven by a σ+-polarized pump
beam and a π -polarized probe beam with Rabi frequencies �1

and �2, respectively. The quantification axis is imposed by
the magnetic field B. In this configuration, there is a residual
coupling between the |g,↓〉 state and the |e,↓〉 state that
shortens the lifetime of |ψD〉 and thus reduces the contrast
of the dark resonance. However this is not a limiting factor
because the choice of �1 > �2 allows us to create a state
arbitrarily close to a dark state [reduced weight in the first
term on the right-hand side of Eq. (1)].

To obtain the theoretical line shape of a fluorescence
spectrum for an ion at rest in the configuration of Fig. 1(b),
we solve the OBE in the stationary regime within the rotating-
wave approximation [39].

In the following we consider the 88Sr+ ion for the calcu-
lations but the method may be applied to other level struc-
tures. The low-lying energy-level structure of 88Sr+ (including
metastable states) is shown in Fig. 2(a). In order to avoid the
trapping of electronic population in the metastable D3/2 state
and the presence of two-colors dark resonances involving S1/2
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and P1/2 states we adopt an incoherent repumping scheme
[25]. This can be obtained by addressing the D3/2 → P3/2 and
D5/2 → P3/2 transitions with two laser beams.

We obtain the density matrix ρ of the internal states of the
ion in the stationary regime by solving the OBE in the form:

dρ

dt
= i

h̄
[H, ρ] + L[ρ] = 0. (3)

We found that the solution of the complete OBE can be very
well approximated by the solution of a simplified system in
which the D3/2, D5/2, and P3/2 levels are replaced by a single
J = 3/2 level that is incoherently populated with a rate 	 f

and decays into the S1/2 level with an effective rate 	r [see
Fig. 2(b)]:

	r = ρP3/2

ρP3/2 + ρD3/2 + ρD5/2

	P3/2 . (4)

In order to speed up the numerical calculations we used
this approximation that also has the advantage of describing
the repumping process in terms of the single parameter 	r .
This parameter can be determined by performing a one-beam
Doppler cooling experiment in which we estimate the ion
scattering rate at saturation on the P1/2 → S1/2 transition as

ρP1/2,sat = 1

2 + 	 f

	r

. (5)

To write the Hamiltonian H of the system we set the origin
of energies to the |P1/2,

1
2 〉 level with a null magnetic field. By

adopting the rotating-wave approximation, in the |S1/2,− 1
2 〉,

|S1/2,
1
2 〉, |P1/2,− 1

2 〉, |P1/2,
1
2 〉 basis, the Hamiltonian then

reads as follows:

H = h̄
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,

(6)

where the Zeeman energy splitting is given in units of fre-
quency: B = μB

h̄ |�B|. The Hamiltonian also depends on the
detunings and Rabi frequencies of the pump and probe beams
�1,�1 and �2,�2, respectively.

Spontaneous decay is taken into account by the Linblad
operator L [39]:

L[ρ] =
∑

f ,i

−1

2
(C†

f iCf iρ + ρC†
f iCf i ) + Cf iρC†

f i, (7)

Cf i = √
	 f i| f 〉〈i |, (8)

where the subscripts i and f represent the initial level and
the final level of the specific spontaneous decay channel. The
decay rate matrix 	 in the |S1/2,− 1

2 〉, |S1/2,
1
2 〉, |P1/2,− 1

2 〉,
|P1/2,

1
2 〉, | 3

2 ,− 3
2 〉, | 3

2 ,− 1
2 〉, | 3

2 , 1
2 〉, | 3

2 , 3
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FIG. 3. Calculated fluorescence spectra in the presence of a
thermal velocity distribution for a motion along the z axis and
for several temperatures Tz. The ion parameters correspond to the
5s 2S1/2 → 5p 2P1/2 transition of 88Sr+. The other parameters for the
calculation are �1 = 12 MHz, �2 = 4 MHz, �1 = −3.7 MHz, and
B = 2 × 10−4 T.

follows:

	 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where 	sp is the decay rate on the P1/2 → S1/2 transition and
	 f is the decay rate on the P1/2 → D3/2 transition.

The scattering rate S is given by S = 	eρee, where 	e is the
inverse of the lifetime of the excited state and ρee is the sum
of the populations in the excited-state sublevels. As shown
in Fig. 3 (solid thick line), a dark resonance occurs in the
fluorescence spectrum for �2 = �d

2 (two-photon resonance
condition); the precise value of �d

2 depends mainly on the
pump detuning �1 and on the Zeeman shifts. We consider
then an ion moving in a harmonic potential and, to simplify
numerical calculations, we assume that the internal-state evo-
lution is much faster than the ion secular oscillation (weak
binding approximation). We describe classically the motional
degrees of freedom and we consider a Maxwell-Boltzmann
thermal velocity distribution described by the temperature Tz

such that h̄ωz 
 kBTz, where ωz is the secular frequency along
the z axis [Fig. 1(c)]. We also neglect the micromotion in the z
direction (ideal linear trap). We then calculate the scattering
rate for a moving ion as a two-dimensional convolution of
steady-state solutions for an ion at rest with the distribution
of velocity-dependent detunings δ1 and δ2. Calculations show
that, as expected, the motion along �k1 +�k2 (x direction) does
not affect significantly the shape of the fluorescence spectrum.
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FIG. 4. Calculated scattering rate Sd (Tz ) at the center of the dark
resonance as a function of the temperature. The parameters used for
the calculation are �1 = 12 MHz, �2 = 4 MHz, �1 = −3.7 MHz,
�2 = 2 MHz, and B = 2 × 10−4 T.

On the contrary, thermal motion along the �k1 −�k2 direction (z
axis) affects both the contrast and the width of the dark reso-
nance, as can be seen in Fig. 3. The parameters injected in this
calculation correspond to the 5s 2S1/2 → 5p 2P1/2 transition of
the 88Sr+ ion; the beam parameters are set to �1 = 12 MHz,
�2 = 4 MHz, and �1 = −3.7 MHz; the magnetic field is B =
2 × 10−4 T. In particular it is possible to calculate with the
same set of parameters the scattering rate Sd = S(�2 = �d

2 )
as a function of the temperature Tz. As shown in Fig. 4, Sd

is a monotonous function of Tz. Therefore, the knowledge
of the parameters �1, �2, B, �1, and �2 = �d

2 allows us
to calculate the inverse function Tz(Sd ). In order to access
different temperature ranges it is possible to tailor the width
of the dark resonance by changing the pump and probe Rabi
frequencies, while keeping constant their ratio (that fixes the
contrast at zero temperature).

In the following we describe a numerical analysis that
allows us to relate the linewidth of the dark resonance, the
scattering rate, and the acquisition time necessary to reach
a target statistical signal-to-noise ratio (SNR) affecting the
temperature measurement. In the thermometry experiments
we measure on a photon counter the experimental scattering
rate Sexp of the photons scattered by the ion addressed by
the pump and probe beams. The intrinsic scattering rate S is
obtained taking into account the collection efficiency of the
setup η (measured independently [40]) as Sexp = η × S. We
consider an accumulation time τacc during which we detect
N photons. Assuming a Poissonian distribution for N , the
mean number of photon counts 〈N〉 and its variance (�N )2 =
〈N2〉 − 〈N〉2 are given by

〈N〉 = (�N )2 = ηSτacc. (10)

For a given set of experimental parameters �1, �1, �2, and
�2, the temperature of the ion is a function Tz(Sd ) of the
scattering rate Sd measured at the center of the dark resonance.
Up to the first order of the function Tz(Sd ) we can write the

standard variation �Tz affecting the temperature as

�Tz = dTz

dSd
�Sd = dTz

dSd

√
Sd

ητacc
. (11)

In terms of the function Sd (Tz ) (Fig. 4) we then have

�Tz

Tz
= 1√

ητacc

√
Sd (Tz )

TzS′
d (Tz )

. (12)

The numerical calculation of the fractional uncertainty (12)
allows us to optimize the experimental parameters in order
to measure a given temperature Tz. We found, for example,
that a good match between the dark resonance and the thermal
Doppler linewidths maximizes the signal-to-noise ratio on Tz.
We have also studied the applicability range of the method
by imposing (somewhat arbitrarily) a maximum accumulated
probing time of τacc = 20 s and a target fractional uncertainty
of �Tz/Tz = 1/10. We obtain an accessible temperature range
between 2 × 10−2 and 2 × 102 mK for an experimental pa-
rameter set well accessible with standard laser sources. Let us
now discuss the origin of systematic errors affecting Tz. The
dominant systematic errors affecting the retrieved temperature
have their origin in the imperfect “one shot” estimation of
the parameters �1, �2, and B that describe the line shape
of the dark resonance, necessary to parametrize the function
Sd (Tz ). The statistical error affecting this imperfect estimation
can be retrieved from the fitting procedure; nevertheless all
the temperatures measured with the same set of parameters
display correlated (systematic) errors.

II. EXPERIMENTS

The experiments are realized using single 88Sr+ ions
trapped in a symmetric five-wire surface trap [41].The details
concerning the trap design and the experimental setup can be
found in Ref. [42].

In brief, we drive the trap with a radio-frequency (rf)
voltage oscillating at 2π × 8.9 MHz and static (dc) voltages
leading to secular frequencies ωz/2π = 98 kHz, ωx/2π =
510 kHz, and ωy/2π = 370 kHz. We used a time-correlated
single-photon counting technique [43] in order to minimize
excess micromotion. Along the x direction we estimate a
residual amplitude of x0 < 4 nm (equivalent pseudotempera-
ture T μ

x < 240 μK). According to the trap field calculations
[44], a small rf field component along z exists, leading to
a possible excess z micromotion. We estimate that, after
compensation, its residual amplitude is z0 < 1 nm (equivalent
pseudotemperature T μ

z < 25 μK). Let us mention that the
equivalent pseudotemperature originated by intrinsic (i.e., not
excess) micromotion is negligible in the z direction (some
thousandth of the secular temperature), while, as expected, it
is a conspicuous fraction (�80%) of secular temperature in
the x direction.

We address the 5s 2S1/2 → 5p 2P1/2 transition; to avoid op-
tical pumping in the 4d 2D3/2 we repump the electronic pop-
ulations with an incoherent scheme [25] that addresses simul-
taneously the 4d 2D3/2 → 5p 2P3/2 and 4d 2D5/2 → 5p 2P3/2

transitions. The fluorescence spectra are acquired using a
sequential approach to neglect the mechanical effect of the
beams during the probing phase [45,46]. We used probing
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FIG. 5. Averaged experimental fluorescence spectrum (black
dots). The pump detuning is �1 = −3.7 MHz and the ion is pre-
cooled to a sub-Doppler temperature with a cooling phase in which
the probe is tuned to �2 = 1.7 MHz. The free parameters obtained
from the numerical fit (red line) are �2 = 3.78(1) MHz, �1 =
10.7(1) MHz, B = 2.06(1) × 10−4 T, and ion temperature T =
0.128(7) mK. The uncertainties do not take into account systematic
shifts.

phase durations in the range 10–100 μs such that the number
of spontaneous photons emitted during temperature measure-
ments was less than 25. As the recoil temperature for 88Sr+

is h̄2k2

mSr kB
= 1.22 μK, we expect a recoil heating in the tens

of micro-Kelvin range. We measure on a photon counter
the scattering rate Sexp = S × η, where η = 1.95(5) × 10−3

is the collection efficiency of the setup and S is the intrinsic
scattering rate. The detunings �1 and �2 are imposed by two
acousto-optic modulators that shift with a negligible phase
noise a common laser beam (that is frequency locked to
an atomic reference with a precision better than 100 kHz).
As a first check we acquired several fluorescence spectra
for different �1, �2, and B for an ion cooled close to the
Doppler limit. Numerical fits with the solution of the OBE
are in excellent agreement with the experimental spectra and
the parameters extracted from the fits follow the variations
imposed on the experimental parameters and give a constant
temperature Tz consistent with the Doppler limit. Let us men-
tion that, as this is a single-ion experiment, the temperature Tz

may only be retrieved by averaging over many realizations
the velocity-dependent scattering rate Sexp. The sequential
acquisition that consists of repeated preparation and probing
phases allows us to obtain such an averaging. For a fixed set
of known parameters �1, �2, B, �1, and �2 = �d

2 , Tz can
be retrieved from a measurement of the average scattering
rate Sd (see above). In the following we adopt this approach,
faster than the acquisition of a full fluorescence spectrum for
each temperature. In order to precisely evaluate the �1, �2,
and B parameters we acquire and fit a preliminary calibration
spectrum, such as the one presented in Fig. 5. In this specific
case the pump detuning is �1 = −3.7 MHz and the ion
is precooled to a sub-Doppler temperature with a cooling
phase in which the probe is tuned to �2 = 1.7 MHz. The
free parameters obtained from the numerical fit (red line) are
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FIG. 6. Averaged retrieved temperature Tz as a function of the
heating time (black dots). The heating rate of the trap (slope of the
fit, red line) is 52(1) mK/s. Error bars are ±1 standard deviation
(both statistical and systematic).

�2 = 3.78(1) MHz, �1 = 10.7(1) MHz, B = 2.06(1) × 10−4

T, and ion temperature T = 0.128(7) mK.
As a first application we have measured the heating rate

of the surface trap affecting the motion along the z axis. For
that purpose we prepared the ion at an initial temperature
Tin and then measured its temperature after a heating phase
during which laser cooling is switched off. The results of
these measurements are shown in Fig. 6 and display the
expected linear behavior that allow us to measure a heating
rate of 52(1) mK/s. In order to extend the range of these
measurements we precooled the ion to a sub-Doppler temper-
ature of Tin = 0.20(5) mK (with our geometry the one-beam
Doppler limit for Sr+ is TD = 0.47 mK), taking advantage of
the mechanism reminiscent of the EIT cooling that operates
with �2 tuned on the low-frequency side of the dark reso-
nance. This cooling method occurs in a completely different
regime with respect to previous realizations of EIT cooling
[30]; the complete description of the mechanisms involved
is beyond the scope of this paper. To validate the absolute
character of this thermometry technique we have measured
the ion temperature as a function of the detuning of a Doppler
cooling beam at low intensity [16]. Indeed in this regime it
is possible to calculate analytical expressions describing both
the cooling dynamics and the stationary temperature [13]. The
experimental sequence includes two cooling phases. The first
step has a duration of 20 ms and is performed at optimal
detuning, allowing us to reach a temperature on the order of
0.5 mK with a theoretical characteristic time of 320 μs. The
second cooling step, performed at intensity I 
 Isat (where
Isat is the saturation intensity), has a duration set to ten times
the characteristic cooling time as calculated from the theory.
The measured temperature of the ion as a function of the
cooling beam detuning is shown in Fig. 7 (black dots). In
order to compare this result with the theoretical prediction,
we acquire an experimental fluorescence spectrum (scattering
rate as a function of cooling beam detuning) at the same
(low) cooling beam intensity. The sequential character of the
acquisition and the incoherent repumping scheme allows us to
describe the spectrum in terms of a pure Lorentzian line shape.
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FIG. 7. Averaged retrieved temperature Tz as a function of the
Doppler-cooling beam detuning (black dots). Measurements are
obtained in the low-intensity regime I 
 Isat . The solid red line
(blue dashed line) is the result of a calculation of the stationary
temperature including (not including) the trap heating rate (see
Fig. 6). The bottom panel of the figure shows the residuals (red dots)
with the associated statistical standard deviation.

We then inject the two parameters describing the Lorentzian
scattering rate in the theoretical model of Doppler cooling
and obtain the stationary temperature as a function of cooling
beam detuning (dashed line in Fig. 7), in the absence of
adjustable parameters. The discrepancy with the experimental
data observed at large detunings is dominated by the effect of
the trap heating rate (see above), as shown by the stationary
temperature obtained with calculations that include this term
(solid line in Fig. 7). The error bars in Fig. 7 (±1 standard
deviation) are calculated taking into account both photon
count statistics and calibration uncertainties.

III. CONCLUSION

In conclusion we demonstrated a thermometry technique
that we implemented with a single Sr+ ion loaded and cooled
in a surface trap. We applied the technique to characterize the
heating rate of the trap and to verify, in an absolute way, the

theoretical law describing the stationary temperature reached
with one-beam Doppler cooling. The excellent agreement
between the calculations and the experimental measurements
over a large range of detunings demonstrates the reliability of
the method and opens the way to fast (the probing time in a
sequence is on the order of 10 μs) and directional single-ion
absolute thermometry.

Extensions of this work may apply to cases in which
nonthermal distributions are expected, as long as we are able
to inject the shape and the characteristics of a parametrized
velocity distribution in the model (i.e., hypothesis about the
shape of the velocity distribution). As an example, by invert-
ing the propagation direction of one beam it would be possible
to probe the velocity distribution along the x direction that will
contain contributions both from the thermal secular motion
and from the intrinsic (nonthermal) micromotion, with similar
weight. Let us mention that, if a non-negligible rf field is
present, depending on its frequency an analysis beyond the
stationary regime (i.e., involving the numerical solution of
the time-dependent OBE) will be necessary, without affecting
the principles of the technique but beyond the scope of this
paper. Nonthermal distributions obtained with sub-Doppler
laser cooling should also be measurable with this method,
provided that the number of photons scattered during the
probing phase induces a recoil heating negligible with respect
to the initial temperature. In the particular case of surface
traps, information about the velocity distribution along the
y direction is not accessible. However in three-dimensional
traps this limitation could be easily lifted, allowing for the
orientation of the �k1 −�k2 vector such that a projection exists
along all the motional modes of the trap. In the case of
nontrivial environments (e.g., thermodynamics of an ion in a
linear chain or an ion in contact with atoms) the technique
may be applied if spatially resolved single-ion addressing is
implemented, at least with one of the two probing beams.
The absolute character of the method will probably open
interesting perspectives in these fields.
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