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The Redfield and Lindblad forms of the master equations are obtained under not only the Born and Markov
approximations but also the secular approximation. In this paper, we propose a computable form of the master
equation for open multilevel quantum systems beyond the secular approximation. The proposed form can retain
some dynamical effects that are lost due to use of the secular approximation. Two kinds of open multilevel
quantum systems are investigated by using this method, and the results are compared to the ones obtained from
the Redfield equation and an exactly numerical path integral approach. It is shown that the results obtained
from this computable form match those from the exact numerical path integral approach better than results from
the Redfield equation. The normal-diffusion coefficient, momentum-damping coefficient, anomalous-diffusion
coefficient, etc. in the master equation are also reevaluated.
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I. INTRODUCTION

Strictly speaking, any quantum system in any dynami-
cal process will unavoidably suffer from interactions with
uncontrollable degrees of freedom in surrounding. There-
fore, the evolution of a quantum state will be affected by
the environment of the system, although the influence is
always overlooked in low-temperature conditions. However,
when we investigate the evolution of quantum states of
condensed systems, especially those of living substances in
room-temperature surroundings, the environmental influence
may be important and should not be ignored. Thus, un-
derstanding the dissipative quantum dynamics of a system
embedded in a complex environment is an important topic
across various subdisciplines of matter science [1,2]. Some
significant progress in this field [3-5] has been achieved in
last few years. A few prototypical physical models such as the
Caldeira-Leggett model [6] and spin-boson model [1] have
been developed and applied to these studies. In most cases
the environment is described with a bosonic bath, which is a
set of noninteracting harmonic oscillators whose influence on
the system is concisely encoded in a spectral density function
[2]. The prevalent adoption of a bosonic bath is based on the
argument that knowing the linear response of an environment
near equilibrium should be sufficient to predict the dissipative
dynamics of the open quantum systems [7,8].

The theory and methods of studying open quantum sys-
tems have been strongly developed in recent decades [9-12],
pushed by technological demand. The basic tool of these
studies is the master equation [13], which allows for insight
into some physical properties by computing average physical
quantities [14-21]. However, it is difficult to obtain and in
particular to solve the general master equation of an open
quantum system. The Born-Markov master equation, which is
derived from the von Neumann-Liouville equation by means
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of Born and Markov approximations, is a good starting point
for the task. To obtain reliable results from the Born-Markov
master equation, the investigated system must satisfy the
following two conditions: First, the interaction between the
system and its environment must be sufficiently weak and the
environment large enough in comparison to the size of the
system such that the bath state does not change significantly
because of the interaction. Second, the timescale of the system
dynamics must be larger than the reservoir correlation time.
However, even if these conditions are satisfied, with the
exception of the two-level system and the harmonic oscillator,
it is still difficult to obtain and solve the Born-Markov master
equation for open multilevel quantum systems [22].

The dynamics of open multilevel quantum systems can
be investigated by using the Redfield equation, which was
derived from the Born-Markov master equation by imposing
the secular approximation. It has been widely employed and
is attractive because its numerical time propagation is sim-
plified and the positivity is guaranteed. Furthermore, when
the interaction Hamiltonian between the interest system and
its environment can be written as a sum of products of the
system and environment operators, the Lindblad equation can
be derived from the Redfield equation. Insofar as simplicity
and positivity are concerned, the master equations of the
Redfield and Lindblad forms have many advantages [23,24].
However, in these methods, the secular approximation which
eliminates some relaxation terms results in partial destruction
of the reduced dynamics of the open quantum system [25].
Namely, the secular approximation distorts the true dynamics
within the Redfield framework.

A direction for solving the quantum dissipative dynamics
including non-Markovian effects is formulating the reduced
density matrix based on the path integral [2,26]. Makri and
co-workers have developed an exact numerical dynamics
approach—quasi-adiabatic propagator path integral (QUAPI)
method [15,27]. This is an efficient way of including memory
effects via tensor products of element memory kernels. A dif-
ferent approach was proposed by Tanimura and co-workers,
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who introduced a hierarchical treatment of non-Markovian
dynamics in which the primary density operator is coupled
to an auxiliary one, describing the effects of successively
higher-order system-bath interaction [16,28]. These two kinds
of non-Markovian dynamical methods are extensively used
in the investigations of decoherence, disentanglement, energy
transformation, and spectral analysis in quantum open sys-
tems. Many other methods have also been proposed and used
in recent years [29-31]. However, to discover other dynamical
schemes for open quantum systems is still expected, because
in the existing methods, huge analytical and/or numerical
efforts should be made.

In this paper, we propose a scheme to formulate the
Born-Markov master equation into a computable form. In the
derivation of this form, the Born and Markov approximations
are used. However, different from the derivation of the Red-
field form, the secular approximation does not need to be used
in this scheme. By using this computable form of the master
equation, we can compute the evolution of the reduced density
matrix of open multilevel quantum systems. As examples, we
shall study the dynamics of two models. One is a three-level
model, and the other is the Fenna-Matthews-Olson (FMO)
complex [32], which is a model extensively used to study pho-
tosynthetic pigment protein complex in green sulfur bacteria.
It is shown that compared with the traditional Redfield form
[33,34], the form of the master equation we propose agrees
better with the numerical path integral method [15,27] and
requires less computation.

II. THE BORN-MARKOV MASTER EQUATION
A. The general form of Born-Markov master equation

The total system-environment Hamiltonian is set as
H =H; + H, + Hy,. (1)

Here, Hy, H,, and Hy, are the Hamiltonians of the system, bath,
and the interaction between them. It is convenient to switch
to the interaction picture in the derivations of the master
equation. Thus, we set

Hy = Hy + H,, H; = Hy, 2
where Hy denotes the total free Hamiltonian, and H; repre-
sents the interaction one. By using the Born approximation,
namely,

pt) = ps(t) ® pp, vt 20, 3
one has
dpsm([) " N ()
L~ /0 AT [Hy 1), ), o) @ poll. (4)

Suppose the coupling of the system to its environment is
described by the interaction Hamiltonian as

Hy =) S.®E,. (5)

Here S, and E,, are the system and environment operators. By
using the Markov approximation, one can obtain the equation

in Schrodinger picture as [13]

dost) . =
- :—1[Hy,ps(t)]—/(‘) draXﬂ:{Waﬁ(f)

[Sou Sﬁ(_f)ps(t)] + Wﬂa(_T)[ps(t)Sﬁ(_f)9 SD(]}' (6)

Here and in the following we set /i = 1, and

Wop(t) = Trp{Eq (T)Egpp). @)
Set
By = /oodr D Wap(1)Sp(—1),
0
B
Co = /0 dr Y Wpa(—1)Sp(~1), (8)
B
with

Ea(f) — engl’Eae—iHUT’

Sa(f) — engTSae—iH()‘E’ (9)

and the master equation can be written as
d ) [[Hy, ps(1)]
7 Ps = —l|y, Py
di o P,
— ) {[Sa Bups(®)] + [p:(t)Ca. Sal}. (10)

We call Eq. (10) the Born-Markov master equation.

B. The Born-Markov master equation for the open two-level
system (spin-boson model)

The Born-Markov master equation Eq. (10) is not a general
computable form. The computable forms of the Born-Markov
master equation for a two-level system and harmonic oscilla-
tor have been obtained [35]. In this section, we shall review
the derivation of the computable form of the Born-Markov
master equation for the spin-boson model. The Hamiltonian
of a simplified spin-boson model can be written as

1 f’% 1 242 A
H = —EAO’X + ; (Q_mk + Emka)qu + o, ;cqu.
(11)
Here, S,, = o,. From Eq. (7), we have

W) =" cjecldj(0a), = v(r) —ip(r),  (12)
Jjk

where

1
v(0) = 5 D {aD). &b,

k

o0 w
:/0 dwJ(w) coth <2kBT> cos(wt),

w(r) = % > (@), el),, = fo " dol(@)sin),

k

13)
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with Boltzmann constant kg, temperature 7, and J(w) is
the spectral density function of the environment. Here H; =
—%Aax, and thus we have

S(r) = ™ o.e7 T = o, cos(AT) + 0y sin(AT), (14)

and
B = / dtW(t)[o, cos(AT) — oy sin(AT)],
0
C= / dtW*(v)[o, cos(AT) — o, sin(AT)]. (15)
0
Setting

& = /Ooer(r)cos(At),g“ = /ooer(r)sin(At), (16)
0 0

we have B = &0, — o, and C = £%o, — {*0,. Setting § =
D —ikand ¢ = f — iy, with

D:/ dtv(r)cos(At),E:/ dtu(t)cos(AT),
0 0

f= /oo drv(t)sin(AT), 7 = foodru(t)sin(At), 17
0 0

we can finally obtain

d _
Jops(0) = —ilH,, py(D)] = Doz, [0, py(1)]]
+ik[oy, {sz ps(t)}]
+ flo, [oy, ps(O1 — ivlo, {0y, ps()}]. (18)

This is the computable form of the Born-Markov master equa-
tion for the simplified spin-boson model. It means that if only
the coefficients D, i, f, and y are determined, the equation
can be exactly numerical analyzed. These coefficients are
evaluated in detail in the Appendix.

C. The computable form of the Born-Markov master equation
for open multilevel quantum systems

This computable form Eq. (18) cannot be directly extended
to the open multilevel quantum system, because the latter does
not have the simple coupling form between the interest system
and its bath. In this section, we propose a scheme to formulate
the computable form of the Born-Markov master equation for
the open multilevel quantum system. This is the core part of
this paper. The general Hamiltonian of the open multilevel
quantum system can be written as

~2
P 1 . .
H=H+)_ L—”klk + S + j|oe><a|ckaqk}. (19)
k o

where H; is the system’s Hamiltonian, g; and p; are the
coordinate and momentum operators, my; and w; the mass
and angular frequency of the kth harmonic oscillator of the
bath, respectively, and ¢y, is the coupling coefficient between
the ath diagonal mode of the system and the kth harmonic
oscillator of the bath. |«) is the «th basis state of the mul-
tilevel quantum system. This is actually the Frenkel-exciton
Hamiltonian, which is widely used in the study of molecular
aggregates in photosynthesis systems and other condensed
systems [36-38]. In the study of the master equation, the

Born-Markov master Eq.
A +
p(At)
{
p(A) =V p(ArY
|

FIG. 1. The strategy sketch for studying the dynamics of non-
diagonal Hamiltonian system by means of the Born-Markov master
equation of the diagonal Hamiltonian.

Frenkel-exciton Hamiltonian is a general form of an open
multilevel quantum system, while Eq. (2) can only be used to
describe a two-level system. For convenience, we first derive
the computable form of the Born-Markov master equation
of an open multilevel quantum system with a diagonalized
Hamiltonian H;. The evolution of reduced density matrix of a
nondiagonal Hamiltonian H, can be obtained through solving
the computable form of the diagonal Hamiltonian of the open
multilevel quantum system, which can be understood from
Fig. 1. Therefore in the following we concentrate on deriving
the computable form of the Born-Markov master equation of
the diagonal multilevel Hamiltonian model. From Eq. (10) we
have

L (t) = —ilfy, (1))
E:Os()— 1, ps()

— D ASar BaPs(D)] + [B5(t)Ca» Sal}. (20)

Here, X = VxV~! andV is the transformation matrix from H,
to Hy, namely,

H,=VHYV ™" = diag(ie), 1)

where X, are the eigenvalues of the FNIY, ga =V]a){a|V~!, and

B, = /Oodr Zwaﬁ(r)iﬁ(—r),
0
B

C, = /oodt > Waa(—1)Sp(—1). (22)
0
B

When o # B, Wep(r) =0, and we then denote W,(7) =
Wye (T). Thus we have

B, =/ dtW,(t)S,(—7), Cy =/ dTW,(—1)S,(—1).
0 0
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Setting
Eéll) §é12) §é13)
T A o o] R
‘T |sen 36 I )
we have
§‘(x11) §élz)eiw12r §313)eiw13z
- §@1) giwniT §(22) §(23) g3t
Sa(—f)z o o o

§é31 )gi@n T 5532) elont ’§é33)

+§émll)(—f) 4o
(24)

=SO(—t) + SM (=) + ...

Here and in the following, n,m = 1,2, ...N (N is the dimen-
sion of the matrix H,, and m < n), and

$4(x) = diag(8{"),
SiP() = U2 cos(@in) + S sin(wi 1),

3:(93)('[) = g&?) cos(wi3t) + gélf) sin(w37),

gém")(t) = g&’f") cos(wynT) + AS‘(E(’;") sin(wunT),
(25)

with @y, = A, — Ay, and Som) s a matrix with elements
S(’"”)(m n)= S (m, n) S(’"”)(n m) = S (n, m), and other el-

> Max

ements are zero. Slmllarly, S('””) 1S a matrix with elements

Sé’)',’”)(m n) = —lS (m, n), Sg;‘”)(n, m) = lS (n,m), (m < n),

and other elements are zero. Thus we have

B, =/ dTWu(t) Y IS0 + 80P 4 45 ],
0 o

[o.¢]
C =f erj(r)Z[5;0>+5;12>+ o Sl L,
0 o

Setting S0 = SO we have

B, = /Oo A [ve(7) — ifta(0)]

0

x Z [ cos(@mnT) — Sf;;f”) sin(wun )],

c :[ dt[ve(t) + ipe(t)]
0

X Z [gé’;”) coS(WynT) — §g;?”) sin(wn )],
mn

m=1,n=3;...). (26)

(m=n=0;

Setting

& = /wdr[va(f) — ipa(T)] COS(@mnT),
0

o = / de[ve (1) — itta (D] sin@mt),  (27)
0

we have
a — Z%-mns(mn) mngg;n)’
I e

Thus it is clear that
[Sar BuPs(1)] = £ [Sars SU™Be(1)] — 2" [Ser, SUM B (1)),
[Bs(1)Ca. Sal = EI™ [Bo(SI™ , Sl — £ [Bo(1)SI™, S

So we can obtain the computable form of the Born-Markov
master equation with a diagonalized Hamiltonian as

D0 - i 701~ 35 D .
— ik [Sa (5, By} ]~ Fi B [S0, Bo(0)]]
+i7," [Se S0 B} (29)
where £, 2", D", k)™, fmnand ™" are obtained from

£,¢,D,k, f, and y in Eq. (17) by replacing A with w,,,, and
using J,(w). In the following calculations, we set J,(w) =
J(w), namely, we assume different modes of the system are
embedded in the same baths. Finally, we can obtain p,(¢) =
~155(t)V . Equation (29) is the core result of this paper, from
which we can obtain the computable form of the Born-Markov
master equation for any open multilevel quantum systems.

III. TWO EXAMPLES

In this section we shall investigate the dynamics of an open
three-level quantum system model and FMO complex model
by using our computable form of the Born-Markov master
equation, Eq. (29) in the last section. The results will be com-
pared with those obtained from the Redfield master equation
[39] and the numerical path integral approach [15,27].

A. An open three-level quantum system model

In the open two-level quantum system Hamiltonian, the
system operator of coupling to a bath can be simply set as o,
as Eq. (2), or other Pauli matrices. It is known that when the
system has more than two energy levels, we cannot describe
the total system in this simple form. However, no matter
whether for two-level or more than two-level systems, the total
Hamiltonian can be described with the form as in Eq. (19). In
this sense, to study the dynamics of open quantum systems
by using this method, the three-level model is general. In this
section, we investigate an open three-level quantum system
model. The system’s Hamiltonian is set as

E; Via 0
Hy=|Va E» Va|, (30
0 Vi E;
where we set E; = 0, E; = —2.67cm™!, E3 = —3.67 cm ™!,

and Viy = Vo = Vos = Vi = 0.67 cm™!, and the environ-
ment is described with the Drude spectral density function

3D
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FIG. 2. The evolution of elements of the reduced density ma-
trices for an open three-level quantum system model [left three
panels (a), (b), (c)] and the FMO model [right three panels (d),
(e), (H)]. The dynamics is respectively described by numerical path
integral (a), (d), our form of the Born-Markov master equation,
Eq. (29) (b), (e), and the Redfield form of master equation (c),
(f). The initial states of the systems are set as p(0) = [1)(1], the
environmental spectral density functions are set as the Lorentz-Drude
form, with n = 0.125, Q = 100 cm™' for the three-level model, and
n =125, = 1000 cm~' for the FMO model. The temperature is
set as T = 300 K. Other model parameters can refer to text.

Here we set 7 = 0.125, Q = 100.0 cm™', and suppose the
environmental temperature is 300 K. Setting the initial state
as p(0) = |1)(1], we solve the reduced dynamics of the open
three-level system by using our method, the Redfield equation,
and the QUAPI. The evolution of the elements of the reduced
density matrix is plotted in Figs. 2(a)— 2(c).

The numerical path integral method [15,27] is considered
as the exact numerical method because the memory effects
of the environment within Aky.<At are included, where At
is the time step in the calculation program. This means that
the strength of nonlocal interaction arising from dissipative
environments is omitted beyond a certain value of Akpx.
Here we set Akpyax = 3. It can be seen from Fig. 2 that the
dynamics predicted from the QUAPI and our method are
similar, but the Redfield equation predicts a much longer
relaxation time and decoherence time than the other two
approaches. This distortion must result from the fact that some
degeneracy terms which do not meet the criteria of secular
approximation have been discarded in the derivations of the
Redfield equation [39].

B. FMO model

In this section, we investigate the dynamics of FMO [32].
The FMO is a photosynthetic pigment-protein complex model
whose characteristics of energy transfer and optical spectra
have been extensively investigated by using various dynamical

TABLEI The values of the site energies ¢,, (cm™), the coupling
strengths A,,,(cm™!) of the FMO.

BChll BChl2 BChl3 BChl4 BChl5 BChl6 BChl7

BChll 12400 -106 8 -5 6 -8 —4
BChl2 -106 12540 28 6 2 13 1
BChl3 8 28 12120 —62 -1 -9 17
BChl4 -5 6 —62 12295 =70 -19 =57
BChl5 6 2 -1 —70 12440 40 -2
BChl6 -8 13 -9 -19 40 12480 32
BChl7 -4 1 17 =57 -2 32 12380

methods [40—47]. In the model, the seven pigments of one
FMO subunit were independently treated as seven two-level
systems with electronically coupled excited states. The effects
of vibrations and protein environment were taken into account
by the couplings of the electronic degrees of freedom to the
phonon bath. The elements of the Hamiltonian are listed in
the Table I. Here, the diagonal elements are the values of the
site energies €, (cm™!), and the off-diagonal elements denote
the coupling strengths A,,, (cm™).

The environment is also described with the Drude spectral
density function, and we set n = 12.5, Q@ = 1000.0 cm~ !,
and suppose the environmental temperature is 300 K. The
evolution of the elements of reduced density matrix for the
FMO model obtained from our method, the Redfield equation,
and the QUAPI is plotted in Figs. 2(d)- 2(f). Here we assume
that the system is initially populated in the Bchll. The results
obtained from the numerical path integral and our method
show that partial populations quickly move to site 2 (Bchl2)
from site 1 (Bchll) in the beginning of the evolution, then
they evolve with strong oscillations, and they finally decay
to their equilibrium states. But some of these characteristics
have not been shown in the results obtained from the Redfield
equation. The evolution of the populations in sites of the FMO
obtained from our method is similar to that obtained by other
groups [48] and by other methods, such as density-functional
theory and time-dependent density-functional theory [47].
This means that our computable form of the Born-Markov
master equation is reliable for investigating the dynamics of
the open multilevel quantum systems.

We see from Fig. 2(f) that the relaxation time predicted
from the Redfield equation is much longer than that from the
QUAPI and our form of the Born-Markov master equation.
The reason is similar to the three-level model discussed in
last section, namely, some relaxation terms which do not
satisfy the secular approximation are omitted in the Redfield
equation. Thus when the quantum system under investigation
is quite complicated or when some experimental results, such
as optical spectra, are investigated, application of the Redfield
form of the Born-Markov master equation may lose some
information because of the use of the secular approximation.

IV. DISCUSSION AND CONCLUSIONS

In this paper we introduce a computable form of the Born-
Markov master equation without the aid of secular approxima-
tion. It is shown that the equation can be used to investigate
the dynamics of open multilevel quantum systems and some
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dynamical characteristics lost in the Redfield equation are
well kept. By using the computable form, we investigate a
simple open three-level quantum system model and the FMO
complex model, and the results have been compared with the
ones obtained from the Redfield equation and QUAPI. The
different results imply that the secular approximation imposed
in the Redfield and Lindblad forms of the master equations ac-
tually weakens the decay of the state and distorts the reduced
dynamics of the open quantum system. Compared with the
Redfield form, our computable form of the master equation
agrees better with the QUAPI method. It retains some effects
that are lost due to use of the secular approximation in the
Redfield and Lindblad forms of the Born-Markov master
equation.
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APPENDIX: ON THE FOUR INTEGRALS IN Eq. (17)

(1) On the coefficient D, and 7. According to the double
Fourier transform [35], we have

D / da)/ dtJ(w)coth @ cos(wt) cos AT
0 0 2kpT

T 1Ay coth [ -2 Al
2/ (Ao <2kBT> (AD)

and
o0 o T
v =/ dw/ dtJ(w)sin(wt)sin At = EJ(A). (A2)
0 0
(2) On the coefficient k. We set the environmental spectral

density function in Lorentz-Drude form, as in Eq. (31). It is
an odd function of w, so we have

K= %/oodr /oo dwJ(w) sin(wt)cos(At). (A3)
0 —00

Referring to Fig. 3, we consider a contour integral in a
complex plane, namely,

I = }“‘ (2)dz. (Ad)

FIG. 3. The computing strategy of contour integral Eq. (A4).

y &, 2(n+1)ilp
D v/ U C
- 2nmi/B
iQ h
47ilB
2nilp
-R o R _
A PRQ B X
0

FIG. 4. The computing strategy of contour integral Eq. (A10).

where z = x + iy, and
J(Z)eirz
7

Fi(z) has two simple poles z = Qi and z = —Qi, and their
residues are [49]

Fi(z) =

(AS5)

ZnQeirz nQeer
limtqi = ———. (A6)

Res Fi(z) = 7

=+iQ 2(z2 + Q%Y

According to Jordan’s lemma we have

lim F] (Z)dZ = 0»
R—00 ¢(R)

and according to the residue theorem we have

© pQxe’™ inQme¥ s

I = > Sodx = (A7)
o0 2(x%2 + 2?) 2

Replacing x with w, we have
o0
k= / Im(f;) cos(At)dt
0
Q o° Q?
= BT 9 cos(AT)dT = — Lt (A8)
4 Jo 2(Q2 4+ A?)

where fooo e T cos(bt)dt = a/(a2 + b?) is used.

(3) On the coefficient f. In Ref. [35], it is supposed that
when T > Q and kT > Q, the coefficient f can be ex-
plicitly evaluated to give the result f = 2y,kzT /T". Here, the
constant y, describes the effective coupling strength between
the system and its environment, and I" is the cut-off frequency
of the bath. It is clear that this is a result of high-temperature
approximation. In the following, we evaluate the constant of
f by using another method. In this method we do not limit
the range of the corresponding parameters. The integral can
be written as

f= 1 /OO dt /OO dwJ(w) coth (ﬂ_a)) cos(wt) sin(At),
2 Jo o 2
(A9)

where 8 = 1/(kgT ). Referring to Fig. 4, we consider a con-
tour integral in a complex plane as

L= %Fz(z)dz, (A10)
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FIG. 5. 555-x'(x) (red circle dots) and §(35) (black square points).

where

1 Bz .
F(z) = EJ(Z) coth <7> exp(izt). (A11)

It is clear that F>(z) has the following simple poles: z =
iQ,—iQandz =0, :t%, :i:%, :t%, - - .. The contour inte-
gral can be written as

yng(z)dz:[/ +/A +/ +/

AP PMQ OB BC
+/ +/A +/ +/ }Fz(z)dz. (A12)

CcU Uwyv VD DA

At first we investigate the integrals fPA?Q F>(z)dz and
fuvT/v F>(z)dz. According to Jordan’s lemma we have
fPA}Q F(z)dz = 0 and vaT/V F(z2)dz =0.

Second, we consider the integrals [/ p T fQB]Fz(z)dz. In
the complex plane, we have

R ,Bx
[/ +/ i|F2(z)dz = / dxJ(x) coth <—) exp(ixt).
AP 0B —R 2

Third, we investigate the integrals [ fCU + fVD]Fz(z)dz.
Fixing h =2(n+ 1) /B (see Fig. 4) and setting J(ih +
x)e™ " ~ y (x)J(x), we have

[/ +/ i|F2(Z)dZ
cU VD

R
= —/ dxx (x)J(x) coth <@>em,
R 2

where x (x) = x'(x) + ix”(x), and
e " J(ih + x)>
J(x) ’

e " Jih + x))
— )= 0.
J(x)

x'(x) = Re(

x"(x) = Im(
Using the Dirac § function,

1 2,2
ex/a’
T

8(x) = lim

a—0t a

(A13)
we can numerically find out

zslﬁx/(") ~ 5(1’5‘—0)

which can be seen from Fig. 5. Thus we have

x'(x) ~ 150 x 2508 (x).

(A14)

(A15)

Within the dynamical timescale of such quantum systems,
T < 1ps, then e"* — 1. Therefore, by using L’Hdpital’s
rule, we have

|:/ +/ 1|F2(z)dz ~ @ — 0.
cu Jvp B

Finally, we investigate the integrals ch F>(z)dz and
Jpu F2(2)dz. From Fig. 4 we have

(A16)

C A
/ F(2)dz = / dyfi(y), F(2)dz = / dyfa(y),
BC B DA

D

where

f1.2() = J(iy £ R) coth <w> expl(iy £ R)it] .

It is clear that limg_, o | f1.2(¥)] = 0, so we have

R ,Bx
L = / dxJ(x) coth (7> exp(ixt). (A17)

—R

In the following we calculate the residues in the contour
integral shown in Fig. 4.

If Q <2n /B, namely, T > %, we can choose a circle of
integral, one in which there is only one pole, zg = i€2. So we

ha\/e
RCS FZ(Z ) — (2 iQ)—J(Z ) COth - ei\' |Z—'SZ
z=iQ2 2 2 !

Q Q
= 77—ctan(lgT)eQT,

) (A18)

iTn$2 Q
L = Znisz?é F(z) = m;y ctan(%)em,

where the integral formula fooo e~ sin(br)dt = b/(H* + a®)
is used. So, according to the residue theorem, we have

f= mee(Ig)sin(Ar)dt =0.
0

If 2n /B < Q2 < 4w /B, namely, é%kg <T < %, we can

choose a circle of integral, one in which there are two simple
poles, zo = iQ2 and z; = 2mwi/B. We have

T

(ef* + 1)el™ inQawe~
2mi

z:%y?f/ﬂ F(z) = J(Z)WL:T = ,3(92 _ 5)2)

and
T

—2anQwe~

L =27i Res B(z)= ————— .
h =2mi zes/ﬁ 2(2) B — oY)

I=zTl
So we have
f= / Re(l,) sin(At)dt
0

_ 2anQoA
(@ - QY)(@% + A2)

(A19)

where @ = 27 /.
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If 2nm/B < Q <2(n+ 1) /B, namely, m <T < %k”, there are simple poles zop = i2, and z; = 27i/B, 7 =
4mi/B, ..., z, = 2nmi/p in the circle of integral. Similarly, we have
2 nQo, A

I= Gy

(A20)

where @, = 2nm /B, and n is the number of poles except for i€2 in the contour integral, shown in Fig. 4.

[1] U. Weiss, Quantum Dissipative Systems, 2nd ed. (World Scien-
tific, Singapore, 1999).

[2] A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher,
A. Garg, and W. Zwerger, Rev. Mod. Phys. 59, 1 (1985).

[3] A. Ishizaki and Y. Tanimura, Chem. Phys. 347, 185 (2008).

[4] L. Chen, R. Zheng, Q. Shi, and Y. Yan, J. Chem. Phys. 132,
024505 (2010).

[5] Y. Tanimura, J. Chem. Phys. 137, 22A550 (2012).

[6] A. O. Caldeira and A. J. Leggett, Physica A 121, 587 (1983).

[7]1 G. Stock, J. Chem. Phys. 103, 1561 (1995).

[8] M. Thorwart, E. Paladino, and M. Grifoni, Chem. Phys. 296,
333 (2003).

[9] E. Joos, H.-D. Zeh, C. Kiefer, D. J. W. Giulini, J. Kupsch, and
[.-O. Sta-matescu, Decoherence and the Appearance of a
Classical World in Quantum Theory (Springer-Verlag, Berlin,
Heidelberg, 2003).

[10] Y. Jing, R. Zheng, H. X. Li, and Q. Shi, J. Phys. Chem. B 116,
1164 (2012).

[11] H.-G. Duan, A. G. Dijkstra, P. Nalbach, and M. Thorwart, Phys.
Rev. E 92, 042708 (2015).

[12] C.P. Sun and L. H. Yu, Phys. Rev. A 51, 1845 (1995).

[13] H. P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University Press, Oxford, UK, 2002), pp. xxii,
625.

[14] N. Makri, J. Math. Phys. 36, 2430 (1995).

[15] D. E. Makarov and N. Makri, Chem. Phys. Lett. 221, 482
(1994).

[16] Y. Tanimura and P. G. Wolynes, Phys. Rev. A 43, 4131 (1991).

[17] Y. Tanimura and P. G. Wolynes, J. Chem. Phys. 96, 8485 (1992).

[18] M. W. Y. Tu and W.-M. Zhang, Phys. Rev. B 78, 235311 (2008).

[19] J. Striimpfer and K. Schulten, J. Chem. Theory Comput. 8, 2808
(2012).

[20] J. Shao, J. Chem. Phys. 120, 5053 (2004).

[21] Y. A. Yan, F. Yang, Y. Liu, and J. Shao, Chem. Phys. Lett. 395,
216 (2004).

[22] R. Joynt, B. H. Nguyen, and V. Hieu Nguyen, Adv. Nat. Sci.:
Nanosci. Nanotechnol. 1, 023001 (2010).

[23] T. V. Tscherbul and P. Brumer, J. Chem. Phys. 142, 104107
(2015).

[24] P. Pearle, Eur. J. Phys. 33, 805 (2012).

[25] M. Yang and G. R. Fleming, Chem. Phys. 282, 163 (2002).

[26] N. Makri, J. Phys. Chem. A 102, 4414 (1998).

[27] P. L. Walters, T. Banerjee, and N. Makri, J. Chem. Phys. 143,
074112 (2015).

[28] A. Kato and Y. Tanimura, J. Chem. Phys. 145, 224105 (2016).

[29] L. H. Yu and C. P. Sun, Phys. Rev. A 49, 592 (1994).

[30] S. Javanbakht, P. Nalbach, and M. Thorwart, Phys. Rev. A 91,
052103 (2015).

[31] D. Suess, A. Eisfeld, and W. T. Strunz, Phys. Rev. Lett. 113,
150403 (2014).

[32] T. Brixner, J. Stenger, H. M. Vaswani, M. Cho, R. E.
Blankenship, and G. R. Fleming, Nature (London) 434, 625
(2005).

[33] A. G. Redfield, Adv. Magn. Reson. 1, 1 (1965).

[34] W. T. Pollard and R. A. Friesner, J. Chem. Phys. 100, 5054
(1994).

[35] M. Schlosshauer, Decoherence and the Quantum-To-Classical
Transition (Springer, New York, 2007), pp. 153-241.

[36] S. Mukamel, Principles of Nonlinear Optical Spectroscopy
(Oxford University Press, New York, 1995), Vol. 29.

[37] D. G. Lidzey and M. S. Skolnick, Science 288, 1620 (2000).

[38] D. Abramavicius and S. Mukamel, J. Chem. Phys. 134, 174504
(2011).

[39] R. N. G. Mahler and R. N. V. A. Weberrul3, Quantum Networks
(Springer, New York, 1995), pp. 191-196.

[40] F. Miih, M. E.-A. Madjet, J. Adolphs, A. Abdurahman, B.
Rabenstein, H. Ishikita, E.-W. Knapp, and T. Renger, Proc. Natl.
Acad. Sci. USA 104, 16862 (2007).

[41] R. Y. Huang, J. Wen, R. E. Blankenship, and M. L. Gross,
Biochemistry 51, 187 (2011).

[42] S. I. Vulto, S. Neerken, R. J. Louwe, M. A. de Baat, J. Amesz,
and T. J. Aartsma, J. Phys. Chem. B 102, 10630 (1998).

[43] D. Hayes and G. S. Engel, Philos. Trans. R. Soc., A 370, 3692
(2012).

[44] L. Chen, R. Zheng, Y. Jing, and Q. Shi, J. Chem. Phys. 134,
194508 (2011).

[45] J. Adolphs and T. Renger, Biophys. J. 91, 2778 (2006).

[46] B. Briiggemann, P. Kjellberg, and T. Pullerits, Chem. Phys. Lett.
444, 192 (2007).

[47] H. W. Kim, A. Kelly, J. W. Park, and Y. M. Rhee, J. Am. Chem.
Soc. 134, 11640 (2012).

[48] X. Liu and O. Kiihn, Chem. Phys. 481, 272 (2016).

[49] C. L. Siegel, Analytic Functions of Several Complex Variables
(Kendrick Press, Heber City, UT, 1950), Vol. 75, p. 29.

022118-8


https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1016/j.chemphys.2007.10.037
https://doi.org/10.1016/j.chemphys.2007.10.037
https://doi.org/10.1016/j.chemphys.2007.10.037
https://doi.org/10.1016/j.chemphys.2007.10.037
https://doi.org/10.1063/1.3293039
https://doi.org/10.1063/1.3293039
https://doi.org/10.1063/1.3293039
https://doi.org/10.1063/1.3293039
https://doi.org/10.1063/1.4766931
https://doi.org/10.1063/1.4766931
https://doi.org/10.1063/1.4766931
https://doi.org/10.1063/1.4766931
https://doi.org/10.1016/0378-4371(83)90013-4
https://doi.org/10.1016/0378-4371(83)90013-4
https://doi.org/10.1016/0378-4371(83)90013-4
https://doi.org/10.1016/0378-4371(83)90013-4
https://doi.org/10.1063/1.469778
https://doi.org/10.1063/1.469778
https://doi.org/10.1063/1.469778
https://doi.org/10.1063/1.469778
https://doi.org/10.1016/j.chemphys.2003.10.007
https://doi.org/10.1016/j.chemphys.2003.10.007
https://doi.org/10.1016/j.chemphys.2003.10.007
https://doi.org/10.1016/j.chemphys.2003.10.007
https://doi.org/10.1021/jp209575q
https://doi.org/10.1021/jp209575q
https://doi.org/10.1021/jp209575q
https://doi.org/10.1021/jp209575q
https://doi.org/10.1103/PhysRevE.92.042708
https://doi.org/10.1103/PhysRevE.92.042708
https://doi.org/10.1103/PhysRevE.92.042708
https://doi.org/10.1103/PhysRevE.92.042708
https://doi.org/10.1103/PhysRevA.51.1845
https://doi.org/10.1103/PhysRevA.51.1845
https://doi.org/10.1103/PhysRevA.51.1845
https://doi.org/10.1103/PhysRevA.51.1845
https://doi.org/10.1063/1.531046
https://doi.org/10.1063/1.531046
https://doi.org/10.1063/1.531046
https://doi.org/10.1063/1.531046
https://doi.org/10.1016/0009-2614(94)00275-4
https://doi.org/10.1016/0009-2614(94)00275-4
https://doi.org/10.1016/0009-2614(94)00275-4
https://doi.org/10.1016/0009-2614(94)00275-4
https://doi.org/10.1103/PhysRevA.43.4131
https://doi.org/10.1103/PhysRevA.43.4131
https://doi.org/10.1103/PhysRevA.43.4131
https://doi.org/10.1103/PhysRevA.43.4131
https://doi.org/10.1063/1.462301
https://doi.org/10.1063/1.462301
https://doi.org/10.1063/1.462301
https://doi.org/10.1063/1.462301
https://doi.org/10.1103/PhysRevB.78.235311
https://doi.org/10.1103/PhysRevB.78.235311
https://doi.org/10.1103/PhysRevB.78.235311
https://doi.org/10.1103/PhysRevB.78.235311
https://doi.org/10.1021/ct3003833
https://doi.org/10.1021/ct3003833
https://doi.org/10.1021/ct3003833
https://doi.org/10.1021/ct3003833
https://doi.org/10.1063/1.1647528
https://doi.org/10.1063/1.1647528
https://doi.org/10.1063/1.1647528
https://doi.org/10.1063/1.1647528
https://doi.org/10.1016/j.cplett.2004.07.036
https://doi.org/10.1016/j.cplett.2004.07.036
https://doi.org/10.1016/j.cplett.2004.07.036
https://doi.org/10.1016/j.cplett.2004.07.036
https://doi.org/10.1088/2043-6254/1/2/023001
https://doi.org/10.1088/2043-6254/1/2/023001
https://doi.org/10.1088/2043-6254/1/2/023001
https://doi.org/10.1088/2043-6254/1/2/023001
https://doi.org/10.1063/1.4908130
https://doi.org/10.1063/1.4908130
https://doi.org/10.1063/1.4908130
https://doi.org/10.1063/1.4908130
https://doi.org/10.1088/0143-0807/33/4/805
https://doi.org/10.1088/0143-0807/33/4/805
https://doi.org/10.1088/0143-0807/33/4/805
https://doi.org/10.1088/0143-0807/33/4/805
https://doi.org/10.1016/S0301-0104(02)00604-3
https://doi.org/10.1016/S0301-0104(02)00604-3
https://doi.org/10.1016/S0301-0104(02)00604-3
https://doi.org/10.1016/S0301-0104(02)00604-3
https://doi.org/10.1021/jp980359y
https://doi.org/10.1021/jp980359y
https://doi.org/10.1021/jp980359y
https://doi.org/10.1021/jp980359y
https://doi.org/10.1063/1.4928197
https://doi.org/10.1063/1.4928197
https://doi.org/10.1063/1.4928197
https://doi.org/10.1063/1.4928197
https://doi.org/10.1063/1.4971370
https://doi.org/10.1063/1.4971370
https://doi.org/10.1063/1.4971370
https://doi.org/10.1063/1.4971370
https://doi.org/10.1103/PhysRevA.49.592
https://doi.org/10.1103/PhysRevA.49.592
https://doi.org/10.1103/PhysRevA.49.592
https://doi.org/10.1103/PhysRevA.49.592
https://doi.org/10.1103/PhysRevA.91.052103
https://doi.org/10.1103/PhysRevA.91.052103
https://doi.org/10.1103/PhysRevA.91.052103
https://doi.org/10.1103/PhysRevA.91.052103
https://doi.org/10.1103/PhysRevLett.113.150403
https://doi.org/10.1103/PhysRevLett.113.150403
https://doi.org/10.1103/PhysRevLett.113.150403
https://doi.org/10.1103/PhysRevLett.113.150403
https://doi.org/10.1038/nature03429
https://doi.org/10.1038/nature03429
https://doi.org/10.1038/nature03429
https://doi.org/10.1038/nature03429
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1016/B978-1-4832-3114-3.50007-6
https://doi.org/10.1063/1.467222
https://doi.org/10.1063/1.467222
https://doi.org/10.1063/1.467222
https://doi.org/10.1063/1.467222
https://doi.org/10.1126/science.288.5471.1620
https://doi.org/10.1126/science.288.5471.1620
https://doi.org/10.1126/science.288.5471.1620
https://doi.org/10.1126/science.288.5471.1620
https://doi.org/10.1063/1.3579455
https://doi.org/10.1063/1.3579455
https://doi.org/10.1063/1.3579455
https://doi.org/10.1063/1.3579455
https://doi.org/10.1073/pnas.0708222104
https://doi.org/10.1073/pnas.0708222104
https://doi.org/10.1073/pnas.0708222104
https://doi.org/10.1073/pnas.0708222104
https://doi.org/10.1021/bi201620y
https://doi.org/10.1021/bi201620y
https://doi.org/10.1021/bi201620y
https://doi.org/10.1021/bi201620y
https://doi.org/10.1021/jp983003v
https://doi.org/10.1021/jp983003v
https://doi.org/10.1021/jp983003v
https://doi.org/10.1021/jp983003v
https://doi.org/10.1098/rsta.2011.0201
https://doi.org/10.1098/rsta.2011.0201
https://doi.org/10.1098/rsta.2011.0201
https://doi.org/10.1098/rsta.2011.0201
https://doi.org/10.1063/1.3589982
https://doi.org/10.1063/1.3589982
https://doi.org/10.1063/1.3589982
https://doi.org/10.1063/1.3589982
https://doi.org/10.1529/biophysj.105.079483
https://doi.org/10.1529/biophysj.105.079483
https://doi.org/10.1529/biophysj.105.079483
https://doi.org/10.1529/biophysj.105.079483
https://doi.org/10.1016/j.cplett.2007.07.002
https://doi.org/10.1016/j.cplett.2007.07.002
https://doi.org/10.1016/j.cplett.2007.07.002
https://doi.org/10.1016/j.cplett.2007.07.002
https://doi.org/10.1021/ja303025q
https://doi.org/10.1021/ja303025q
https://doi.org/10.1021/ja303025q
https://doi.org/10.1021/ja303025q
https://doi.org/10.1016/j.chemphys.2016.03.021
https://doi.org/10.1016/j.chemphys.2016.03.021
https://doi.org/10.1016/j.chemphys.2016.03.021
https://doi.org/10.1016/j.chemphys.2016.03.021



