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Rydberg-state ionization dynamics and tunnel ionization rates in strong electric fields
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Tunnel ionization rates of triplet Rydberg states in helium with principal quantum numbers close to 37 have
been measured in electric fields at the classical ionization threshold of ∼197 V/cm. The measurements were
performed in the time domain by combining high-resolution continuous-wave laser photoexcitation and pulsed
electric field ionization. The observed tunnel ionization rates range from 105 to 107 s−1 and have, together with
the measured atomic energy-level structure in the corresponding electric fields, been compared to the results of
calculations of the eigenvalues of the Hamiltonian matrix describing the atoms in the presence of the fields to
which complex absorbing potentials have been introduced. The comparison of the measured tunnel ionization
rates with the results of these, and additional calculations for hydrogenlike Rydberg states performed using
semiempirical methods, have allowed the accuracy of these methods of calculation to be tested. For the particular
eigenstates studied the measured ionization rates are ∼5 times larger than those obtained from semiempirical
expressions.
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I. INTRODUCTION

Rydberg states of atoms and molecules represent ideal
model systems with which to perform detailed studies of
electric field ionization, and develop schemes with which to
manipulate and control ionization processes [1]. Precise mea-
surements of ionization dynamics and electric-field ionization
rates of Rydberg states are of interest in the optimization
of schemes for quantum-state-selective detection [2]. These
schemes are used in precision microwave and millimeter
wave spectroscopy [3,4], and in studies of collisions and
interactions of Rydberg atoms and molecules in which state
changing occurs [5,6], including, e.g., studies of resonant
energy transfer in collisions of Rydberg atoms with polar
ground state molecules [7,8]. The accurate characterization
of these ionization processes is also of interest for studies
of charge transfer in Rydberg-atom and Rydberg-molecule-
surface scattering [9–11], and for the generation of high-
brightness, highly monochromatic electron beams for use in
high-resolution electron energy loss spectroscopy [12,13]. In
addition, measurements of Rydberg-state tunnel ionization
rates can be used in general to test and validate theoretical
approaches to treating atomic and molecular ionization in
strong electric fields, see, e.g., Ref. [14]. Such theoretical
methods are important in the analysis and interpretation of
photoelectron spectra, and spectra of high harmonics resulting
from the interaction of atoms or molecules with strong laser
fields [15,16].

In this article we report experimental and theoretical stud-
ies of tunnel ionization rates of triplet Rydberg states in
helium with principal quantum numbers n close to 37. This
work has been carried out in electric fields between 190
and 200 V/cm, which are in the vicinity of the classical
adiabatic ionization electric field of the 1s37s 3S1 level at
∼197 V/cm. The Rydberg states investigated have been se-
lected for study as they are of particular interest in the refine-

ment and optimization of detection schemes used for studies
of Förster resonance energy transfer in collisions with ground
state ammonia molecules [7,8]. The experimental results have
been compared with the results of calculations performed
using semiempirical analytical methods for the treatment of
hydrogenlike Rydberg states with similar characteristics to
those of the states investigated, and numerical methods based
on the use of complex absorbing potentials (CAPs).

In previous studies of electric field ionization of Rydberg
states in helium it was observed that even though the low-�
states studied (� is the orbital angular momentum quantum
number), fully ionized in fields slightly higher than the clas-
sical ionization threshold, there were many oscillations in
the ionization signal as the electric field strength was varied
as a result of mixing between stable (bound) and unstable
(ionizing) eigenstates [17]. Such oscillations in the ionization
signal indicate that the ionization rates must vary accordingly.
One way to calculate the ionization rates, to provide a more
rigorous quantitative interpretation of these observations, and
which was described recently in Ref. [18], involves introduc-
ing a CAP to the Hamiltonian [19,20] describing the atom
in the presence of the field. This transforms the Hamiltonian
operator associated with the time-dependent tunnel ionization
problem into a non-Hermitian time-independent Hamiltonian
[21]. When employed in solving the Schrödinger equation for
the system this can yield complex eigenvalues. The real parts
of these eigenvalues determine the eigenenergies, while the
imaginary parts represent the tunneling rates. Experimentally
determined ionization rates have been inferred previously
from the widths of resonances in laser spectra recorded close
to threshold ionization fields [13,18] and agreed with results
of calculations using these methods. Here we measure tunnel
ionization rates, which range over almost two orders of mag-
nitude, directly in the time domain. Over this larger dynamic
range discrepancies between the experimental and calculated
data are identified.
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TABLE I. Quantum defects of n = 36 and 37 triplet Rydberg
states in helium [23].

� δ36� δ37�

0 0.296 687 0.296 685
1 0.068 346 0.068 347
2 0.002 886 0.002 887
3 0.000 446 0.000 446
4 0.000 127 0.000 127

This article is structured as follows: In Sec. II the the-
oretical methods used in the numerical calculation of the
energy-level structure of the triplet Rydberg states in helium,
and the calculation of tunnel ionization rates is described.
The experimental setup and procedures employed to study
the ionization dynamics and measure tunnel ionization rates
are then presented in Sec. III. This is followed in Sec. IV
by the experimental results, where the measured spectra and
ionization rates are compared to the results of the calculations.
Finally, in Sec. V conclusions are drawn.

II. THEORETICAL BACKGROUND

In an electric field, �F = (0, 0, Fz), the Hamiltonian for a
helium atom with a single excited Rydberg electron, neglect-
ing spin-orbit effects, can be expressed in atomic units as [22]

Ĥ = Ĥ0 + �f · �̂r (1)

= Ĥ0 + fzẑ, (2)

where Ĥ0 is the Hamiltonian in the absence of the field,
�̂r = (x̂, ŷ, ẑ) is the position operator, and �f = �F/F0, where
F0 = 2hcRHe/ea0He with RHe and a0He the Rydberg constant
and Bohr radius, respectively, corrected for the reduced mass
of helium, h is the Planck constant, c is the speed of light in
vacuum, and e is the elementary charge.

The energy-level structure of the Rydberg states in helium
can be calculated numerically by determining the eigenvalues
of the Hamiltonian matrix Ĥ in Eq. (2), for a range of electric
fields of interest. In doing this in the |n�m〉 basis (m is the
azimuthal quantum number), the diagonal matrix elements
associated with Ĥ0 are obtained from the Rydberg formula
including the quantum defects δn� for the low-� states from
Ref. [23]. The values of these quantum defects for states with
n = 36 and 37 are listed in Table I.

The radial integrals required in the calculation of the off-
diagonal matrix elements associated with the electric field
term in Eq. (2) were determined using the Numerov method.
This was implemented as described in Ref. [24] with logarith-
mic rescaling of the spatial coordinate, an integration stepsize
of 0.005, and a pure 1/r potential. The corresponding angular
integrals were determined using standard angular momentum
algebra.

An example of a Stark map calculated using this approach
for values of n close to 37, azimuthal quantum numbers
|m| = 0 and 1, and fields up to 220 V/cm is displayed in
Fig. 1. To achieve convergence of the calculated energy-level
structure to ∼0.001 cm−1 in the highest fields in this figure,

a basis of states containing values of n from 28 to 55, and
all corresponding values of �, was required. In this figure
the energy associated with the saddle point in the potential
experienced by the Rydberg electron in the presence of the
field, i.e., the Stark saddle point, is indicated by the thick
dashed curve between 166 and 202 V/cm. The corresponding
classical ionization field can be expressed as fclass = 1/16n∗4,
where n∗ is an effective principal quantum number. In general,
for eigenstates that lie below the energy of this saddle point
in a particular field, the Rydberg electron remains bound to
the He+ ion core, while states that lie above the saddle point
ionize. However, for states that lie close to the Stark saddle
point tunneling processes play an important role. For these
states, their stabilization and ionization rates depend strongly
on the characteristics of their electron charge distributions,
and hence their static electric dipole moments. For example,
in a given field, states that exhibit negative (positive) Stark
energy shifts possess static electric dipole moments oriented
parallel (antiparallel) to the field. Consequently, the corre-
sponding electron charge density is located predominantly
on the side of the ion core close to (far from) the saddle
point. As a result, in fields close to fclass states with negative
Stark energy shifts readily tunnel ionize. On the other hand,
in similar fields, states with positive Stark shifts have a
lower probability of ionizing and must be depolarized by the
field before ionization occurs. This depolarization can occur
following adiabatic traversal through an avoided crossing or
by enhanced n mixing in higher fields.

For hydrogenic Rydberg states tunnel ionization rates in
strong electric fields can be calculated using the semiempirical
methods described in Refs. [22,25]. To treat these electric
field ionization processes for nonhydrogenic states, such as
the low-|m| Rydberg states in helium that are of interest here,
numerical methods must be employed. This can be achieved
in a manner that is compatible with the matrix methods used
in the calculation of the energy-level structure in Fig. 1 by the
introduction of complex absorbing potentials to the expression
in Eq. (2). This approach, and the methods implemented here,
are based on the recent work in Ref. [18] in which ionization
processes in Rydberg states of rubidium were studied experi-
mentally and theoretically.

As in Ref. [18], to numerically calculate the eigenstate
tunnel ionization rates, the total Hamiltonian for the system
including the CAP is expressed as

ĤCAP = Ĥ − iηW, (3)

where η is a scaling parameter that is unique to each eigenstate
in each electric field of interest, and W is the function chosen
to act as the absorbing potential. In the experiments reported
here, Rydberg-state tunnel ionization rates within ∼1 cm−1

of the Stark saddle point, and hence the classical ionization
threshold, have been studied. Over this energy range the
experimental data have been compared with the results of
calculations performed using two different CAPs. Both of
these potentials scale with r6. In the first [19]

W (r ) = r6, (4)

while in the second [18]

W (r, f ) = �[r − rc(f )] [r − rc(f )]6, (5)
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FIG. 1. Calculated Stark map of triplet Rydberg states in helium in the vicinity of the field-free n = 36 and n = 37 states. Sublevels for
which m = 0 (|m| = 1) are indicated by the continuous (dash-dotted) curves. The classical ionization threshold is denoted by the long-dashed
black curve between 166 and 202 V/cm. The states that evolve adiabatically from the |37s〉 and |37p〉 field-free Rydberg states as the field is
increased are indicated by the red and green thick dash-dotted curves, respectively. The region enclosed by the rectangle labeled A is discussed
in the text.

where �[r − rc(f )] is a Heaviside function, and rc(f ) =
f −1/2 is the radial position associated with the Stark saddle
point in the field f . The form of CAP in Eq. (4) has previously
been used in the calculation of ionization rates of low-n states
in hydrogen and lithium in strong electric fields [19]. The
function in Eq. (5) corresponds to that employed in recent
studies of Rydberg states in rubidium [18]. This second form
of CAP is a well defined function of the applied field and
offers, in part, the possibility of removing the dependence of
η on the field strength. Because of the spherical symmetry of
Eqs. (4) and (5), only the diagonal matrix elements associated
with these CAPs, in the |n�m〉 basis in which the calcula-
tions were performed, were considered. The radial integrals
required in the construction of these matrices were calculated
using the Numerov method.

The complex eigenvalues

λj = Ej − i
�j

2
(6)

of the Hamiltonian in Eq. (3), which includes the CAP, yield
the eigenenergy Ej and tunnel ionization rate �j of each
eigenstate. The parameter η in Eq. (3) can be obtained by
comparison of Ej with the energy of the corresponding eigen-
state obtained from Eq. (2) in the absence of the CAP, or by
comparison of Ej and �j with experimental data. The values

of the ionization rates, �j , are more sensitive to changes in η

than the values of Ej .

III. EXPERIMENT

A schematic diagram of the experimental setup is shown
in Fig. 2(a). A pulsed supersonic beam of metastable helium
atoms in the 1s2s 3S1 level was generated in a dc electric
discharge at the exit of a pulsed valve [26]. The metastable
atomic beam, traveling with a longitudinal speed of 2000 m/s,
was collimated by a 2-mm-diameter skimmer and stray ions
were filtered, before it entered the excitation region of the ap-
paratus. The timing sequence for the excitation and ionization
steps of the experiments is shown in Fig. 2(b). Excitation of
the atoms to Rydberg states with values of n close to 37 took
place at t = 0 between two parallel copper electrodes labeled
E1 and E2 in Fig. 2(a). These electrodes were separated by
13 mm. The Rydberg states were prepared using a resonance-
enhanced two-photon excitation scheme, with UV and IR
laser beams [27]. The UV laser was frequency stabilized to
be resonant with the 1s2s 3S1 → 1s3p 3P2 transition at
25 708.587 6 cm−1 (≡388.975 1 nm). The IR laser was tuned
to subsequently drive 1s3p 3P2 → 1sns/1snd transitions.
This excitation scheme was implemented in the presence of a
strong electric field (190–200 V/cm) generated by applying
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FIG. 2. (a) Schematic diagram of the experimental setup. (b)
Timing sequence indicating the excitation (time t = 0), electric field
switching, and detection steps of the experiments.

a high negative potential to electrode E2. The laser radi-
ation for both steps in this two-photon excitation scheme
was linearly polarized parallel to this field. Consequently,
the strong transitions in the spectra recorded were to states
for which |m| = 0 and 1. 2.5 μs after photoexcitation, the
electric field was switched for a short period of time T by
applying a pulsed potential of between −10 and +10 V
to electrode E1 as indicated in Fig. 2(b). This permitted
the measurement of electric-field-dependent changes in the
Rydberg-state ionization rates. After the potential on electrode
E1 returned to its initial value, a slowly rising potential was
subsequently applied at t = 11.5 μs to electrode E2 to ionize
the surviving bound Rydberg atoms. The electrons resulting
from this ionization step were accelerated to a microchannel
plate (MCP) detector and collected for detection. In all of the
measurements described here, the electron signal associated
with the surviving Rydberg atoms was integrated and recorded
to represent the number of detected atoms.

IV. RESULTS

The experiments described here were performed in the
region of the Stark map in Fig. 1 between electric fields of
190 and 200 V/cm, and wave numbers of −86 to −85 cm−1.
This part of the Stark map lies within 1 cm−1, or 10 V/cm, of
the classical adiabatic ionization thresholds of the |37s ′〉 and
|37p′〉 �-mixed eigenstates, which evolve adiabatically from
the |37s〉 and |37p〉 Rydberg states in zero electric field, and
is enclosed by the dashed rectangle labeled A in Fig. 1.

An expanded view of this energetic region is displayed
in Fig. 3. In this figure the continuous and dashed-dotted
curves correspond to the calculated energies of m = 0 and

|m| = 1 sublevels, respectively. The energy associated with
the Stark saddle point, i.e., the classical ionization field, is
indicated by the thick dashed black curve between 195.9 and
196.8 V/cm. To validate the results of the calculations, laser
photoexcitation spectra of transitions to the eigenstates within
the range of electric fields and energies encompassed in Fig. 3
were recorded. Examples of such spectra, in the region sur-
rounding the avoided level crossing labeled C1, are displayed
in Fig. 4. In these data the observed spectral intensities arise
from the combination of the relative transition strengths from
the intermediate 1s3p 3P2 level in each field, and excited
state decay by tunnel ionization. The experimental spectra are
compared with the calculated eigenenergies of the two states
at the crossing, where the upper curve in Fig. 4 corresponds
to the |37s ′〉 state. There is very good quantitative agreement
between the measured and calculated energy-level structure in
these fields. Repeated measurements in this and other similar
fields indicate that the deviation between the results of the
experiments and calculations are dominated by slow fluctua-
tions of ∼ ± 10 mV/cm (or ±0.05%) in the magnitude of the
applied electric fields. The spectral widths of the measured
transitions are limited by the interaction time of the atomic
beam with the focused laser beams and are ∼0.001 cm−1 [27].
To obtain a broader perspective on the agreement between
the experimental data and the results of the calculations, the
wave numbers associated with the the intensity maxima of
each spectral feature in Fig. 4 were determined and overlaid,
together with the results of similar measurements in a range of
other electric fields, on the calculated energy-level diagram in
Fig. 3. Each open circle in this figure represents an observed
transition to a Rydberg state with a sufficient lifetime (�1 μs)
to permit detection.

Rydberg-state ionization dynamics, over the range of elec-
tric fields and energies encompassed in Fig. 3 were studied by
photoexcitation of each state of interest in a field in which its
tunnel ionization rate was slow compared with the timescale
of the experiment. The electric field was then switched to
a higher or lower value to probe the field dependence and
time dependence of the ionization dynamics. A first set of
experiments were performed to study the threshold ioniza-
tion fields and ionization rates of the |37s ′〉 state. In these
measurements, the atoms were excited to the |37s ′〉 state in
a field of 192.5 V/cm (yellow star in Fig. 3) up to which the
tunnel ionization rate is <105 s−1. After photoexcitation the
electric field in the apparatus was switched, in a time �t , to
a range of different values for T = 4 μs [see Fig. 2(b)]. After
this, the field was switched back to its initial value and the
fraction of surviving bound Rydberg atoms was determined.
This procedure, performed for switching times �t = 500,
300, and 30 ns, resulted in the data presented in Fig. 5 and
yielded insights into the ionization dynamics of the |37s ′〉
state in this range of electric fields.

As can be seen in Fig. 3, the |37s ′〉 state crosses the classi-
cal ionization threshold in a field of ∼196.6 V/cm. However,
the data in Fig. 5 show that significant decay by ionization
occurs in fields up to ∼4 V/cm below this threshold. When
the field is switched slowly [�t = 500 ns, Fig. 5(a)] from
its initial value of 192.5 V/cm to values up to 197.4 V/cm,
significant signal loss is seen in fields between 192.8 and
193.3 V/cm. Over this range of fields the |37s ′〉 state evolves

013421-4



RYDBERG-STATE IONIZATION DYNAMICS AND TUNNEL … PHYSICAL REVIEW A 99, 013421 (2019)

190 191 192 193 194 195 196 197
85.86

85.84

85.82

85.80

85.78

85.76

85.74

85.72

85.70

85.68

Electric field strength (V/cm)

 
 

C1

 

C3
 

   hydrogen-like state
(n = 42, m = 0, k = - 41)

A

37s'

37p'

C2

E
ne

rg
y 

/ h
c

(c
m

c
-1

)

FIG. 3. The region of the Stark map enclosed in the solid rectangle labeled A in Fig. 1. The calculated energy-level structure (thick
continuous and dash-dotted curves) is compared to the positions of resonances in the measured laser spectra (open circles). The positions in
the Stark map at which the |37s′〉 state was excited for the ionization rate measurements (see Sec. IV) is marked by the yellow star. The thin
continuous curve labeled n = 42, m = 0, k = −41 represents the hydrogenlike state discussed in the text.

adiabatically through the avoided crossing C2 (see Fig. 3)
from being a low-field-seeking state, with a positive Stark
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FIG. 4. Laser photoexcitation spectra (vertical curves) of triplet
Rydberg states in helium overlaid with the calculated energy-level
structure in the region of the avoided crossing labeled C1 in Fig. 3.
The amplitude of the spectral features corresponds to the integrated
electron signal.

shift, and hence electron density predominantly located on the
side of the He+ ion core opposite to that of the Stark-saddle
point, to high-field-seeking with a negative Stark shift. In this
case, the electron charge density is transferred to the side of
the He+ ion core close to the Stark saddle point, resulting in
a higher propensity to tunnel ionize. Since in this range of
fields almost all of the atoms are lost by ionization within
the duration of the 4-μs-long electric field pulse, the tunnel
ionization rate must be in excess of ∼2.5 × 105 s−1. For
fields higher than 193.3 V/cm the |37s ′〉 state passes through
the avoided crossing C3 in Fig. 3. The linear Landau-Zener
model [28,29] indicates that when �t = 500 ns (dF/dt ∼
2 V/cm μs−1) the probability of adiabatic traversal of this
avoided crossing is ∼1. This is consistent with the increase in
signal in Fig. 5(a) for fields between 193.4 and 196 V/cm
that occurs because the |37s ′〉 state switches from being
strongly high-field-seeking to having an approximately zero
static electric dipole moment. Therefore, there is an almost
equal distribution of electron charge on both sides of the He+

ion core, close to and far from the Stark saddle point. This
results in a reduced propensity to tunnel ionize. Finally, as the
field approaches the classical ionization field of 196.6 V/cm
the loss of excited atoms increases. This increase arises in part
because of the depression of the Stark saddle point in these
fields, and in part because the |37s ′〉 state becomes slightly
more polarized, and high-field-seeking, in fields above
196 V/cm (see Fig. 3).

A comparable set of measurements carried out for �t =
300 ns [Fig. 5(b)] yielded similar results. The only notable
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as indicated.

difference between these two sets of data is the slightly larger
fraction of surviving Rydberg atoms in fields between 193.4
and 194.8 V/cm when �t = 300 ns. This is a result of
switching more quickly through the region between 192.8
and 193.2 V/cm in which rapid tunnel ionization occurs.
Therefore, the ionization dynamics in Figs. 5(a) and 5(b)
must be considered similar, with a similar evolution through
the avoided crossings C2 and C3. However, if �t is further
reduced to 30 ns (dF/dt ∼ 30 V/cm μs−1) the surviving
Rydberg atom fraction in fields beyond 193.2 V/cm is quite
different [see Fig. 5(c)]. In this case, the avoided crossing C2
is traversed adiabatically, while the Landau-Zener probability
of adiabatic traversal of crossing C3 reduces to ∼0.6. After
passing through the crossing C3, the excited atoms evolve

into a superposition of the two interacting states with their
significantly different Stark energy shifts and hence tunnel
ionization rates. The time evolution of this superposition
contributes to the oscillatory behavior of the surviving fraction
of Rydberg atoms in fields between 193.2 and 196 V/cm.

In experiments in which ramped electric field ionization
of the |37s ′〉 state is implemented beginning in fields close
to zero, the electric field switching rates are typically on
the order of 200 V/cm μs−1 [7]. Consequently, under such
conditions the turning point at the avoided crossing C2 at
192.8 V/cm may be considered the threshold adiabatic ion-
ization field of the |37s ′〉 state.

More detailed information can be obtained on the tunnel
ionization rates of the states in Fig. 3 by direct measurements
in the time domain. To perform these for the |37s ′〉 state, laser
photoexcitation was again carried out at the same position in
the Stark map as when recording the data in Fig. 5 (yellow
star in Fig. 3). However, after this was completed, the probe
electric field pulse (�t = 300 ns) was applied for period of
time T that was adjusted in the range from 500 ns to 2 μs, The
field was then switched back to its initial value of 192.5 V/cm
before the surviving fraction of excited atoms were detected
by pulsed electric field ionization. The dependence of the
integrated electron signal on the probe pulse duration was then
recorded for a range of probe fields, with the corresponding
loss rate of excited atoms reflecting the tunnel ionization
rate in each field. Examples of this data, recorded for pulsed
electric fields of 192.60, 192.75, 192.99, and 193.30 V/cm,
are displayed in Fig. 6. The measured loss rates in each case
can be described by a single exponential function. For the
range of fields studied the time constants of these functions
range from 600 ns to 6.25 μs.

A complete set of measured tunnel ionization rates of the
|37s ′〉 state, determined from data recorded in pulse electric
fields between 192.6 and 196.59 V/cm, are presented in
Fig. 7. To allow direct comparison with the corresponding
energies of the |37s ′〉 state a portion of the Stark map in Fig. 3,
containing only the states for which m = 0, is included in
Fig. 7(a). The positions at which the ionization rates were
measured are shown as open circles in this Stark map, with the
corresponding ionization rates also indicated as open circles in
Fig. 7(b).

As can be seen from Fig. 7(a) and the experimental data in
Fig. 7(b), in fields between 192.6 and 192.8 V/cm the |37s ′〉
state is low-field-seeking and its tunnel ionization, measured
to occur at a rate between 1.6 × 105 and 5.3 × 105 s−1, is sup-
pressed because the electron charge is located predominantly
on the side of the He+ ion core opposite to the Stark saddle
point. When it becomes high-field-seeking, in fields between
192.8 and 193.3 V/cm, the tunnel ionization rate immediately
increases to >106 s−1. This change is a result of the electron
charge being transferred to the side of the He+ ion core close
to the Stark saddle point, and occurs despite the fact that in
this range of fields the |37s ′〉 state is more deeply bound than
in the lower fields of 192.6 to 192.8 V/cm.

The experimental data in Fig. 7(b) have been compared
to the results of calculations of the corresponding tunnel
ionization rates performed using the CAP methods described
in Sec. II. The results of the calculations in which the electric-
field-dependent form of the CAP in Eq. (5) was used are
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FIG. 6. Tunnel ionization of the triplet |37s ′〉 state in helium
recorded in the electric fields indicated. Fitted exponential functions
(straight lines) yielded the ionization rates listed.

indicated by the dashed and dash-dotted curves. The use of the
field-independent CAP in Eq. (4) yielded the results indicated
by the continuous curve. In using both of these CAPs, the
value of the scaling factor η was obtained, in atomic units,
by fitting the calculated results to the experimental data.

For the electric-field-dependent CAP, the value of η was
first fitted to the measured ionization rates in excess of 106 s−1

in fields between 192.7 and 193.2 V/cm. This resulted in a
value of η = 2.3 × 10−22 and the data indicated by the dash-
dotted curve in Fig. 7(b). The results of the calculations are in
good quantitative agreement with the experimental data over
the range of fields in which high ionization rates were mea-
sured, i.e., when the |37s ′〉 is high-field-seeking. But when
the static electric dipole moment of the |37s ′〉 state reduces
towards zero, in fields above 193.5 V/cm, the calculated rates
are approximately an order of magnitude lower than those
measured in the experiments. With the measured ionization
rates extending over almost two orders of magnitude in the
range of fields in Fig. 7(b) the results of the calculations do
however follow the same general trend as the field strength
increases.

In fields above 193.5 V/cm, where the results obtained
with η = 2.3 × 10−22 deviate most significantly from the
experimental data, it was found that calculations in which
η = 2.0 × 10−21 [dashed curve in Fig. 7(b)] yielded closer
agreement with the experimental data. However, in this case
the calculated rates deviate from the experimental data by a
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FIG. 7. (a) The fields and energetic positions at which the ion-
ization rates of the |37s ′〉 state were measured (open circles). (b)
The corresponding ionization rates (open circles) together with the
results of the calculations. Ionization rates calculated using the field-
independent CAP are shown as the continuous blue curve in (b),
while those calculated with the field-dependent CAP are represented
by the dashed and dashed-dotted curves for the two different values
of η listed.

factor of approximately 10 in the low-field region between
192.7 and 193.2 V/cm. These observations indicate that using
the electric-field-dependent form of the CAP in Eq. (5) is
not sufficient to completely account for effects of the sign of
the static electric dipole moments, and hence Stark shifts, of
the states, on the tunnel ionization rates below the classical
ionization threshold. In these instances it would seem that
it may be necessary to combine the electric-field-dependent
form of W (r, f ) with a dependence of η on the static electric
dipole moment, or derivative of the energy with respect to the
field strength, of the states of interest to obtain more reliable
results over a wider range of fields.

Further comparison of the experimental data in Fig. 7(b)
with the results of calculations performed with the electric-
field-independent CAP in Eq. (4) was also carried out. In
this case the most appropriate value of η to fit the results
of the calculations to the experimental data in the low-field
region between 192.7 and 193.8 V/cm was η = 1.4 × 10−32

[continuous blue curve in Fig. 7(b)]. This value of η gives
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good quantitative agreement with the experimental data over a
wider range of fields than the calculated results obtained using
the field-dependent CAP. Significant deviations are only seen
when the energy of the |37s ′〉 state approaches the classical
ionization threshold.

Finally, the ionization rates measured for the |37s ′〉 state
can be compared with the tunnel ionization rates for hy-
drogenic Rydberg states calculated using the semiempirical
approach in Ref. [22]. The hydrogenlike state with n =
44, m = 0, k = n1 − n2 = −41, where n1 and n2 are the
parabolic quantum numbers [thin black line between 192.4
and 193.6 V/cm in Figs. 3 and 7(a)] lies within ∼0.01 cm−1

of the energy of the |37s ′〉 state in fields between 192.3
and 193.8 V/cm. These are the fields that correspond to the
highest measured ionization rates in Fig. 7(b). The calculated
ionization rates for this hydrogenlike state are indicated by
the crosses in Fig. 7(b). The semiempirical calculations for
this hydrogenlike state yield tunnel ionization rates that are
a factor of 5 lower than those measured for the |37s ′〉 state.
This observation gives an indication of the accuracy of this
semiempirical method widely used in the calculation of tunnel
ionization rates of hydrogenic Rydberg states [30], and is of a
similar scale to the expected deviations from the exact rates
discussed in Ref. [22]. Indeed, because the |37s ′〉 state is
more tightly bound than the associated hydrogenlike state, it
is likely that the semiempirical approach underestimates the
true ionization rates by more than the observed factor of 5.

The procedure outlined above to measure the ionization
rates of the |37s ′〉 state was also applied to determine the
tunnel ionization rates of the |37p′〉 state. The position in
the Stark map at which this state was initially laser pho-
toexcited in these experiments is indicated by the yellow star
in Fig. 8(a) and the fields in which ionization rates were
measured are shown as open circles. An overview of the field
dependence of the tunnel ionization of the |37p′〉 state was
first obtained by subjecting the excited atoms to a range of
pulsed electric fields for T = 4 μs with �t = 300 ns. The
results of these measurements, which indicate the fraction
of atoms surviving in bound states following this process,
are displayed in Fig. 8(b). These data indicate two regions
of significant tunnel ionization below the classical ionization
field: 192.0 to 192.8 V/cm and 195.8 to 196.2 V/cm. As in the
case of the |37s ′〉 state, these are regions in which the |37p′〉
state exhibits pronounced high-field-seeking character. The
ionization rates measured at the fields indicated in Fig. 8(a)
are shown as open circles in Fig. 8(c), together with the rates
calculated using the field-independent (continuous curve) and
field-dependent (dashed and dash-dotted curves) CAPs. The
values of η in these CAPs are the same as those used in the
calculations for the ionization rates of the |37s ′〉 state. Below
the classical ionization field the results obtained using the
field-independent CAP are in good agreement with the exper-
imental data. In fields above fclass the field-dependent CAP
with η = 2.0 × 19−21 provides the closest agreement with the
experimental data. But, as in the case of the |37s ′〉 state, no
one CAP completely describes the ionization dynamics over
the full range of fields in Fig. 8. These observations for the
|37p′〉 state lead to the same conclusion as that reached for
the |37s ′〉 state from the data in Fig. 7(b): In order to calculate
ionization rates that accurately reflect the measured values,
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FIG. 8. (a) The fields at which the ionization rates of the |37p′〉
state were measured (open circles) and the initial photoexcitation
field (yellow star). (b) The integrated electron signal of the |37p′〉
state for T = 4 μs and �t = 300 ns. (c) Measured (open circles)
and calculated tunnel ionization rates. The ionization rates calculated
using the field-independent CAP are indicated by the continuous blue
curve in (c), while those calculated with the field-dependent CAP
are represented by the dashed and dashed-dotted curves for the two
different values of η indicated.

a field-dependent CAP with an additional dependence on the
static electric dipole moment of the states of interest is needed.

It is evident from the data in Fig. 8 that the measured
electron signal of the |37p′〉 state is dependent on whether
it is high-field-seeking or low-field-seeking. Comparing the
data in Fig. 8(b) with the ionization rates calculated us-
ing the field-dependent CAPs in Fig. 8(c) indicates that
when the measured electron signal is low, i.e., the lifetime of
the Rydberg atoms is not long enough to permit detection,
the corresponding calculated ionization rate is higher than the
ionization rate in a field where the electron signal is high.
In general, the tunnel ionization rates calculated using the
field-dependent CAPs match each corresponding structure in
Fig. 8(b). For example, the two intensity maxima in Fig. 8(b),
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in fields between 196.4 and 198.4 V/cm correspond to two
dips in the ionization rate in Fig. 8(c) in the same range
of fields. It can also be seen in Fig. 8(b) that there remain
structures observed beyond the classical ionization threshold
at 196.4 V/cm for the |37p′〉 state. However, in fields from
198 to 208 V/cm the electron signal does not rise above
zero, suggesting that this state always ionizes rapidly in fields
higher than the classical ionization field. Indeed, at 199 V/cm
the measured ionization rate is on the order of 107 s−1 and for
fields slightly lower than this the signal in Fig. 8(b) is already
zero.

V. CONCLUSIONS

In conclusion, ionization dynamics and tunnel ionization
rates of triplet Rydberg states in helium have been studied
in fields within a factor of 0.01 of the classical ionization
electric field. The experimental data, including direct mea-
surements of tunneling rates in the time domain, have been
compared to the results of calculations performed using two
types of complex absorbing potential. The calculated energy-
level structure is in excellent quantitative agreement with the
experimental data over the full range of fields and eigenstates
studied. The calculated tunnel ionization rates follow the same
general trends as those seen in the experiments. However,

the precision of the time-domain measurements, which en-
compass almost two orders of magnitude in tunneling rate,
highlights deficiencies in these methods of calculation. They
also exceed the limit of the applicability of tunnel ionization
rate calculations for hydrogenlike Rydberg states with similar
characteristics.

The results presented are of importance in the optimization
of state-selective electric field ionization schemes employed
in Rydberg-atom–polar-molecule collision studies [7,8]. They
are also of interest for experiments in which helium atoms
in low-� Rydberg states are used to study charge transfer
processes in collisions with surfaces [11]. The general ob-
servations made suggest that the Rydberg states studied here
can act as a valuable testing ground for calculations of tunnel
ionization in strong electric fields. They offer opportunities to
address aspects of symmetry breaking in tunnel ionization in
perpendicular electric and magnetic fields [31], and effects of
the tunneling time in electric field ionization dynamics [32].
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