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Since the very early days of quantum theory there have been numerous attempts to interpret quantum
mechanics as a statistical theory. This is equivalent to describing quantum states and ensembles together with
their dynamics entirely in terms of phase-space distributions. Finite dimensional systems have historically been
an issue. In recent works [Phys. Rev. Lett. 117, 180401 (2016) and Phys. Rev. A 96, 022117 (2017)] we presented
a framework for representing any quantum state as a complete continuous Wigner function. Here we extend
this work to its partner function—the Weyl function. In doing so we complete the phase-space formulation of
quantum mechanics—extending work by Wigner, Weyl, Moyal, and others to any quantum system. This work is
structured in three parts. First we provide a brief modernized discussion of the general framework of phase-space
quantum mechanics. We extend previous work and show how this leads to a framework that can describe any
system in phase space—putting it for the first time on a truly equal footing to Schrödinger’s and Heisenberg’s
formulation of quantum mechanics. Importantly, we do this in a way that respects the unifying principles of
“parity” and “displacement” in a natural broadening of previously developed phase-space concepts and methods.
Secondly we consider how this framework is realized for different quantum systems; in particular we consider
the proper construction of Weyl functions for some example finite dimensional systems. Finally we relate the
Wigner and Weyl distributions to statistical properties of any quantum system or set of systems.
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I. INTRODUCTION

The field of quantum physics is undergoing rapid ex-
pansion, not only in such high-profile applications as those
promised by quantum information technologies, but also in
such foundational areas as quantum thermodynamics. Wigner
was motivated by the latter context in his seminal work “On
the Quantum Correction For Thermodynamic Equilibrium”
[1], where he defined the function that now takes his name.
However, the original Wigner function, and its extensions
[2–10], are now finding great utility in the former context.
The Wigner function is the quantum analog of the classical
probability density which is a function of the system’s state
variables. In classical statistical mechanics there is another
distribution which is of great importance, the characteristic
or moment-generating function. These two classical distribu-
tions, being two-dimensional Fourier transforms of each other,
are naturally complementary and extremely powerful. There
have been numerous attempts to bring to general quantum
systems a similar framework—each of which has suffered
from issues such as being informationally incomplete or being
singular in nature (see, for example, [11–15]). In this work
we describe how, by taking account of the underlying group
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structure, we can use a single general approach to quantum
mechanics as a statistical theory that resolves these issues.

In many introductory texts, and even seminal works such
as [16,17], the Wigner function is introduced via the Weyl-
Wigner transformation that describes transforming a Hilbert
space operator Â to a classical phase-space function WÂ(q, p)
[18–22]:

WÂ(q, p) =
∫ +∞

−∞
dζ

〈
q − ζ

2

∣∣∣∣Â
∣∣∣∣q + ζ

2

〉
eipζ/h̄. (1)

Here
∫∫

dqdp WÂ(q, p) ≡ 2πh̄ Tr[Â] and we regain the
function originally introduced by Wigner Wρ̂ (q, p) by re-
placing Â with the density operator ρ̂ [17]. As a direct
replacement of the density matrix, the Wigner function can
serve to represent both pure and mixed states with the system
dynamics described by a Liouville equation with quantum
corrections [22,23]. Thus it is possible to view the Wigner
function as a quantum replacement of the probability density
function in classical physics.

In Wigner’s original work [1] the function of Eq. (1) and
its dynamics were introduced for a collection of particles,

Wρ̂ (q, p) =
∫ +∞

−∞
dζ

〈
q − ζ

2

∣∣∣∣ρ̂
∣∣∣∣q + ζ

2

〉
eip·ζ/h̄, (2)

where q = [q1, q2, . . . , qn] and p = [p1, p2, . . . , pn] are n-
dimensional vectors representing the classical phase-space
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position and momentum values, and ζ = [ζ1, ζ2, . . . , ζn] is
a n-dimensional variable of integration. Equation (1) results
by integrating out the marginals of all but one component (in
exactly the same way as one does a partial trace of a system’s
density operator) [1].

An equivalent method for generating a Wigner function of
an ensemble can be done by performing a group action on the
density matrix directly [16,23],

Wρ̂ (α) = 2n Tr[ρ̂ P̂ (α)]. (3)

Here

αi = 1√
2

(
γiqi + i

γi h̄
pi

)
, (4)

for γi = √
miωi/h̄, and P̂ (α) ≡⊗i P̂i (αi ) is a displaced

parity operator for the whole system. This operator is built
from the individual displaced parity operators, P̂i (αi ) =
D̂i (αi )P̂iD̂

†
i (αi ), such that

P̂i ≡ exp(iπâ
†
i âi ) =

∞∑
n=0

(−1)n|n〉i i〈n| (5)

is a diagonal operator in the basis of the eigenstates of the
number operator (|n〉i) and

D̂(αi ) = exp(αiâ
†
i − α∗

i âi ) ≡ exp (i[piq̂i − qip̂i]/h̄) (6)

is the standard displacement operator [24]. Here D̂(αi ) is
defined according to the annihilation and creation operators
written in terms of the position q̂i , and momentum p̂i , opera-
tors (with [q̂i , p̂j ] = ih̄ δij ) where

âi = 1√
2

(
γi q̂i + i

γi h̄
p̂i

)
, â

†
i = 1√

2

(
γi q̂i − i

γi h̄
p̂i

)
, (7)

so that [âi , â
†
j ] = δij . Because we will later want to discuss

general composite systems, we absorb the normalization fac-
tors of 2 into the displaced parity operator to generate a
normalized displaced parity operator,

�̂i (αi ) ≡ 2P̂i (αi ), (8)

allowing us to rewrite Eq. (3) as

Wρ̂ (α) = Tr[ρ̂ Π̂(α)], Π̂(α) ≡
⊗

i

�̂i (αi ). (9)

When dealing with probability distribution functions, it is
generally useful within a statistical framework to consider
the corresponding characteristic function. The characteristic
function has historically been given by the Fourier transform
of the probability distribution function. In our case, taking
the Fourier transform of the Wigner function yields the Weyl
function [25],

W̃ρ̂ (α̃) =
(

1

π

)n ∫ +∞

−∞
dα Wρ̂ (α) exp(α · α̃∗ − α∗ · α̃),

(10)
and, similarly,

Wρ̂ (α) =
(

1

π

)n ∫ +∞

−∞
dα̃ W̃ρ̂ (α̃) exp(α̃ · α∗ − α̃∗ · α),

(11)

where α̃i is the dual of αi such that α̃i = (γiq̃i +
ip̃i/γi h̄)/

√
2. The Weyl function can be thought of as a 2n-

dimensional autocorrelation function, and so each q̃i (p̃i) can
be thought of as an increment of position (momentum). This
is in the sense that they display the overlap between the state
and the same state displaced by that position (momentum)
increment.

This Weyl function [17,23] was used by Moyal as a start-
ing point in his work “Quantum Mechanics as a Statistical
Theory” and is a moment-generating function of the quantum
state or operator being considered [22]. The Weyl function can
be defined in its own right in terms of a group action by

W̃ρ̂ (α̃) = Tr[ρ̂ D̂(α̃)], (12)

where D̂(α̃) ≡⊗i D̂i (α̃i ), and D̂i (α̃i ) is the displacement
operator defined in Eq. (6). To return the density matrix, the
inverse transforms of Eqs. (9) and (12) are needed [16,17,22].
This can be done by integrating the phase-space function
with the Hermitian transpose of the kernel used to create that
function [16], such that

ρ̂ =
(

1

π

)n ∫ +∞

−∞
dα Wρ̂ (α)Π̂(α), (13)

ρ̂ =
(

1

π

)n ∫ +∞

−∞
dα̃ W̃ρ̂ (α̃)D̂†(α̃). (14)

Note that because parity is Hermitian the displaced parity
must also be a Hermitian operator so that the adjoint is not
needed in Eq. (13).

II. THE GENERAL FRAMEWORK

A. Phase-space distributions and their dynamics

We have previously shown that it is possible to generalize
the Wigner function to arbitrary systems [2]. In this paper we
will show that the same can be done for the Weyl function,
yielding a complete and complementary representation of
quantum mechanics in phase space. The general framework
is described below with respect to any operator Â.

To begin, consider an arbitrary phase-space function, (F (s)
Â

)

of Â defined with respect to a kernel which maps a state to
phase space through a group action (�̂s) parametrized over
some phase space (�). This can be written as

F
(s)
Â

(�) = Tr[Â �̂s (�)]. (15)

Following Refs. [16,26], the subscript s in the kernel refers
to the ordering of the operators: 1 for normal, 0 for sym-
metric, and −1 for antinormal ordered (for those systems
where this is meaningful; s takes on alternative meaning for
spins [26]). When considering quasiprobability distribution
functions, these values correspond to analogs of the Glauber-
Sudarshan P function (s = 1) [24,27], the Wigner function
(s = 0) [1], and the Husimi Q function (s = −1) [28].

Supposing that a suitable kernel exists [16], we can retrieve
the operator via

Â =
∫

d�F
(s)
Â

(�)�̂†
−s (�). (16)
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Extending from Eq. (16), and following Ref. [29], we can
generate a generalized Fourier transform kernel to trans-
form between any two phase-space functions with the same
dimension by

F
(s1 )
Â

(�) =
∫

�′
d�′ F (s2 )

Â
(�′)F

(
�̂s1 (�); �̂s2 (�′)

)
, (17)

for

F
(
�̂s1 (�); �̂s2 (�′)

) ≡ Tr
[
�̂s1 (�)�̂†

−s2
(�′)

]
, (18)

where the kernel on the right-hand side of the semicolon fol-
lows the inverse kernel from Eq. (16). Using the two distinct
subscripts on the kernel, s1 and s2, allows us to transform
between any two phase-space functions, regardless of their
respective ordering. Following this, we can also express the
trace of the product of two operators as

Tr[ÂB̂] =
∫∫

d�d�′F (s1 )
Â

(�)F (s2 )
B̂

(�′)

× Tr
[
�̂

†
−s1

(�)�̂†
−s2

(�′)
]
. (19)

This can be extended to the trace of the product of any number
of operators, as long as the ordering of the kernels in the trace
on the right-hand side of the equation correspond to the same
order of the operators on the left side of the equation. We also
note that the different si values allow us to take the trace of the
product of two operators from any two phase-space functions.
Lastly, the Hamiltonian dynamics of the system follows from
the von Neumann equation and is given by

∂F
(s)
ρ̂ (�)

∂t
= − i

h̄
Tr[[Ĥ , ρ̂]�̂s (�)]

= − i

h̄
Tr[[�̂s (�), Ĥ ]ρ̂], (20)

for some Hamiltonian Ĥ and density operator ρ̂ [22].
By using Eq. (16), the evolution equation above can be

written entirely in phase space as

∂F
(s)
ρ̂ (�)

∂t
= − i

h̄

∫∫
d�′d�′′F (s)

Ĥ
(�′)F (s)

ρ̂ (�′′)

× Tr[[�̂s (�), �̂†
−s (�′)]�̂†

−s (�′′)]. (21)

This motivates an extension of Eq. (18) that allows us to
perform a convolution of two functions, generating a Moyal
star product kernel:

K
(
�̂s1 (�); �̂s2 (�′), �̂s3 (�′′)

)
≡ Tr

[
�̂s1 (�)�̂†

−s2
(�′)�̂†

−s3
(�′′)

]
, (22)

so that, by setting si = s, we can define a generalization of
the usual star product following similar arguments by Klimov
[30] according to

F
(s)
Â

(�) 
 F
(s)
B̂

(�) ≡
∫∫

d�′d�′′ F (s)
Â

(�′)F (s)
B̂

(�′′)

×K(�̂s (�); �̂s (�′), �̂s (�′′)). (23)

We can then use this definition to write the system’s dynamics
purely in terms of a Moyal bracket,{{

F
(s)
Â

(�), F (s)
B̂

(�)
}} ≡ F

(s)
Â

(�) 
 F
(s)
B̂

(�)

−F
(s)
B̂

(�) 
 F
(s)
Â

(�), (24)

in the familiar form of a generalized Liouville equation,

∂F
(s)
ρ̂ (�)

∂t
= − i

h̄

{{
F

(s)
Ĥ

(�), F (s)
ρ̂ (�)

}}
, (25)

which is now fully equivalent to the quantum von Neumann
equation for the system. We note that for Heisenberg-Weyl
(HW) systems this reduces, in the limit h̄ → 0, to

∂F
(0)
ρ̂ (q, p)

∂t
= {F (0)

Ĥ
(q, p), F (0)

ρ̂ (q, p)
}
, (26)

where {·, ·} is the usual Poisson bracket. For the Wigner
function of position and momentum, Moyal showed that in
the classical limit the Wigner function associated with an
operator Â becomes the same as its classical counterpart so
that F

(0)
Ĥ

(q, p) = H (q, p) and F
(0)
ρ̂ (q, p) = ρ(q, p) [22]. So

we see that in this “classical” limit we simply regain,

∂ρ(q, p)

∂t
= {H (q, p), ρ(q, p)}, (27)

the standard Liouville equation of classical mechanics.
The phase-space framework we present above is com-

pletely general and, while its evaluation can be nontrivial
for some systems, modern computational symbolic algebra
should render phase-space methods for many quantum sys-
tems usable. Different problems are more efficiently solved
in different representations, such as Heisenberg matrix me-
chanics vs Feynman path integrals. Phase-space methods may
render more tractable certain classes of problem not readily
solvable by other methods (see, for example, [31]). Examples
could well include open quantum systems and quantum chem-
istry. We note that a number of authors including Moyal and
Groenewold have produced similar arguments to the above
although the presentation has tended to be in a more system-
specific form [18,23,30,32].

B. The Wigner function

As in classical mechanics, a quantum statistical theory
would not be complete (or as powerful) without also possess-
ing the characteristic function complement of the probability
density function. We now set out the procedure for generating
the kernels for the two functions we will be primarily inter-
ested in discussing here. These are the two needed to generate
the Wigner and Weyl functions that were discussed for the
HW group case in Sec. I. Since we are only considering these
two functions, the kernel is symmetrically ordered (s = 0) and
so we drop the s subscript so that �̂0(�) ≡ �̂(�).

As shown in Eq. (9), the Wigner function kernel for po-
sition and momentum space is generated from a displaced
parity operator. To generalize the Wigner function kernel we
follow Ref. [2] and use notions of both a generalized parity �̂

operator and a generalized displacement or shift operator. The
latter is denoted by D̂(�), where we will take � → � for the
generalized Wigner function. It should also be noted that we
will take � → �̃ for the parametrization of the generalized
Weyl function to demonstrate the difference between specific
points in phase space (Wigner), and increments of displace-
ment in that same phase space (Weyl).

The displacement operator D̂(�) can be seen as a shift
operator that translates the vacuum state of the system in
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consideration to a valid coherent state. It must therefore have
the property [24],

D̂(�)|0〉 = |�〉, (28)

where |0〉 is the vacuum state for an arbitrary system and
|�〉 is the displaced vacuum or generalized coherent state.
Next, the generalized parity �̂ is set by the Stratonovich-Weyl
conditions [33], (taken and adapted from Ref. [2]) given by

S-W.1 The mappings WÂ(�) = Tr [Â �̂(�)] and Â =∫
�

WÂ(�)�̂(�)d� exist and are informationally complete.
Simply put, we can fully reconstruct Â from WÂ(�) and
vice versa [34]. Note that d� here is a volume normalized
differential element.

S-W.2 WÂ(�) is always real valued (when Â is Hermi-
tian) which means that �̂ must be Hermitian.

S-W.3 WÂ(�) is “standardized” so that the definite
integral over all space

∫
�

WÂ(�)d� = Tr [Â] exists and∫
�

�̂(�)d� = 1l.
S-W.4 Unique to Wigner functions, WÂ(�) is self-

conjugate; the definite integral
∫
�

WÂ′ (�)WÂ′′ (�)d� =
Tr [Â′Â′′] exists. This is a restriction of the usual
Stratonovich-Weyl correspondence.

S-W.5 Covariance. Mathematically, any Wigner function
generated by “rotated” operators �̂(�′) (by some unitary
transformation V ) must be equivalent to “rotated” Wigner
functions generated from the original operator (�̂(�′) ≡
V �̂(�)V †)—i.e., if Â is invariant under global unitary op-
erations then so is WÂ(�).

We can therefore generate the general Wigner function by
this kernel (or a tensor product of such kernels) by setting

Wigner kernel: �̂(�) → �̂(�) ≡ D̂(�)�̂D̂†(�), (29)

over some parametrization �. Therefore, by analogy with
Eq. (9), the Wigner function associated with the operator Â

is given by

WÂ(�) = Tr[Â �̂(�)]. (30)

We note that for Wigner functions, Eq. (19) reduces to S-W.4.

C. The Weyl function

Here we move from summarizing and modernizing past
work to the central finding of this paper that enabled us to
bring together the various elements of phase-space methods
into a single coherent whole—completing the Wigner, Weyl,
and Moyal program of work and forming our central results.

When generalizing the Wigner function to any quantum
system we used the notion of displaced parity as a starting
point combined with the Stratonovich-Weyl correspondence
to determine the exact form of the kernel. As with the Wigner
function, a key constraint for the Weyl function is that the
transform to phase space must be informationally complete.
We further require that the transform be invertible to the
original operator in its Hilbert space according to Eq. (16).
Using the same strategy for the Weyl function we propose that
its generalization W̃Â is then simply obtained by using a kernel
in direct analogy with that for the usual Weyl function, which
is the displacement operator defined in Eq. (28) (or a tensor

product of such kernels for an ensemble), that is,

Weyl kernel: �̂(�) → D̂(�̃), (31)

over some suitably chosen dual parametrization �̃. As we
will discuss below and later in the work, the choice of
parametrization—and the associated displacement operator—
has been, in our view, the major obstacle preventing past
attempts to generalize the Weyl function from being suc-
cessful. We note for a given system there is no one unique
displacement operator, and care must be taken in choosing one
that satisfies our constraints. In order to ensure the condition
of invertiblity according to Eq. (16) is met, we note that the
structure of the phase space for the Wigner and Weyl functions
may appear to differ. While this may at first seem surprising,
this is due to how the structure of the group is expressed
in the two functions; we will provide in Sec. III B below a
specific example and discussion clarifying how and why this
is needed. It is worth noting that the definition of the Weyl
function is given by the expectation value of the displacement
operator while the Wigner function also needs the notion of
parity. For this reason the Weyl function might be considered
more fundamental.

Using an appropriate displacement operator the Weyl func-
tion is thus defined as

W̃Â(�̃) = Tr[Â D̂(�̃)]. (32)

From Eq. (32), Â can be reconstructed using Eq. (16) accord-
ing to

Â =
∫

d�̃ W̃Â(�̃)D̂†(�̃), (33)

where d�̃ is a volume normalized differential element. Using
Eq. (18), it is therefore possible to transform between the
Wigner and Weyl functions in terms of each other according
to

W̃Â(�̃) =
∫

d� WÂ(�) F∗(�̂(�); D̂(�̃)), (34)

WÂ(�) =
∫

d�̃ W̃Â(�̃) F (�̂(�); D̂(�̃)). (35)

III. EXAMPLE SYSTEMS

A. The Heisenberg-Weyl group

The full standard formalism, as described in the introduction
for Wigner (Weyl) functions, is recovered by the parametriza-
tion of position q (q̃) and momentum p (p̃) [or α and α̃] and
using the usual displacement and parity operators. This is a
textbook system and is described in the introduction.

B. SU(2) and orbital angular momentum states

Considering the phase-space functions for SU(2) angular
momentum states, we start again with the generation of the
displaced parity operator for the Wigner function. When con-
sidering SU(2) we need to replace the displacement operator
with the notion of a rotation operator that rotates a spin
vacuum state to an arbitrary spin coherent state. The problem
we face is that such an operator is not unique. One choice
of operator is given by Arecchi [15] and expanded on by
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Perelomov in Ref. [35]. This operator is the rotation operator
defined in the subspace of degenerate eigenstates of Ĵ 2:

R̂(ξ ) = exp(ξ Ĵ+ − ξ ∗Ĵ−). (36)

Here ξ ≡ θe−iφ/2, where φ is the azimuthal angle, θ is
the ordinate, and Ĵ± = ĴM

2 (1) ± iĴM
2 (2), where M ≡ 2j (j

being the azimuthal quantum number and M , while strictly
speaking redundant, is used to make clear the link between
this work and the substantial body of existing group theory
literature). We use ĴM

2 (1), ĴM
2 (2), and ĴM

2 (3) instead of Ĵx ,
Ĵy , and Ĵz, respectively, to take into account all possible j

values (these are the generators of the algebra {ĴM
N } that are

defined in Appendix A). There is a similarity in form between
Eq. (6) and Eq. (36) in that in the limit of high j , Eq. (36)
tends towards the displacement operator of Eq. (6) [15].

In earlier work [2] we opted instead to use the SU(2)
rotation operator parametrized by the full Euler angles, such
that

ÛM
2 (φ, θ,�) = exp

(
iĴM

2 (3)φ
)

exp
(
iĴM

2 (2)θ
)

× exp
(
iĴM

2 (3)�
)
. (37)

The connection between Eqs. (36) and (37) can be found by
noting that

R̂(φ, θ ) = ÛM
2 (φ, θ,−φ). (38)

Next, to obtain the Wigner function kernel we need the
generalized parity for spin-j SU(2). The generalized parity
can be expressed as a weighted sum of diagonal Hermitian
operators, given by Jz, of the Lie algebra of su(M + 1) in
the fundamental representation (the spin-1/2 representation)
calculated by the procedure in Appendix A:

�̂ → �̂M
2 =

M∑
l=0

βM
2 (l) Jz([l + 1]2 − 1). (39)

For simplicity we define Jz(0) ≡ 1lM+1. Equation (39) gives
the form of the generalized parity operator, displaying it as a
weighted sum of the diagonal elements of the associated Lie
algebra. Although we don’t express this form in detail here,
we show below a method to generate the generalized parity
operator that is more in line with the existing literature on
orbital angular momentum states [26,29,30,36]. This means
that the kernel for the Wigner function is

�̂(�) → �̂M
2 (φ, θ ) = ÛM

2 (φ, θ,�)�̂M
2 ÛM

2
†(φ, θ,�),

(40)

where, because �̂M
2 is diagonal and thus � makes no con-

tribution due to the Baker-Campbell-Hausdorff condition, the
Wigner function can be parametrized over just (φ, θ ), equiva-
lent to that for the Bloch sphere [2]. Although only φ and θ are
necessary for constructing the Wigner function, we note that it
is still parametrized over the full SU(2) phase space, namely
(φ, θ,�), although the diagonalization of the parity allows
for the Wigner function to also be defined on the manifold
of pure states [CPN−1 = SU(N )/Z(N )—where Z(N ) is the
center of SU(N )]. We note that Eq. (36) also works as a
valid rotation operator for orbital angular momentum Wigner
functions, which can be seen by the relation in Eq. (38), and
that the parity is a diagonal matrix.

Equation (39) is the broad solution for the generalized
parity, a special case of which was given in Ref. [2], that is
based on observations from Ref. [3] for product states and
from Ref. [8] wherein a given spin-j SU(2) Wigner operator
was defined as

K̂M (ϕ, ϑ ) = 2

√
π

M + 1

M∑
l=0

l∑
m=−l

Y ∗
lm(ϕ, ϑ )T̂ j

lm,

T̂
j

lm =
√

2l + 1

M + 1

j∑
m′,n=−j

C
jn

jm′,lm|j, n〉〈j,m′|. (41)

Here, Y ∗
lm are the conjugated spherical harmonics and C

jn

jm′,lm
are Clebsch-Gordan coefficients that couple two representa-
tions of spin j and l to a total spin j . It can be easily shown
that

�̂M
2 ≡ K̂M (0, 0)

=
M∑
l=0

2l + 1

M + 1

j∑
n=−j

C
jn

jn,l0|j, n〉〈j, n|, (42)

linking our formalism to the multipole expansions found in
other works [26,29,30,36]. Note that although both Eq. (39)
and Eq. (42) sum over the same number of elements, βM

2 (l)
is not necessarily equal to (2l + 1)/(M + 1); for instance,
βM

2 (0) = 1/(M + 1), but for general l βM
2 (l) is a more com-

plicated sum.
Unlike the Wigner function there have been few attempts

to generate Weyl functions for spins. In our view, the most
notable was proposed in Ref. [11] where the kernel is a
rotation operator that is equivalent to the one defined in
Eq. (36) (the equivalence to the operator used in Ref. [11]
is shown in Ref. [15]). The similarity of Eq. (36) and Eq. (6)
could lead one to believe that Eq. (36) would make a good
kernel for the Weyl function given in Eq. (32). Unfortunately
this kernel does not lead to a complete representation of the
quantum state; the mapping from a density matrix to the Weyl
function is not invertible by Eq. (33). We therefore need to use
instead the rotation operator in Eq. (37) for our Weyl kernel
to satisfy Eq. (33):

D̂(�̃) → ÛM
2 (φ̃, θ̃ , �̃) = exp

(
iĴM

2 (3)φ̃
)

exp
(
iĴM

2 (2)θ̃
)

× exp
(
iĴM

2 (3)�̃
)
. (43)

From this definition, it appears that the Wigner and Weyl
functions are defined over different phase spaces, since the
Weyl function requires all three Euler angles to be infor-
mationally complete. Because the Weyl function is usually
introduced as the two-dimensional Fourier transform of the
Wigner function, this perceived difference in the structure
of the phase space is why we asserted earlier in this work
that the choice of parametrization and displacement operator
formed the major obstacle in previous attempts to generalize
the (p − q ) Weyl function to other systems. Although we use
all three angles to define the Weyl function, when plotting
we choose to use the slice from Eq. (38) where �̃ = −φ̃ since
this slice produces figures that are more in line with what is
expected from a Weyl function (see Fig. 1 for an example).
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0π
Radius shows the
absolute value

ofWeyl function

Angle shows
the argument of
Weyl function

(a) (b)

(c) (d)

HW
Wigner function

SU(2), j = 40, spin
Wigner function

HW
Weyl function

SU(2), j = 40 spin
Weyl function

FIG. 1. Here we show in the left column [(a) and (c)] the
coherent superposition (Schrödinger cat) state of three macroscop-
ically distinct coherent states: (a) is the Wigner function and
(c) is the Weyl function. Each of the coherent states are gener-
ated from the displacement operator in Eq. (6), such that |α〉 =
D̂(α)|0〉. The state shown in (a) and (c) is explicitly |ψ〉 =
(| − 3〉 + | − 3 exp(2iπ/3)〉 + | − 3 exp(4iπ/3)〉)/

√
3. In the right

column [(b) and (d)] we show a spin coherent state version of the
state shown in the left column. These are a macroscopically distinct
coherent superposition of spin coherent states (a spin Schrödinger
cat) on the sphere where j = 40. Each of the “cats” in this state
has been created by applying the operator in Eq. (43) to the lowest
state |j ; −j〉, such that a spin coherent state is given by |j ; φ, θ〉 =
R̂(φ, θ )|j ; −j〉. The position of each spin coherent state with relation
to the south pole is determined by the θ rotation. Here θ = π/10; as
j increases, the value of θ will need to decrease to form the same
analog of a cat state seen in a continuous system, and thus in the
stereographic projection, the spin coherent Schrödinger cat states at
θ = π/10, φ = πn/3 (n = 0, 1, 2 for the three cats), will appear to
get further away from each other. The state is explicitly given by
|ψ〉 = (|j ; 0, π/10〉 + |j ; π/3, π/10〉 + |j ; 2π/3, π/10〉)/

√
3. The

inset next to each sphere in (b) and (d) is the corresponding stere-
ographic (Riemann) projection of the lower hemisphere onto a circle
in Euclidean space, with the boundary at the equator. Here (b) shows
the spin Wigner function and (d) shows the spin Weyl function.
Both (c) and (d) contain both magnitude (intensity) and phase (color)
information for the complex valued Weyl functions as shown by the
inset color wheel.

For completeness, we note that Samson [12,13], and Scully
and Wódkiewicz [14], made use of a similar characteristic
function argument to generate Wigner functions with a phase
space parametrized by three degrees of freedom. Their Wigner
functions were generated by a kernel that was the Fourier
transform of a characteristic function kernel. In both cases,
this yielded a generalized delta function in place of Eq. (38).

What is important to note is that in both of those works,
the characteristic function was parametrized in terms of the
symmetrized version of Tait-Bryan angles (pitch, roll, and
yaw) rather than Euler angles. Consequently, in Ref. [14], this
formulation of the characteristic function was used to justify a
delta function construction of the Wigner function. This led to
the problem that, although in SU(2), their Wigner functions,
as a joint distribution of spin components, suffer from being
singular. Our approach, on the other hand, overcomes all these
issues by making use of the correct underlying quantum-
mechanical group structure. Not only are all our distributions
well behaved, this framework is also a more natural one
since we interpret the Weyl function as the expectation value
of a displacement operator and the Wigner function as the
expectation value of a displaced parity operator.

Given the full SU(N ) parametrization and the manifold
of pure states (CPN−1), there are two forms for the volume
normalized differential elements. The inverse transforms for
the Wigner and Weyl functions are therefore given by

Â =
∫

�(φ,θ )
d�(φ, θ ) WÂ(φ, θ ) �M

2 (φ, θ ), (44)

and

Â =
∫

�̃(φ̃,θ̃ ,�̃)
d�̃(φ̃, θ̃ , �̃) W̃Â(φ̃, θ̃ , �̃) Û

M†
2 (φ̃, θ̃ , �̃),

(45)

where we can define the volume normalized differential ele-
ments to be

d�(φ, θ ) = M + 1

VCP1
sin(2θ ) dφ dθ, (46)

d�̃(φ̃, θ̃ , �̃) = M + 1

VSU(2)
sin(2θ̃ ) dφ̃ dθ̃ d�̃, (47)

where the method to calculate VCP1 and VSU(2) is shown in
Appendix C.

In this example the parametrization of the Weyl function
is explicitly given by all three Euler angles (φ̃, θ̃ , �̃). How-
ever, due to the parity being diagonal, the Wigner functions
for SU(2) appear to be parametrized by only two Euler
angles (θ, φ). The fact still remains that both functions are
parametrized over all three angles although, as we said earlier,
the Wigner function can be defined on the manifold of pure
states (SU(N )/Z(N )), whereas the Weyl function exists in
the full manifold (SU(N )). Furthermore, there is a home-
omorphism between the volume normalized elements given
by d�(φ, θ )d� ∼= d�̃(φ̃, θ̃ , �̃) [37], it is therefore the case
that either Eq. (46) or Eq. (47) is an equally valid volume
normalized differential element for the Wigner function. In
our view, the above perceived differences in the phase-space
structure for the Wigner and Weyl functions have been a
major obstacle finding an invertible Weyl function for finite-
dimensional systems, and our formulation therefore justifies
the use of Eq. (37) as the best choice of rotation operator for
both Wigner and Weyl functions.

C. SU(N )-symmetric quantum systems

The Wigner and Weyl functions for SU(N ) are found
by generalizing the displacement and parity operators from
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the preceding section. Starting with the appropriate rotation
operator, Eq. (37) has already conveniently been generalized
to SU(N ) in Ref. [38]. The procedure to generate the SU(N )
rotation operators is shown in Appendix B. The rotation
operator is given by ÛM

N (φ, θ ,�) for φ = {φ1 . . . φN (N−1)/2},
θ = {θ1 . . . θN (N−1)/2}, and � = {�1 . . . �N−1}.

The parity is a straightforward generalization of Eq. (39) to
SU(N ),

�̂ → �̂M
N =

dM
N −1∑
l=0

βM
N (l) Jz([l + 1]2 − 1), (48)

where dM
N is the dimensionality of the system given by

Eq. (A3). Here the Jz are the various diagonal Hermitian
operators of the Lie algebra of su(dM

N ) in the M = 1 (i.e.,
fundamental) representation, as explained in detail in Ap-
pendix A. The kernel for generating the Wigner function is
therefore given by

�̂(�) → �̂M
N (φ, θ ) = ÛM

N (φ, θ ,�)�̂M
N ÛM

N
†(φ, θ ,�).

(49)

As with SU(2) Wigner functions, the parity is diagonal which
leads to the �i terms canceling out. This in combination
with further cancellations leaves the SU(N ) Wigner functions
defined over 2(N − 1) angles from the generalized Euler
operator, equally split between θs and φs. This split allows
for the SU(N ) Wigner function to be visualized under an
“equal angle” slicing that maps the state to S2, allowing for a
representation of SU(N ) in a generalized Bloch sphere similar
to a Dicke state mapping [39].

The explicit form of Eq. (49) for M = 1 was given in
Ref. [40] in terms of coherent states by

�̂1
N (φ, θ ) = 1

N
1lN +

√
N + 1

2

N2−1∑
l=1

〈
(φ, θ ,�)1

N

∣∣Ĵ1
N (l)

× ∣∣(φ, θ ,�)1
N

〉
Ĵ1

N (l), (50)

where Ĵ1
N (l) are the generalized Gell-Mann matrices given in

Appendix A. The coherent states in Eq. (50) are given by∣∣(φ, θ ,�)1
N

〉 ≡ Û 1
N (φ, θ ,�)|0〉, (51)

where |0〉 is the lowest weighted (spin vacuum) state of
dimension d1

N = N2 − 1 [41]. Using the same procedure used
for Eq. (42), we can set θ = φ = � = 0 yielding the SU(N )
parity operator,

�̂1
N = 1

N
1lN +

√
N + 1

2
〈0|Ĵ1

N (N2 − 1)|0〉Ĵ1
N (N2 − 1)

= 1

N

(
1lN −

√
(N − 1)N (N + 1)

2
Ĵ1

N (N2 − 1)

)
, (52)

and returning the generalized parity operator given in Ref. [2].
The kernel for generating the Weyl function is therefore

also an extension of the SU(2) case in Eq. (43), where we
replace the SU(2) rotation operator with the SU(N ) rota-
tion operator used for the corresponding Wigner function in
Eq. (49), and so

D̂(�̃) → ÛM
N (φ̃, θ̃ , �̃). (53)

We again note that the Weyl function is defined over all N2 −
1 angles given by the generalized SU(N ) Euler operator. A
comprehensive discussion can be found in [2].

Given arbitrary SU(N ) Wigner and Weyl functions,
WÂ(�) and W̃Â(�̃), the density operators can be recovered
again by using S.W-1 and Eq. (33), respectively, where the
normalized differential elements can be constructed using
Appendix C.

D. General composite quantum systems

Generalization to composite systems is, in principle,
straightforward. Consider a set of N quantum systems
with respective Wigner and Weyl kernels being �̂i (�i ) and
D̂i (�̃i ). Then the composite kernels for finding the total
phase-space distributions are found simply by taking the
tensor product of the respective kernels of each component
system:

�̂(�) →
N⊗
i

�̂i (�i ), (54)

D̂(�̃) →
N⊗
i

D̂i (�̃i ). (55)

Here, � → {�i , . . . ,�N } and �̃ → {�̃i , . . . , �̃N }. The vol-
ume normalized differential elements to return the Hilbert
space operator are therefore given by

d� →
N∏
i

d�i , (56)

d�̃ →
N∏
i

d�̃i , (57)

where the procedure to generate each of the d�i and d�̃i is
defined in Appendix C.

Following this scheme for the HW group returns the for-
malism for a collection of particles in position and momentum
phase space (q, p) as originally introduced by Wigner [1]. Im-
portantly, these kernels allow us to generate Wigner and Weyl
functions for any composite system including hybrid ones
(such as qubits and fields in quantum information processing
devices, atoms and molecules including both spatial and spin
degrees of freedom, and particle physics in phase space). The
fact that it is also possible to calculate quantum dynamics
following Eq. (25) in phase space may lead to alternative
pathways to numerical calculating a system’s dynamics. For
example, an N electron Wigner function, as might be applied
in quantum chemistry, has 6N spatial and 2N spin continuous
real degrees of freedom (rather than 3N complex continuous
and 2N discrete ones). It may be that such a representation
could, in some situations, yield dynamics efficiently modeled
by adaptive mesh solvers in regimes where traditional meth-
ods are not efficient (such as in modeling chemical reactions).

Given N qudits, there are various ways a state can be
shown in phase space. Much of the previous work on Wigner
functions for finite spaces has chosen a Dicke state [42]
mapping of N qubits to an SU(2) M = N function. In our
earlier work [3], we chose to take either the tensor product of
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FIG. 2. Here we show in (a) and (c) the superposition state
for a spin- 5

2 spin coherent Schrödinger cat state [42], given by

(| − 5
2 〉 + | 5

2 〉)/
√

2 and in (b)and (d) the five-qubit GHZ state

(|00000〉 + |11111〉)/
√

2. (a) and (b) The spherical plot for the spin
Wigner functions where we have taken the equal angle slice, φi = φ

and θi = θ , and where blue is positive and red in negative. (c) and
(d) The spin Weyl function spherical plots for the slice �̃ = −φ̃, and
where we have again taken the equal angle slice φ̃i = φ̃, θ̃i = θ̃ . The
phase for the spin Weyl functions is given by color according to the
color wheel in the center of the figure. The absolute value is shown by
saturation, so that the Weyl function is white when the value at that
point is zero. Note that we have extended the range when mapping
the function onto the sphere, so that the range of θ̃ is doubled.

N SU(2) kernels,

�̂(�) = ⊗N
i=1�̂

1
2(�i ), (58)

or to take N SU(2) rotation operators, Û (�) = ⊗N
i=1Û

1
2 (�i ),

with the SU(2N ) parity. As an example, in Fig. 2 we compare
two of the options for visualizing a five-qubit GHZ state. In
Figs. 2(a) and 2(c) we show the Wigner and Weyl function
according to Sec. III B, where M = 5. This state can be
interpreted as either the approximation of the five-qubit GHZ
state or a six-level angular moment state in a superposition of
the highest and lowest weighted state. In Figs. 2(b) and 2(d),
we show the five-qubit GHZ state with a tensor product of 5
SU(2) kernels shown in Eq. (58) for the Wigner function and
the tensor product of five rotation operators for the Weyl func-
tion. Since for these visualizations the functions are defined
over θi and φi (θ̃i , φ̃i , and �̃i in the case of the Weyl function)
for i = 1, . . . , 5, unlike for the Dicke state mapping which
only requires i = 1, we need to choose appropriate slices. For
the Wigner function we have taken the equal angle slice θi = θ

and φi = φ. For the Weyl function we have set θ̃i = θ̃ , φ̃i = φ̃,
and �̃i = −φ̃.

We can see from Fig. 2 that the two Wigner functions
[Figs. 2(a) and 2(b)] look similar; this is since the equal angle
slice is similar to the symmetric subspace. Although the two
Wigner functions look similar, the advantage of using the ten-
sor product state can be found in the fact it is informationally

complete, whereas a Dicke state mapping is not. Interestingly,
the Weyl function for the two different choices of kernel are
identical. The Wigner functions differ due to the weighting
given by the parity to each element of the given basis, since
the parity isn’t present in the Weyl kernel, such a weighting
doesn’t exist and every element is equally weighted.

IV. QUANTUM STATISTICAL MECHANICS
IN PHASE SPACE

Both the Weyl formalism developed here and the Wigner
formalism given in [2,3] allow us to analyze finite-
dimensional and composite quantum systems in the same way
as one would analyze continuous-variable quantum systems.
Both the Wigner and Weyl functions are informationally
complete; one can always regain the Hilbert space represen-
tation of the collection of states by suitable integration of the
parameters for the phase-space functions with the appropriate
kernel. A corollary to this condition is that any quantum-
mechanical property defined in Hilbert space must have an
equivalent phase-space definition. The close relationship be-
tween quantum phase-space methods as presented here and
other statistical methods is apparent from Eq. (25), which
takes the form of a generalized Liouville equation. Further-
more, as one can now discuss and define thermodynamic con-
cepts and quantities for collections of finite quantum systems
[43,44], it goes without saying that one can have the same
discussion by using the Weyl or Wigner function of the same
collection of states.

This connection is well known to be more than a super-
ficial one. For instance, the partition function Z(β ) can be
found following the same approach as originally suggested by
Wigner [1]. For a given unnormalized thermal density matrix
ρ̂(β ) = exp(−βĤ ) where β ≡ 1/kBT

Z(β ) ≡ Tr [ρ̂(β )] =
∫

�

d�Wρ̂(β )(�), (59)

making use of S.W-3. Interestingly, to first order in β we
see a direct connection between the Wigner function for the
Hamiltonian WĤ (�) and the partition function,

Z(β ) =
∫

�

d�Wρ̂(β )(�) =
∫

�

d� Tr[ρ̂(β )�̂(�)]

=
∫

�

d� Tr

[ ∞∑
n=0

(−βĤ )n

n!
�̂(�)

]

= Z(0) − β

∫
�

d�WĤ (�)

+ β2

2

∫
�

d�W 2
Ĥ

(�) + O(β3), (60)

where the second and third terms are easily calculated and
come directly from S.W-3 and S.W-4, respectively. It also
follows from S.W-3 that Z(0) is the dimensionality of the
Hilbert space. We note that for some systems there may be
a computational advantage to using the above approach to
compute the approximate partition function, in particular for
small values of β. From the partition function we can further
calculate other thermodynamical quantities such as the total
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energy,

〈E〉 = −∂ ln Z(β )

∂β
, (61)

and free energy,

A = − 1

β
ln Z(β ), (62)

with clear analogy to classical statistical mechanics. This
will be of utility in the burgeoning field of quantum
thermodynamics.

When using these methods to generate partition functions
for finite systems, there are interesting cases for the expansion
of Eq. (59). As an example, we consider the Pauli matrices in
SU(2), given by h · σ̂ , where h = [hx, hy, hz] is the magnetic
field. Setting ρ̂(β ) = exp(−βh · σ̂ ), Eq. (59) reduces to

Z(β ) =
∫

�

d�

(
cosh(β|h|) W1(�) − sinh(β|h|)

|h| Wh·σ̂ (�)

)
= 2 cosh(β|h|). (63)

It’s useful to note that

Wh·σ̂ (�) = hxWσx
(�) + hyWσy

(�) + hzWσz
(�), (64)

which allows us to calculate the partition function through
the Wigner functions of the individual Pauli matrices. Fur-
thermore, the mean value Ā of any physical quantity Â, is
Tr [Â exp(−βĤ )]/Z(β ). We note that this can be written (by
using S.W-4) in terms of the Wigner functions as

Ā = 1

Z(β )

∫
�

d�WÂ(�)Wρ̂(β )(�). (65)

By using the first line of Eq. (63), we can extend this with
Eq. (65) to yield the solution,

Ā = 1

2

∫
�

d�

(
WÂ(�) − tanh(β|h|)

|h| WÂ(�)Wh·σ̂ (�)

)
,

(66)

setting Â = e · σ̂ , for e = [ex, ey, ez] where each ei is the
component of magnetization in the i direction, and noting that∫

�

d�We·σ̂ (�)Wh·σ̂ (�) =
∫

�

d�
(
exhxW

2
x (�) + eyhyW

2
y (�)

+ezhzW
2
z (�)

)
, (67)

Eq. (65) reduces to the expected

Ā = − tanh(β|h|)
|h| e · h = −|e| cos(ϑ ) tanh(β|h|), (68)

where ϑ is the angle between e and h. So Ā is therefore
completely calculable with the Wigner function.

We now turn our attention to the Weyl function. The
Weyl function can be viewed as a quantum analog of the
characteristic function [22]. In classical probability theory
the Fourier transform of the probability density function is the
characteristic function that has the powerful property of being
a moment-generating function. By following Refs. [17,45,46]
we can see that the Weyl function can be considered the
quantum analog of this characteristic function. In particular,
we see it acts as a moment-generating function if we consider

some operator Â where the phase space is parametrized by
�̃ = {ω̃1, . . . , ω̃n} where each ω̃i is an individual degree of
freedom, so that each moment is

Mm1,...,mn
=

n∏
i=1

(
ηi

∂

∂ω̃i

)mi

W̃Â(�̃)|�̃=0, (69)

where ηi = ±1,±i depending on the sign in front of the
corresponding moment in the generalized displacement oper-
ator. For example, when looking at SU(2) systems, to get the
correct sign ηi = −i. For HW, when choosing moments of α

(α∗) the correct value is ηi = −1 (or just 1 for α∗).
Weyl or Wigner functions can be used in the generation of

correlation functions. Correlation functions can be defined ei-
ther in terms of time or spatial coordinates and in special cases
can be rewritten as autocorrelation functions. For example, the
ambiguity function is the signal processing analog of the Weyl
function that can be reduced to a temporal autocorrelation
function by noting the spatial coordinates where the Doppler
shift is zero. Similarly, when looking at the Weyl function
from Eq. (12), by setting either p̃ = 0 (q̃ = 0) we can generate
the autocorrelation function for position (momentum) [47].
This can be seen from the definition of a general autocorre-
lation function:

R(χ ) =
∫ ∞

−∞
ψ∗(s + χ )ψ (s) ds = Tr[ρ̂ D̂(χ )]. (70)

Extension to finite-dimensional systems is now possible by
direct analogy. For example, when considering a single spin
we can define the following autocorrelation functions:

W̃ρ̂ (0, θ̃ , 0) = Tr[ρ̂ Û (0, θ̃ , 0)] ≡ R(θ̃ ), (71)

and

W̃ρ̂ (φ̃, 0, 0) = Tr[ρ̂ Ũ (φ̃, 0, 0)] ≡ R(φ̃). (72)

If we evaluate R(�̃) we see that it is identical to Eq. (72);
this allows us to view standard Weyl functions as effective
autocorrelation functions of the “rotation and phase” in the
spin. Generalization of autocorrelation to any system is then
simply given by

R(ω̃) = Tr[ρ̂ D̂(ω̃)], (73)

where ω̃ is any degree of freedom from the full parametriza-
tion. As the Weyl function is a characteristic function this
relation to autocorrelation is expected.

Higher order correlation functions can be generated from
directly measuring the Wigner or Weyl function by evaluating
the continuous cross-correlation integral of the Wigner (Weyl)
function with itself at a later time (corresponding to the
mapping � �→ � + � (�̃ �→ �̃ + �̃), where � (�̃) is the
displacement in phase space, which yields

R(�) = 1

V�

∫
�

d�Wρ̂ (� + �)Wρ̂ (�),

R̃(�̃) = 1

V�̃

∫
�̃

d�̃ W̃ρ̂ (�̃ + �̃)W̃ ∗
ρ̂ (�̃). (74)

These are alternative forms of Eq. (73), in particular Eq. (71)
and Eq. (72), for the Wigner or Weyl function. Following
the discussion in Sec. III D, the extension of Eq. (74) to
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collections of systems, and thus comparisons to Eq. (73), is
straightforward.

The Wiener-Khinchin theorem allows us to relate the auto-
correlation functions defined in Eq. (74) to appropriate power
spectral density functions (such as those used in neutron
scattering [48]), via a Fourier transform. More generally, it
is clear that one can define a correlation function C of a Weyl
function of a collection of finite quantum systems at time t1
and t2, where t1 > t2, as

C(�̃1, �̃2) = 〈W̃ρ(t1 )(�̃1) , W̃ρ(t2 )(�̃2)
〉
, (75)

and that the corresponding Wigner function version is gener-
atable by exploiting Eq. (35). What is more powerful is that
we can define not two-point correlation functions, but n-point
correlation functions of phase-space functions:

C(�̃1, �̃2, . . . , �̃n) = 〈W̃ρ(t1 )(�̃1) , W̃ρ(t2 )(�̃2)

, . . . , W̃ρ(tn−1 )(�̃n−1), W̃ρ(tn )(�̃n)
〉
. (76)

In this way, we map the changes in physical position and time
to changes in phase-space coordinates, allowing us to define
highly generalized static and dynamic structure factors for
spin systems.

We believe that these ideas can be further applied to
quantum statistical mechanics by using the above notions in
lieu of the moments of the inverse participation ratio (IPR)
[49] in order to describe the localization and complexity of a
collection of qubits or other quantum states, in particular those
used in Anderson localization [50]. This will be the subject of
future work.

V. CONCLUSIONS

In this work we have completed the Wigner-Weyl-Moyal-
Groenewold program of work describing quantum mechanics
as a statistical theory [22,23]. We have presented the general
framework in a modern context. Importantly we have shown
how unifying concepts of displacement and parity lead to
generalizations of Wigner and Weyl functions for any quan-
tum system and its dynamics. For correctly formulating the
Weyl function of a system we have discussed how taking
proper account of its underlying group structure is essential.
Specifically we observe that the Weyl function is not simply
the two-dimensional Fourier transform of the Wigner function
but is instead defined though a specific displacement operator
and its parametrization. The fact that the dimensionalities of
the two phase spaces seem to differ has, in our view, been
the major obstacle to completing the description of quantum
mechanics as a statistical theory in phase space which we have
here overcome. We have shown how a generalization of the
Fourier transform [29] links these two representations.

We have also shown how we can utilize phase space to
gain insight into statistical properties of quantum systems.
We have shown how statistically important quantities such as
the partition function and moment-generating function can be
constructed within this quantum phase-space approach. This
should lead to a natural framework for the study of important
applications in fields such as quantum thermodynamics. How-
ever, we understand the immense difficulty in effectively sam-
pling multidimensional continuous distributions and future

work in this area is needed. We hope this work pushes such
advancements in experimentally realizing such tomography,
either full or partial.

We speculate that, because we utilize only the underlying
group structure of the system of interest, extensions to this
work in areas outside of quantum mechanics may provide new
insights. Of particular interest would be applications to signal
processing where Wigner and Weyl (ambiguity) functions
already find great utility. There have already been attempts to
describe signal processing in terms of group actions (such as
Refs. [51,52]); a complete formalism could lead to more com-
putational efficiency in many areas of the field. We might also
borrow ideas from signal processing and ambiguity functions,
such as the formulation of the energy Ef of a signal [53].
Lastly, phase-space methods have seen many uses as entropic
measure, such as the Rényi entropy [54]; its extensions [55]
link ideas in quantum and classical information theory.

Finally it has been shown that by making use of its underly-
ing group structure we can fully describe any quantum system
in terms of a statistical theory in phase space. Because of this,
not only is this theory capable of describing and providing
new insights into standard quantum systems such as qubits,
atoms, and molecules but we also propose that extensions to
this would be of utility for systems with more exotic group
structures such as E(8), SU(1, 1), and anti–de Sitter space
calculations.
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APPENDIX A: GENERALIZED PAULI MATRICES

The ĴM
N (k) are generalized Pauli matrices of dimension dM

N

that are generated in the following way [41].
(1) Define a general basis |m1,m2, . . . , mN 〉 where M =∑N
k=1 mk , mk ∈ Z, and 2j ≡ M ∈ Z+.
(2) Define the following operators:

J a
b |m1, . . . , ma, . . . , mb, . . . , mN 〉
=
√

(ma + 1)mb |m1, . . . , ma + 1, . . . , mb − 1, . . . , mN 〉
for 1 � a < b � N ,

J a
b |m1, . . . , mb, . . . , ma, . . . , mN 〉
=
√

ma (mb + 1) |m1, . . . , ma − 1, . . . , mb + 1, . . . , mN 〉
for 1 � b < a � N , and,

J c
c |m1, . . . , mc, . . . , mN 〉

=
√

2

c(c + 1)

(
c∑

k=1

mk − c mc+1

)
|m1, . . . , mc, . . . , mN 〉

for 1 � c � N − 1.
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(3) Using the basis given in 1 and the operators given in 2,
define the following matrices:

Jx (a, b) ≡ J a
b + J b

a ,

Jy (a, b) ≡ −i
(
J a

b − J b
a

)
,

Jz([c + 1]2 − 1) ≡ J c
c . (A1)

for a, b = 1, 2, 3, . . . , N ; a < b and c = 1, 2, . . . , N − 1.
(4) Combine the three matrices given in Eq. (A1) to yield

the set {ĴM
N (k)} where k = 1, 2, . . . , N2 − 1 and

Tr
[
ĴM

N (i) · ĴM
N (j )

] = 2M

N + 1
dM

N+1δij , (A2)

where

dM
N ≡ (N + M − 1)!

M!(N − 1)!
. (A3)

For example, for N = 3 and M = 1, Eq. (A1) gives the
following 8 matrices, the spin-1/2 SU(3) Hermitian operators
also known as the Gell-Mann matrices [56]:

Jx (1, 2) ≡ Ĵ1
3(1) =

⎛
⎝0 1 0

1 0 0
0 0 0

⎞
⎠,

Jy (1, 2) ≡ Ĵ1
3(2) =

⎛
⎝0 −i 0

i 0 0
0 0 0

⎞
⎠,

Jx (1, 3) ≡ Ĵ1
3(4) =

⎛
⎝0 0 1

0 0 0
1 0 0

⎞
⎠,

Jy (1, 3) ≡ Ĵ1
3(5) =

⎛
⎝0 0 −i

0 0 0
i 0 0

⎞
⎠,

Jx (2, 3) ≡ Ĵ1
3(6) =

⎛
⎝0 0 0

0 0 1
0 1 0

⎞
⎠,

Jy (2, 3) ≡ Ĵ1
3(7) =

⎛
⎝0 0 0

0 0 −i

0 i 0

⎞
⎠, (A4)

and

Jz([1 + 1]2 − 1) ≡ Ĵ1
3(3) =

⎛
⎝1 0 0

0 −1 0
0 0 0

⎞
⎠,

Jz([2 + 1]2 − 1) ≡ Ĵ1
3(8) = 1√

3

⎛
⎝1 0 0

0 1 0
0 0 −2

⎞
⎠. (A5)

Similarly, for N = 2 and M = 2, Eq. (A1) gives the following
spin-1 SU(2) Hermitian operators:

Jx (1, 2) ≡ Ĵ2
2(1) = 1√

2

⎛
⎝0 1 0

1 0 1
0 1 0

⎞
⎠,

Jy (1, 2) ≡ Ĵ2
2(2) = 1√

2

⎛
⎝0 −i 0

i 0 −i

0 i 0

⎞
⎠, (A6)

and

Jz([1 + 1]2 − 1) ≡ Ĵ2
2(3) =

⎛
⎝1 0 0

0 0 0
0 0 −1

⎞
⎠. (A7)

For completeness, we define Jz(0) ≡ 1ldM
N

.

APPENDIX B: Û M
N OPERATORS

Our Weyl and Wigner formulations are based on the exploitation of a SU(N ) group action ÛM
N given in [38]:

ÛM
N (φ, θ ,�) =

⎛
⎝ ∏

N�q�2

∏
2�p�q

ÂM
N (p, j (q ))[φ, θ ]

⎞
⎠B̂M

N [�], (B1)

where

ÂM
N (p, j (q ))[φ, θ ] ≡ exp(iJz(3)φ(p−1)+j (q ) ) exp(iJy (1, p)θ(p−1)+j (q ) ), (B2)

B̂M
N [�] ≡

∏
1�c�N−1

exp
(
iJz([c + 1]2 − 1)�(N (N−1)/2)+c

)
, (B3)

and j (q ) = 0 for q = N with j (q ) =∑N−q

i=1 (N − i) for q �= N . For example, for N = 4 and M = 1 Eq. (B1) yields (via
Appendix A) the operator Û 1

4 (φ, θ ,�) that parametrizes the group SU(4) in the fundamental representation [57]:

Û 1
4 (φ, θ ,�) = exp

(
iĴ1

4(3)φ1
)

exp
(
iĴ1

4(2)θ1
)

exp
(
iĴ1

4(3)φ2
)

exp
(
iĴ1

4(5)θ2
)

exp
(
iĴ1

4(3)φ3
)

exp
(
iĴ1

4(10)θ3
)
,

exp
(
iĴ1

4(3)φ4
)

exp
(
iĴ1

4(2)θ4
)

exp
(
iĴ1

4(3)φ5
)

exp
(
iĴ1

4(5)θ5
)

exp
(
iĴ1

4(3)φ6
)

exp
(
iĴ1

3(2)θ6
)
,

exp
(
iĴ1

4(3)�1
)

exp
(
iĴ1

4(8)�2
)

exp
(
iĴ1

4(15)�3
)
. (B4)
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Furthermore, for N = 2 and M = 3 we get

Û 3
2 (φ, θ ,�)

= exp
(
iĴ3

2(3)φ1
)

exp
(
iĴ3

2(2)θ1
)

exp
(
iĴ3

2(3)�1
)
. (B5)

Here, Ĵ3
2(3) is just the 4 × 4 version of Ĵz and Ĵ3

2(2) is just the
4 × 4 version of Ĵy , in other words, the spin-3/2 version of
the SU(2) rotations.

APPENDIX C: NORMALIZATION REQUIREMENTS

For the Weyl function we have given to be information-
ally complete; it must reproduce the original Hilbert space
operator under integration over the appropriate manifold
parametrized by Eq. (B1). Here we will give the volume
normalized differential element necessary to integrate any
representation of a SU(N ) Wigner or Weyl function, such that

d� → dM
N

VCPN−1
dVCPN−1 , (C1)

d�̃ → dM
N

VSU(N )
dVSU(N ), (C2)

which when evaluated for CP1 and SU(2) correspond to
Eq. (46) and Eq. (47), respectively, when using dM

N as de-
fined in Eq. (A3). The difference in volume normalization
in Eq. (C1) and Eq. (C2) is due to the fact that the Wigner
function can be defined over the complex projective space
in N − 1 dimensions CPN−1, whereas the Weyl function is
defined over the full manifold of SU(N ).

To calculate the invariant volume element for CPN−1 we
use the following from [37,38]:

dVCPN−1 =
( ∏

2�k�N

K(k)

)
dφN−1dθN−1 . . . dφ1dθ1,

K(k) =
⎧⎨
⎩

sin(2θ1) k = 2,

cos(θk−1)2k−3 sin(θk−1) 2 < k < N,

cos(θN−1) sin(θN−1)2N−3 k = N,

(C3)

where the integration is over the following ranges [37,38],

0 � φj � 2π and 0 � θj � π

2
for 1 � j � N − 1, (C4)

such that

VCPN−1 =
∫

�

dVCPN−1 . (C5)

Now considering the SU(N ) volume element, we use the
overall volume of the manifold, which does not depend on the

dimension of the representation M [37]. As such, the volume,

VSU(N ) =
∫

�̃

dVSU(N ), (C6)

is generated by integrating the invariant integral measure of
SU(N ) derived from Eq. (B1):

dVSU(N )

=
⎛
⎝ ∏

N�q�2

∏
2�p�q

Ker(p, j (q ))

⎞
⎠dφdθd�,

Ker(p, j (q ))

=
⎧⎨
⎩

sin(2θ1+j (q ) ) p = 2,

cos(θ(p−1)+j (q ) )2p−3 sin(θ(p−1)+j (q ) ) 2 < p < q,

cos(θ(q−1)+j (q ) ) sin(θ(q−1)+j (q ) )2q−3 p = q,

(C7)

and j (q ) is from Eq. (B1). The method for generating the
ranges of integration for the full volume of SU(N ) are given
in [38]. For completeness, we note that it has been shown
[38,57–59] that the above is mathematically equivalent to the
Haar measure [60,61] for SU(N ).

It is important to note that the integration ranges for the cal-
culation of Eq. (C6) are equivalent to those used to calculate
Eq. (C5) but are not equal. While the ranges of integration
for the “local rotations” θj do not change, the ranges of
integration for the “local phases” φj and the “global phases”
�j used in the calculation of the overall volume VSU(N ) are
modified from those used to calculate VCPN−1 . For example,
the ranges needed to calculate VSU(4) are (from [38])

0 � φ1, φ4, φ6 � π and 0 � φ2, φ3, φ5 � 2π,

0 � θ1, θ2, θ3, θ4, θ5, θ6 � π

2
,

0 � �1 � 2π, 0 � �2 � 3π

(
1√
3

)
,

0 � �3 � 4π

(
1√
6

)
. (C8)

These ranges yield both a covering of SU(4) [37,57], as well
as the correct group volume for SU(4) [60,61]. One can use
these modified ranges to calculate the equivalent version of
Eq. (C5) for N = 4 but then the normalization in front of
Eq. (C1) would have to be changed.
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