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We employ mixed quantum-classical molecular dynamics simulations to investigate the fragmentation of
N2 molecules after core-level photoionization by an x-ray laser, subsequent Auger decay, and followed by a
femtosecond IR pulse that interacts with N2

2+. The delayed IR pulse couples the dissociative electronic states
of N2

2+ with electronic states that can support long-lived vibrational resonances. We compare our simulations
with previous quantum dynamics calculations in a quasidiabatic representation, which employed a small number
of electronic states. Good agreement for both the Auger spectrum as well as the influence of the delayed IR
pulse is found. By employing the mixed quantum-classical treatment, we can greatly reduce the computational
cost to simulate the fragmentation dynamics compared to the quantum dynamics simulations. Furthermore, we
reinvestigate the title process by employing an extended set of adiabatic potential energy surfaces and also
investigate the role of nonadiabatic coupling in the process. The use of the full set of adiabatic potentials increases
the dissociation probability and changes the details of the interaction with the IR pulse, but no effect due to the
nonadiabatic coupling is found.
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I. INTRODUCTION

The technological advances of x-ray free-electron lasers
(FELs) allow the study of complex molecular processes with
high temporal and spatial resolution. Pump-probe experiments
using FELs give the possibility to observe ultrafast phenom-
ena in quantum systems that occur on the time scale of few
tens to hundreds of femtoseconds. In particular, ultrashort
x-ray pulses at FELs can be used to track atomic motion
in molecules during photochemical processes [1]. Using the
Linac Coherent Light Source (LCLS) at SLAC National Lab-
oratory [2] core-shell ionization and subsequent dynamics in
diatomic and polyatomic molecules such as N2, H2S, and SF6

have been investigated [3–6].
Molecular nitrogen and its dication have been well studied

in spectroscopy because of their metastable states [7–16]. To
investigate the x-ray ionization and subsequent fragmentation
dynamics of N2, time-resolved pump-probe experiments were
performed at LCLS [1]. Following core-shell ionization by
an x-ray pulse, molecular N2

2+ is produced by Auger decay.
The N2 dication has a few vibrationally long-lived quasibound
metastable states [7,17–19]. The experiment observed the
unfragmented-N2

2+ yield as a function of time delay between
the ionizing x-ray pulse and a subsequent IR pulse. A decrease
in the unfragmented-N2

2+ yield has been reported from the
experiment [1].

In a recent quantum dynamics (QD) [20] investigation,
the interaction of the IR pulse with the dicationic system
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as a function of time delay of the IR pulse has been inves-
tigated using the multiconfiguration time-dependent Hartree
(MCTDH) [21–23] method and similar trends as in the
experiment have been observed [20]. Additionally, the depen-
dence of unfragmented N2

2+ on intensity and width of the IR
pulse was investigated. For certain Auger energies and pulse
delays, a slight increase in the unfragmented-N2

2+ yield was
found. However, the exact wave packet propagation is very
time consuming and its computational cost scales exponen-
tially with increasing system size. Thus, this approach is less
suitable to investigate the IR control of Coulomb explosions
in polyatomic systems.

This work assesses the prospects of using the computation-
ally efficient Tully’s fewest switches surface hopping (FSSH)
approach [24–28] to investigate the ultrafast dissociation of
N2

2+. In FSSH the electrons are treated quantum mechan-
ically, while the nuclei are treated classically, propagating
along a trajectory R(t ). The classical trajectories evolve on a
single potential energy surface (PES) and can switch between
the electronic states based on a hopping probability, which
is determined from the nonadiabatic coupling vector and the
transition dipole moment for the case of an applied electric
field [29–38].

The paper is organized as follows: In Sec. II, the ba-
sic expressions underlying the theory and the computational
methods used in this work are presented. Section III dis-
cusses the Auger spectrum and unfragmented-N2

2+ yield,
in a quasidiabatic representation from FSSH simulations,
and compares to previous QD simulations [20]. Section IV
gives a detailed discussion of the fragmentation dynamics in
the adiabatic representation in comparison to the dynamics
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in the quasidiabatic representation and discusses the im-
pact of nonadiabatic couplings. Finally, Sec. V summarizes
this work.

II. THEORETICAL BACKGROUND

A. Fewest switches surface hopping

Throughout this work FSSH [24–27,29–39] is employed
and the implementation largely follows Ref. [40]. In FSSH the
electrons are treated quantum mechanically, while the nuclei
are treated classically, propagating along a trajectory R(t ).
The classical trajectories evolve on a single PES and can
switch between the electronic states based on a hopping prob-
ability. To this end, the time-dependent Schrödinger equation
(TDSE) for the electrons is solved along the nuclear trajectory,

ih̄ċk (t ) =
∑

j

cj (t )[Vkj − ih̄ �̇R · �dkj ], (1)

where the cj are the expansion coefficients with respect to
the representation adopted, the Vkj are the matrix elements of
the electronic Hamiltonian, and the �dkj are the nonadiabatic
coupling vectors (NAC). In the adiabatic representation, the
matrix Vkj is diagonal. In the following, the adiabatic repre-
sentation is assumed and, thus, Vkj is omitted if k �= j . From
Eq. (1) the rate of change of population of the j th electronic
state reads

ρ̇jj =
∑
k �=j

bkj , (2)

where

bkj = −2Re[ρjk
�̇R · �dkj ], (3)

ρjk = cj c
∗
k , (4)

and the probability of switching from state j to state k, Pj→k ,
is obtained as

Pj→k = −bkj�t

ρjj

, (5)

where �t is the time step for the nuclear dynamics. The
hopping probability is compared to a uniformly distributed
random number ζ , 0 < ζ < 1, and a hop occurs if Pj→k is
larger than ζ . If a hop occurs, the velocities of the classical
trajectory are adjusted along the direction the nonadiabatic
coupling vector to conserve the total energy. Hopping is not
performed if there is not enough energy available for this
adjustment.

FSSH can be extended to account for coupling of electronic
states due to an external field [29–34,36–38,41], where the
Hamiltonian for the external field is given by Hext = − �E(t ) ·
�μ, with �μ the dipole operator in length form. In this work a
Gaussian shaped pulse polarized along the z axis is used and

�E(t ) = E0 e− 1
2 ( t−t0

σ
)2

cos(h̄ωf (t − t0) + �) ẑ, (6)

where E0 is the field amplitude, t0 is the pulse center, σ is the
pulse width, h̄ωf is the photon energy, and � is the phase
of the electric field relative to the Gaussian envelope. The

corresponding TDSE reads

ih̄ċk (t ) = ck (t )Vk−ih̄
∑

j

cj (t )[ �̇R · �dkj −i �E(t ) · �μkj ], (7)

and we obtain the rate of change of population as

ρ̇jj =
∑
k �=j

−2Re[ρjk
�̇R · �dkj ] + 2Re[iρjk

�E(t ) · �μkj ]. (8)

The probability of hopping is then given as in Eq. (5). How-
ever, for this case, the velocity is only adjusted if the hop is
due to the nuclear motion and not if the hop is mediated by
the electric field as the energy for the hop is transferred to the
system by the external field. To decide if a hop is due to the
external electric field or due to the nuclear motion, the ratio of
the magnitude of the two terms in Eq. (8) is calculated and a
Monte Carlo strategy is employed to sample the ratio and to
decide on the velocity adjustment.

B. Initial conditions, photoionization, and Auger decay

Initial nuclear positions and velocities on the ground-state
PES of N2 are obtained by either quasiclassical sampling or
Wigner sampling of the normal mode coordinate [42,43].

In the quasiclassical sampling, the ensemble of Cartesian
positions X and velocities V for the classical trajectories are
calculated by [43]

Xi = Xeq + L√
Mω

cos(2πri ), (9)

Vi = −L
√

ω√
M

sin(2πri ), (10)

where i = 1, . . . , N numbers the sample, L, M , and ω are
the normal mode coordinate, normal mode mass, and normal
mode frequency, respectively, Xeq is the ground-state equi-
librium geometry, and ri is a uniformly distributed random
number in the interval [0,1].

FIG. 1. The distribution of the initial N-N distance obtained from
both the Wigner (solid line) and quasiclassical (dashed line) sampling
methods.

063421-2



INFRARED-LASER-PULSE-ENHANCED ULTRAFAST … PHYSICAL REVIEW A 98, 063421 (2018)

The Wigner distribution [42] for the vibrational ground
state is given as

W (n=0)(R,P ) = e−(P 2+R2 ), (11)

where (R, P ) is a point in phase space. The Wigner dis-
tribution is sampled employing the von Neumann rejection
scheme [42]. The corresponding phase space points are trans-
formed to Cartesian coordinates,

Xi = Xeq + LRi√
Mω

, (12)

Vi = LPi

√
ω√

M
. (13)

Please note that the harmonic approximation is employed in
this work for sampling the ground vibrational state of N2. The
average energy of the initial trajectories is thus 〈E〉 = 1

2 h̄ω =
0.14 eV, which is larger than the exact energy expectation
value of 0.12 eV [20], the energy of the wave packet employed
in the quantum dynamics calculations [20].

Both sampling methods have certain strengths and weak-
nesses. On the one hand, the Wigner sampling faithfully re-
produces the position distribution of the initial quantum wave
packet (see Fig. 1). The quasiclassical sampling, however,
results in a distribution that peaks at the classical turning
points (see Fig. 1). On the other hand, the quasiclassical
sampling reproduces the energy spread of the sampled vi-
brational ground state, �E =

√
〈E2〉 − 〈E〉2 = 0 eV, while

FIG. 2. PESs employed in this work are relative to the ground-state minimum of N2. (a) The PES of N2 (solid line) corresponds to the
left-hand side y axis and the PES of core-ionized N2

+(1s−1) (dashed line) corresponds to the right-hand-side y axis. (b) Eight quasidiabatic
PESs of N2

2+ as employed in previous QD simulations [20]. (c)–(f) Thirty adiabatic PESs of N2
2+ calculated at the CASSCF/aug-cc-pVTZ

level of theory.
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the Wigner sampling gives �E = 1
2 h̄ω = 0.14 eV for the

present case of an initial harmonic state. In this work, we
have sampled 5000 trajectories of N2 molecules that are
initially aligned along the z axis. Then a counterclock-
wise rotation around the y axis with uniformly distributed
random angles is performed to mimic the distribution of
the rotational ground state relative to the IR polarization
axis [20].

The sampled geometries are vertically lifted to the core-
ionized N2

+ electronic state and propagated on that PES.
Please note that we follow Ref. [20] and only employ the core-
ionized N2

+ electronic state that corresponds to σu symmetry.
The N2

+ electronic state with σg symmetry is separated by
about 100 meV [16,44] and thus inclusion of this electronic
state would only have minimal effect on the results presented.
A Monte Carlo scheme is employed to mimic the Auger
decay [45,46] and the Auger rates are taken to be the same
as in the previous QD simulation [20]. Please note that,
following Ref. [20], we assume that the IR pulse has no effect
on the Auger decay. If an Auger decay occurs, the trajectory is
switched to the corresponding N2

2+ state and is subsequently
propagated on the manifold of N2

2+ electronic states under
the influence of the IR pulse as described in Sec. II A.

C. Electronic structure calculations

Electronic structure data such as energies, gradients, nona-
diabatic coupling vectors, and transition dipole elements are
calculated at the complete active space self-consistent field
(CASSCF) level of theory employing the aug-cc-pVTZ ba-
sis set developed by Dunning [47] using the MOLCAS 8.2
package [48–51]. The nonadiabatic coupling vector �dkj is
obtained using finite differences as [28]

dkj

(
R + �R

2

)
= 1

2�R
(〈φk (r; R)|φj (r; R + �R)〉

− 〈φk (r; R + �R)|φj (r; R)〉). (14)

All the above mentioned electronic structure quantities are
calculated on a regular R grid between 0.5 and 3.5 Å at a
spacing of 0.01 Å and then interpolated on-the-fly using the
smoothed spline interpolation scheme [52–54] in PYTHON.
Figure 2 displays the different PESs employed in this work.
Figure 2(a) displays the ground electronic state of N2 and the
core-ionized state of N2

+ [20]. The two PESs are separated
by about 420 eV; however, the minimum of the N2

+ PES
is in the Franck-Condon region. Figure 2(b) displays the
quasidiabatic PESs of N2

2+ that were used in the previous
QD simulations [20]. The X1�+

g and 11�+
u states have a local

minimum in the Franck-Condon region. In contrast, the local

FIG. 3. Auger spectrum using quasidiabatic PESs [shown in Fig. 2(b)] from (a) FSSH (Wigner sampling), (b) FSSH (quasiclassical
sampling), and (c) QD [20]. Unfragmented N2

2+ (IR free) from (d) FSSH (Wigner sampling), (e) FSSH (quasiclassical sampling), and (f)
QD [20].
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minima of the 11�g , 2 1�+
g , and 11�u states are located outside

of the Franck-Condon region, and the 11�g , 2 1�g , and 3 1�g

do not show any local minimum.
Due to the high computational cost of the exact QD sim-

ulations, only a small set of quasidiabatic, uncoupled states
could be employed in the previous work [20]. As the FSSH
simulations performed in this work have a greatly reduced
computational cost, we also studied an extended set of 30
adiabatic states of N2

2+ in the energy region of interest, which
are depicted in Figs. 2(c)–2(f). Additionally, we investigated
the role of nonadiabatic coupling in the Coulomb explosion.

III. COMPARISON TO QUANTUM
DYNAMICS SIMULATIONS

A. Auger spectrum

In Fig. 3 the Auger electron kinetic-energy spectrum
σA(E) is presented (no IR pulse present). The full Auger
spectrum obtained from FSSH employing both Wigner and
quasiclassical sampling [Figs. 3(a) and 3(b), respectively]
gives very good agreement with previous QD simulations
[Fig. 3(c)] [20]. Please note that the Auger spectrum displayed
in Fig. 3 is shifted by 11.95 eV, as was done in the QD
simulations [20]. The peak positions and the peak widths
match the QD spectrum, but small deviations are found for
the relative peak heights. The Auger spectrum obtained from
quasiclassical sampling shows a small splitting of the peaks,
due to the inaccurate initial distribution (see also Fig. 1).

Figures 3(d)–3(f) show the Auger energy dependent
unfragmented-N2

2+ yield from FSSH employing Wigner
sampling (d), quasiclassical sampling (e), and from QD sim-
ulations (f) [20]. Very good agreement is found between all
three simulations. Auger decay into the 11�g state leads to
complete dissociation of N2

2+ due to its dissociative PES as
shown and discussed in Sec. II A. The 11�g state has a shallow
local minimum away from the Franck-Condon region, which
also leads to complete dissociation. The 2 1�+

g and 11�u states
lead to partial dissociation. The local minimum on each PES

FIG. 4. N2
2+ yield from FSSH (solid lines) and QD (dashed

lines) in the presence of IR pulses with the pulse parameters given
in Table I.

TABLE I. Parameters for the IR pulses employed in this work
(cf. Ref. [20]).

IR pulse I0 (1014 W cm−2) �IR (FWHM) (fs)

k = 0 – –
k = 1 6.68 3.54
k = 3 3.37 7.07
k = 5 0.84 28.28
k = 6 0.56 42.43

has a considerable depth, but both minima are away from
the Franck-Condon region. The overall N2

2+ yield from the
FSSH calculation is 0.22, which is slightly lower than the
value obtained from QD simulations, which is 0.25 [20]. This
difference is due to the initial energy of the trajectories, which
is greater than the initial energy of the QD wave packet as
discussed in Sec. II B. The results obtained with the Wigner
sampling resemble the QD results slightly better due to the
faithful reproduction of the initial quantum distribution. Thus,

FIG. 5. N2
2+ yield with (k = 6) and without (k = 0) IR pulse.

FSSH results are given by solid lines and QD results are given by
dashed lines. (a) Overall N2

2+ yield as well as contributions from
different Auger channels. (b) and (c) N2

2+ yield for alignment of N2

parallel, diagonal, and perpendicular to the IR field.
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FIG. 6. N2
2+ yield (IR free) as a function of energy using the adiabatic PESs [shown in Figs. 2(c)–2(f)] from (a) FSSH (without NAC) and

(b) FSSH (with NAC) in comparison to the N2
2+ yield from (c) FSSH using quasidiabatic PESs [same as in Fig. 3(d)].

for the remainder of this paper, we will show only results
obtained with the Wigner sampling.

B. N2
2+ yield in the presence of an IR pulse

Figure 4 shows the unfragmented-N2
2+ yield from FSSH

(solid lines) and QD [20] (dashed lines) as a function of time
delay of an IR pulse, where the parameters of the different IR
pulses are given in Table I. As discussed in the previous sec-
tion (Sec. III A), the IR free (k = 0) yield obtained from FSSH
is slightly smaller than the yield obtained from QD [20] due
to the approximations in the initial sampling. In the presence
of long IR pulses (k = 5 and k = 6), the unfragmented-N2

2+

yield from FSSH shows very good agreement with QD [20].
For short IR pulses (k = 1 and k = 3), we found less N2

2+

fragmentation from FSSH than QD [20]. This difference can
be rationalized by the approximations in the sampling of the
initial conditions. In particular, due to the harmonic approx-
imation, the initial distribution is symmetric as compared to
the slightly asymmetric initial distribution of the exact ground
state in the QD simulations and the initial energy of the
trajectories is slightly overestimated in FSSH. Additionally,
the sampling of initial conditions ignores any rovibrational
coupling, which is present in the QD simulations. Small
differences in the dynamics resulting from the approximations
in the sampling manifest themselves more strongly for short
IR pulses than long IR pulses, due to less averaging in
the former case. These shortcomings could, for example, be
overcome by employing the ring polymer molecular dynamics
approach [55,56] with nonequilibrium initial conditions [57]
and surface hopping [58,59]. This is left for future work.

Figure 5 shows the unfragmented-N2
2+ yield as a function

of time delay for the long IR pulse (k = 6) and no IR pulse
(k = 0). Figure 5(a) gives the total yield of unfragmented-
N2

2+, which we discussed in the previous paragraph. The total
unfragmented-N2

2+ yield in the presence of a long IR pulse
(k = 6) shows very good agreement with QD simulations [20].

Figure 5(a) also gives the N2
2+ yield from the individual

Auger channels. Again good agreement between the FSSH
and QD simulations is found. The largest differences can be
found for IR free cases (i.e., very negative delay times), which
have been discussed above (cf. Fig. 3). In the presence of
an IR pulse very good agreement between FSSH and QD
simulations is found. The 21�+

g channel does not undergo any
fragmentation and 11�u undergoes minimal dissociation. The
same behavior was observed in the QD simulations [20].

Figures 5(b)–5(d) show the N2
2+ yield for different initial

alignments of the N2 molecular axis relative to the IR po-
larization axis given by an angle θ . To this end, we define
three regions: parallel (yield‖) to the field (0◦ < θ < 30◦ and
150◦ < θ < 180◦), diagonal (yield/) to the field (30◦ < θ <

60◦ and 120◦ < θ < 150◦), and perpendicular (yield⊥) to the
field (60◦ < θ < 120◦) [20]. All these quantities show good
agreement with the QD simulations. The reduced computa-
tional cost and better scaling of FSSH compared to QD, while
giving overall good agreement, will allow for the investigation
of bigger systems and more complex dynamics.

IV. FRAGMENTATION IN ADIABATIC REPRESENTATION

Due to the increased efficiency of the FSSH simulations
compared to the QD, we can also investigate the fragmen-
tation dynamics including all 30 adiabatic PESs shown in
Figs. 2(c)–2(f). In this section, we also investigate the role of
non-Born-Oppenheimer effects due to nonadiabatic coupling
of these PESs, which could not be done in the QD simula-
tions [20].

Figure 6 shows the N2
2+ yield (IR free) as a function

of Auger energy for uncoupled ( �dkj = 0) adiabatic PESs
[Fig. 6(a)] and coupled adiabatic PESs [Fig. 6(b)] in compari-
son with the previously discussed results on the quasidiabatic
PESs [Fig. 6(c)]. We observe that the state 21�+

g leads to com-
plete dissociation of N2

2+ compared to partial dissociation
for the quasidiabatic PESs. The difference in fragmentation
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FIG. 7. N2
2+ yield from FSSH simulations using quasidiabatic

(dashed), uncoupled adiabatic (dotted), and coupled adiabatic (solid)
representations. (a) Total N2

2+ yield; (b)–(d) N2 parallel, diagonal,
and perpendicular to the IR field.

is due to the higher dissociation barrier on the quasidiabatic
PESs, which results from smoothly changing from one to
another adiabatic PES when constructing the quasidiabatic
PESs and ignoring all off-diagonal potential matrix elements.
No difference between the simulations employing uncoupled
or fully coupled adiabatic PESs is observed. All other features
in the Auger energy dependent IR free N2

2+ yield are the
same for the adiabatic and quasidiabatic PESs as both sets are
similar in the Franck-Condon region.

The increased number of PESs in the simulations that
employ the adiabatic representation allows for more possi-
ble ways for the IR pulse to excite the system. Therefore,
we will now analyze the N2

2+ yield when applying an IR
pulse. Figure 7 shows the unfragmented-N2

2+ yield as a
function of time delay of the IR pulse for uncoupled adiabatic
(dotted lines) and coupled adiabatic PESs (solid lines) from
FSSH simulations in comparison to the previously discussed
yield on the quasidiabatic PESs (cf. Fig. 5). The total N2

2+

yield is shown in Fig. 7(a). We observe that the IR free N2
2+

FIG. 8. Magnitude of (a) parallel (z) and (b) perpendicular (x, y)
components of the transition dipole moments (μ) of the dominant
metastable state 1 1�+

u in the Franck-Condon region.

yield employing the adiabatic PESs (both coupled and uncou-
pled) is lower than on the quasidiabatic PESs, as discussed
above (cf. Fig. 6). Overall, a similar magnitude of dissociation
due to the IR pulse is found for the adiabatic and quasidiabatic
PESs. No impact of nonadiabatic coupling is found for the
cases considered in this work.

Figures 7(b)–7(d) give the unfragmented-N2
2+ yield in the

three different alignment regions discussed in Sec. III B. In the
presence of the IR pulse, we observe a different N2

2+ yield
in these regions (coupled and uncoupled PESs) compared to
the quasidiabatic PESs. This effect is most pronounced for
N2 aligned parallel to the IR field. This difference can be
attributed to the inclusion of more adiabatic PESs, which
gives trajectories the possibility to hop to more different PESs
compared to the previous calculations. This is exemplified
for the dominant metastable state 11�+

u . Figure 8 shows the
parallel and perpendicular components of the transition dipole
moment of 11�+

u with respect to the IR pulse polarization. In
the previous simulations this state was optically coupled via
the parallel component of the transition dipole moment to two
other states (i.e., X1�+

g and 2 1�+
g ) in the Franck-Condon re-

gion. In contrast, in the extended adiabatic representation, the
same state is optically coupled to five other states (i.e., X1�+

g ,
2 1�+

g , 3 1�+
g , 4 1�+

g , and 5 1�+
g ) via the parallel component of

the transition dipole moment in the Franck-Condon region.
The states 4 1�+

g and 5 1�+
g in the adiabatic representation
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are strongly coupled with the metastable state 1 1�+
u via the

parallel component [Fig. 8(a)], which results in increased
N2

2+ fragmentation when the system is parallel to the IR
pulse. Similarly, the same state was optically coupled to three
other states (i.e., 1 1�g , 2 1�g , and 3 1�g) via the perpendic-
ular component of the transition dipole in the previous sim-
ulations. However, in the extended adiabatic representation,
it is coupled to five other states (i.e., 1 1�g , 2 1�g , 3 1�g ,
4 1�g , and 5 1�g). Unlike the parallel component, the states
4 1�g and 5 1�g do not have a strong optical coupling via
the perpendicular component of the transition dipole moment
[Fig. 8(b)]. Thus, the effect of additional states is less strong
when the system is diagonal or perpendicular to the IR pulse.
Additionally, omitting the quasidiabatic representation and
switching to a fully adiabatic representation also changes the
coupling pattern. Similar trends are observed also for the other
states.

V. CONCLUSION

We have performed x-ray pump-IR probe FSSH simula-
tions of N2 molecules and compared the results with previous
QD simulations [20]. The x-ray pulse photoionizes the N2 by
removing an inner shell electron followed by Auger decay
of the N2

+ system to N2
2+. The interaction of N2

2+ with a
subsequent IR pulse has been studied. First, we conducted this
study in the quasidiabatic (eight N2

2+ states) representation
employed in the previous QD [20] studies. Results from FSSH

simulations for long IR pulses are in good agreement with the
QD simulations [20], whereas we observe slightly less frag-
mentation of N2

2+ in the presence of short IR pulses. This can
be rationalized by the approximations made for sampling the
initial conditions. Due to the increased efficiency of the FSSH
simulations, we could reinvestigate the problem employing
an extended set of 30 adiabatic PESs. In the adiabatic rep-
resentation, the total unfragmented-N2

2+ yield is decreased
compared to simulations in the quasidiabatic representation.
Moreover, in contrast to the conclusions of Ref. [20], we find
IR-induced molecular fragmentation for parallel alignment to
be as strong as for perpendicular alignment. No impact of
nonadiabatic coupling is found. FSSH greatly reduced the
simulation cost and has a better scaling than QD simula-
tions [20], which opens the door for investigation of fragmen-
tation dynamics for larger systems. Polyatomic systems can
be treated in mixed quantum-classical simulations by either
on-the-fly electronic structure calculations or by using fitted
PES, e.g., employing machine learning techniques.
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