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Ionization and electron capture in collisions of bare carbon ions with hydrogen
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Ionization and electron capture in collisions of bare carbon ions with atomic hydrogen has been studied
using the wave-packet continuum discretization approach. The three-body Schrédinger equation governing the
collision process is solved using the two-center expansion of the total scattering wave function. Calculations
have been performed for the projectile energy range from 1 keV/amu to 10 MeV /amu. While there is excellent
agreement with experimental data for the total electron-capture cross section over the entire energy range, the
calculated total ionization cross section slightly overestimates the only available measured point. The singly and
doubly differential ionization cross sections at 1 and 2.5 MeV /amu are in good agreement with experiment. The
differential cross section calculations are extended to lower energies where perturbative methods are expected
to fail. At 100 keV/amu impact energy the present singly differential cross section in the ejected angle of the
electron shows a pronounced peak in the forward direction. It is concluded that at low incident energies electron
capture into the continuum of the projectile strongly enhances electron ejection in the forward direction.

DOI: 10.1103/PhysRevA.98.062710

I. INTRODUCTION

The collision of bare carbon ions with atomic hydrogen
is a three-body scattering problem where the target electron
is exposed to the strongly asymmetric two-center Coulomb
field. Due to the long-range attraction of the projectile the
multiple-scattering effects are important in a wide energy
range, making the first-order approaches problematic even
at considerably high impact energies. Apart from funda-
mental interest this collision system is also of considerable
importance in practical applications such as plasma mod-
eling [1]. For instance, in the ITER project, the proposed
neutral hydrogen beam heating of the magnetically confined
plasma can initiate collisions between atomic hydrogen and
various impurity ions. Furthermore, methods such as charge-
exchange recombination spectroscopy, beam emission spec-
troscopy, and motional Stark effect spectroscopy can provide
information about field strength, temperature, density, and
magnetic field orientation. These diagnostic methods require
accurate data on charge-transfer, ionization, and excitation
cross sections [2]. Considering that the first-order theories do
not perform very well for moderately energetic highly charged
projectiles, more sophisticated nonperturbative approaches
need to be used for calculations on the entire energy range of
interest.

Another practical application is hadron therapy of cancer,
where beams of protons and bare carbon ions are used to elim-
inate tumor cells [3]. The carbon projectiles are considered to
be more efficient as their Bragg peak in the radiation dose
distribution curve is significantly sharper, which reduces the
amount of radiation delivered to surrounding normal tissue.
Accurate cross-section data for collisions of carbon projec-
tiles with relevant targets can potentially improve treatment
outcomes. Testing the theoretical model on the simplest target
is therefore a necessary first step.
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Experimental studies of C®*-H collisions are very limited
due to the difficulties associated with obtaining a sufficiently
intense beam of fully stripped carbon ions. For the total
electron-capture cross section the data are available at low
(1-10 keV/amu) [4] and intermediate (100-200 keV /amu)
[5] energy regions. The total ionization cross section was
measured only at 400 keV /amu by Shah and Gilbody [6]. The
measurements of singly and doubly differential cross sections
of ionization as a function of the ejected electron’s energy and
angle were performed at 1 and 2.5 MeV /amu impact energies
in Refs. [7-9].

From a theoretical point of view there exists quite ex-
tensive research on C®*-H collisions. The earliest works
were based on the first Born approximation (FBA), which
neglects multiple-scattering effects and coupling between re-
action channels. Excitation, electron-capture, and ionization
channels are all considered separately. Investigations of the
electron-capture process in C%*-H collisions go back to the
pioneering works of Oppenheimer [10] and Brinkman and
Kramers [11], who neglected the internuclear potential. Later,
Jackson and Schiff [12] demonstrated the importance of this
potential even for the highest impact energies where the
FBA was expected to be reliable. However, the electron-
capture cross sections obtained by Jackson and Schiff [12]
still overestimated the measured data of Goffe et al. [5] by
an order of magnitude. Further investigations revealed that at
high energies the FBA is valid only for the description of
ionization, while an adequate treatment of electron capture
requires inclusion of at least the second-order term in the
perturbation. This is due to the fact that the electron-capture
process in energetic collisions involves a multiple scattering
mechanism [13]. For this reason, the FBA-type approaches,
even the ones which include the interaction potentials between
all reaction constituents, fail to describe the electron-capture
process at high impact energies.
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Belkic et al. [14] stated that the large discrepancy with
the experiment for the electron-capture cross section was
caused by the inadequacy of the FBA approach of Jackson and
Schiff [12] to account for the long-range Coulomb interaction
between the target proton and the traveling C°* ion formed
after capturing the electron. To address this problem Belkic
et al. [14] developed a so-called boundary-corrected first
Born approximation, abbreviated as B1B. They introduced a
Coulomb distortion in the form of a logarithmic phase factor
to modify the outgoing wave in the exit channel. The B1B
results of Belkic ef al. [14] agree well with the measured data
of Goffe et al. [5].

The continuum-distorted-wave (CDW) method also takes
into account multiple-scattering effects. The method and its
applications to electron-capture problems were reviewed by
Belkic et al. [15]. Crothers and McCain [16] and Rivarola
et al. [17] developed a continuum-distorted-wave eikonal-
initial-state (CDW-EIS) approach and applied to ionization.

The classical-trajectory Monte Carlo (CTMC) technique
was utilized by several authors [18-23] to calculate ionization
and electron-capture processes in C®*-H collisions. The com-
putational cost of this approach is relatively low. However,
the reliability of the results depends on the quality of the
underlying statistics; therefore, the method requires a very
large number of trajectory calculations to be carried out.

The aforementioned approaches to the problem are all per-
turbative methods without coupling between various possible
reaction channels. Each channel is considered independent.
The most reliable methods in scattering theory, which al-
low calculating elastic scattering, excitation, ionization, and
electron-capture cross sections in state-resolved levels, are
based on the lattice and the two-center atomic and molecular-
orbital close-coupling approaches. The first approach solves
the semiclassical time-dependent Schrodinger equation for the
electronic scattering wave function directly by discretizing
the space coordinates. The accuracy of the final results in
this method is ensured by choosing a sufficiently large and
densely discretized space grid. However, the method quickly
becomes impractical and overly time consuming for colli-
sions with highly charged projectiles, since much larger space
needs to be discretized as the projectile charge increases.
The molecular-orbital close-coupling (MOCC) approach
[24-26] treats the collision system as a molecule. The method
is reliable and practical at a near-adiabatic regime where
the incident energy of the projectile is sufficiently low.
The atomic-orbital close-coupling (AOCC) approach [22,27]
solves the semiclassical time-dependent Schrodinger equation
by expanding the scattering wave function in terms of a linear
combination of traveling atomic orbitals localized on the two
nuclear centers. The main challenge of the AOCC approaches
is to achieve convergence of the final results with respect
to the number of target and projectile states before running
into issues with ill-conditioned systems which can occur as
a result of overly large expansions and inaccuracies in the
interaction matrix elements. For highly charged projectiles,
achieving convergence is even more complicated as the target
electron can be captured to projectile states with large prin-
cipal quantum numbers. The collision data obtained by the
AOCC approach are available at low to intermediate energies
[22,27]. At higher energies where the cross section for the

ionization channel should merge with the results of FBA
the AOCC calculations become time consuming since in this
kinematic regime the integrands of the rearrangement matrix
elements required to describe the electron-capture process are
extremely oscillatory. For this reason no AOCC results for
C%*-H collisions have been available so far at energies higher
than 500 keV /amu.

In this work we consider scattering of bare carbon ions
on atomic hydrogen on a wide projectile energy range from
1 keV/amu to 10 MeV/amu using one unified approach and
make a comparison of the obtained results with the published
results of the MOCC, AOCC, CTMC, CDW-EIS, B1B, and
FBA approaches, which perform well in various parts of the
considered energy range. To this end our two-center semiclas-
sical wave-packet convergent close-coupling (WP-CCC) ap-
proach [28] to proton-hydrogen collisions is extended to take
arbitrary charges and masses for the nuclei of the collision
system. However, one must note that in these heavy-particle
collisions, the masses of the proton and carbon nucleus can
be taken as infinite compared to that of the electron. The full
three-body Schrodinger equation is solved by expanding the
total scattering wave function in a two-center basis of atomic
wave functions. This leads to a set of coupled differential
equations for the transition probability amplitudes which are
used to calculate the cross sections for elastic scattering, target
excitation, electron capture by the projectile, and ionization.
The wave functions representing atomic hydrogen are the true
eigenfunctions for the negative-energy states and orthonormal
stationary wave packets for positive-energy states. The wave
packets representing the target continuum are constructed
using the Coulomb wave function, the eigenstate of the hy-
drogenic Hamiltonian. The basis functions on the projectile
center representing the states of the C>* ion are obtained in
a similar way, taking into account the charge and mass of
the nucleus. Convergence of state-resolved and total cross
sections is achieved by increasing the number of included
negative-energy eigenstates and positive-energy pseudostates
for the projectile-electron and target-electron systems. In ad-
dition to introducing arbitrary nuclear charges, the underly-
ing computer code has also been enhanced with OpenACC
features [29] which offload most of the computation to the
graphical processing units (GPUs). This gives up to a two-
order-of-magnitude speedup over the original computer code
that runs on traditional central processing units. This upgrade
allows us to include a considerably larger number of atomic
orbitals as well as to increase the accuracy of calculations in
kinematic regimes which have been problematic for previous
two-center AOCC approaches.

The paper is set out as follows. In Sec. II we give a
brief outline of the formalism. The results of calculations
are presented in Sec. III. Finally in Sec. IV we highlight
the principal findings and draw conclusions. Unless specified
otherwise, atomic units are used throughout.

II. FORMALISM

The basic formalism of the wave-packet convergent close-
coupling approach to proton-hydrogen collisions is given in
Refs. [28,30]. It has been extended to two-electron targets in
Ref. [31]. In this paper we generalize this approach to the
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collisions of bare ions with hydrogenic targets consisting of
a nucleus and one electron. This type of collision represents
a three-body Coulomb scattering problem. Therefore, the
required modifications to the existing WP-CCC approach are
minimal and involve only allowing for arbitrary charge and
mass of the two nuclei. Scattering of a projectile with charge
Z,, off the one-electron target with nucleus charge Z; is gov-
erned by the following full three-body Schrodinger equation
for the total scattering wave function with the outgoing-wave
boundary conditions:

(H — E)W;" =0, (1)

where E is the total energy and H is the full three-body
Hamiltonian of the collision system. The index i denotes the
initial channel, from which the total scattering wave develops.
In the present work it is taken to be the projectile of energy
E;, incident on H in the ground state. Equation (1) is solved
by expanding the total scattering wave function in terms of the
target (1) and projectile () pseudostates as

N M
WF A Fult, b)a(r)e' = + 3 Gylt, b)yp(rye'®,
a=1 B=1

2

where F, and Gg are time-dependent coefficients, and N
and M are the numbers of basis functions on the target and
projectile centers. Equation (2) is written in terms of the
variables of the Jacobi coordinates, where the index o denotes
a quantum state in a channel where a projectile of relative
momentum ¢, is incident on a bound state of the target atom.
The index B denotes a quantum state in the rearrangement
channel, where the atom formed by the projectile after elec-
tron capture has momentum g relative to the stripped target
nucleus. The position of the projectile with respect to the
center of mass of the target nucleus-electron pair is denoted by
0, while o is the position of the projectile-electron pair with
respect to the target nucleus. R represents the position vector
of the projectile relative to the target nucleus. In this work
we assume that the target nucleus is located at a fixed origin
and the projectile is moving along a straight-line classical
trajectory R = b + vt, where b is the impact parameter and
v is the projectile velocity. The impact parameter is defined
so that b - v = 0. The position of the electron relative to the
target proton is ry, while r,, is the electron position relative
to the projectile. The sets of projectile (C3*) and target
(H) pseudostates are constructed from the combination of
negative-energy eigenstates and positive-energy wave-packet
pseudostates in a similar way as described in Ref. [28], but
taking into account the charge of the corresponding nucleus.
The wave-packet pseudostates form an orthonormal set of
basis functions separately for the target and projectiles atoms.
However, the pseudostates from one set are not orthogonal
to the pseudostates from another set. In addition, the wave-
packet pseudostates from the target-centered set diagonalize
the Hamiltonian of atomic hydrogen and the ones from the
projectile-centered set diagonalize the Hamiltonian of the C>*
atom formed by the incident C®* after capturing the electron.

With this expansion and a semiclassical approximation
the Schrodinger equation (1) can be transformed to the set

of first-order differential equations for the time-dependent
coefficients

M N M
iFy+iY GpKyy= FuDyy+ Y Gp0Oyp.
B=1 B=1

a=1

a=1

N N M
iy FuKyy+iGp =Y FuQpu+ Y GpDyy.
a=1 B=1
o =1,2,....N, f=12..M,

3)

where dots over F, and Gg denote time derivatives. Here
overlap integrals are given as

Ko (R) = (g exp[—iv - ri]la)
X CXp[iUzl/2+i(8ﬂ’ —eg)t], “4)

R p(R) = (Yol expliv - r]|¥p)
x exp[—ivt/2+i(ea —ep)t]l, (5

where &, (gg) is the energy of the target (projectile) state.
Direct-scattering matrix elements are given as

Dy (R) =(Y |Vl ¥a) exp li (e0 — €011, (6)

Dy s(R) =(Yp |V glp) expli(ep — ep)tl, (7)

where Vo = Z.Z,/R — Z,/r, and Vg = Z,Z,/R — Z /1.
Electron-transfer matrix elements are given as

Qpo(R) = (Yplexp[—iv - rol(Hy + Vo — £a)|¥a)
x exp[iv’t/2 +i(ep — eq)t], (8)

Ous(R) = (Yol expliv - roal(Hg + Vi — ep)¥p)
x exp[—ivt/2 +iew — ep)tl, ©)

where H, and Hpg are the target and projectile atom Hamilto-
nians. We emphasize that Egs. (3)—(9) coincide with the corre-
sponding equations resulting from the conventional semiclas-
sical approach when plane-wave electron translation factors
are introduced [32]. For further details of the derivation, see
Ref. [28].

The expansion coefficients F, (¢, b) and Gg(t, b) att — oo
represent the transition amplitudes (in the impact-parameter
representation) into the target and projectile pseudostates and
att — —oo satisfy the initial boundary conditions

Fy(—00,b) =841, a=12...,N,
Gp(—00,b)=0, B=12,....M. (10)

The direct-scattering matrix elements are calculated in
the spherical coordinates, while the overlap integrals and
the electron-transfer matrix elements are evaluated using the
spheroidal coordinates as described in Ref. [33]. The existing
computational code which solves Eq. (3) has been modified to
run on GPU-based supercomputers which reduced the compu-
tational time by orders of magnitude. Offloading computation
of the direct, overlap, and electron-transfer matrix elements
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to GPUs is achieved through utilization of the OpenACC
directives recently introduced to FORTRAN [29], while the
CUDA library, cuSolverDn [34], is used to solve the system
of linear equations emerging at each time step of the Runge-
Kutta propagation.

Once the expansion coefficients F, (¢, b) and Gg(z, b) are
found at t — oo the integrated and differential cross sections
for all included electronic transitions can be calculated using
the technique given in Ref. [28].

The present WP-CCC approach also allows to
calculate all types of differential ionization cross sections
including the fully differential one. This can be realized due
to the feature of the wave-packet bin states describing the
continuum. Once the time-dependent coefficients in Eq. (3)
are found the two-center scattering wave function can be
reconstructed using Eq. (2). The most detailed ionization
amplitude which is used to calculate the fully fivefold differ-
ential cross section can be found by projecting the Coulomb
wave describing the final ionized state of the electron onto the
two-center scattering wave function. Since the wave-packet
bin states themselves are constructed from the Coulomb wave
function this procedure becomes much simpler. Full details
of the WP-CCC approach to differential ionization are given
in Ref. [28]. Here, we only give the final expression for
the fully differential cross section. In the current two-center
WP-CCC approach it consists of incoherent combination
of two components, namely direct ionization (DI) and
electron-capture into continuum (ECC) [35]:

dSUion(Ks qy, q;) 2 q K 5
e — J TDI , . q.
(e, ~ ' g (T as a0l

+ [T = v.qpq0). (D)

where p is the reduced mass of the collision system, and g;
and g are the projectile momenta before and after collision,
respectively. The ionization amplitudes T7(x, gy, ¢:) and
T}aicc (k — v, gy, ;) are directly related to the time-dependent
coefficients F,(¢,b) and Gg(t, b) at the asymptotic region
t — 00, respectively. In the single-center WP-CCC approach
TJE‘I.CC(K —v,qr,9;) =0. A cross-section differential in
a particular variable is obtained by integrating the fully
differential cross section over all other variables.

III. RESULTS AND DISCUSSION

In all atomic orbital close-coupling approaches, includ-
ing this work, the quality of the final results depends on
several factors, such as the size of the employed target and
projectile bases, the type of orbitals representing the bound
and continuum states of the electron, and the accuracy of
the matrix elements appearing in the scattering equations.
Since in C%*-H scattering the target electron is exposed to the
largely asymmetric two-center Coulomb field, the accuracy
of cross sections for various processes taking place in the
system may have a different sensitivity to the numbers of
bound and continuum states of atomic hydrogen and C>* ion
used to construct the total two-center scattering wave function
describing the problem. For instance, the accuracy of the
electron-capture cross sections mostly depends on the number
of included bound states of the C3* ion. Since the ground-

state energy of the C>* ion is Zﬁ = 36 times lower than the
ground-state energy of atomic hydrogen it is logical to think
that the inclusion of more C°* bound states than hydrogen
bound states is required. At the same time, the total ionization
cross section consists of two parts, one corresponding to direct
ionization of the target and the other to electron capture into
the continuum of the projectile. Therefore, it is expected to
be sensitive to the number of included positive-energy pseu-
dostates (hereafter called simply continuum states) on both
target and projectile. The relative contribution of the target
and projectile continua is energy dependent. Therefore, rather
than attempting to choose the optimal asymmetric two-center
basis, in this work, we utilize the same number of bound and
continuum states of atomic hydrogen and C°* ions and pay
careful attention to the convergence of the cross sections for
each of the occurring processes. Though this approach might
not be optimal for all impact energies, it is much simpler and
with the GPU-based acceleration is readily achievable.

Accurate final results can be obtained by examining their
convergence with respect to the parameters characterizing the
motion of the projectile and the structure of the target and
the projectile-electron system, such as the maximum included
orbital angular momentum quantum number /., the number
of bound (negative-energy) eigenstates, Ny — /, the maximum
energy Emax (= KI%‘aX /2) of the electron continuum covered by
the wave-packet bins, and the number of bins within this
interval, N.. The optimal maximum energy &y,.x can be chosen
by analyzing the behavior of the singly differential cross
section (SDCS) in the ejected electron energy. For instance,
in Fig. 1 we show the contributions to the SDCS from DI and
ECC as functions of the ejected electron energy at the impact
energies of 400 keV/amu and 1 MeV/amu. One can see that
emax = 350 eV for the incident energy of 400 keV/amu and
emax = 1000 eV for the incident energy of 1 MeV/amu is
sufficiently large as the SDCS for higher ejected energies
is more than three orders of magnitude smaller than the
maximum and, therefore, can be neglected. One can note
that the points in Fig. 1 indicate the positions of the wave-
packet pseudostate energies. In this work we use a sufficiently
dense parabolic grid for the distribution of the ejected electron
energies and always ensure that both DI and ECC components
of the SDCS drop by at least three orders of magnitude in
the ejected energy. Thus, inaccuracies associated with the
neglected tail of the SDCS above &« does not exceed 0.1%.
However, we must note that this is not the inaccuracy of
the entire calculations. There are also inaccuracies associated
with solving the system of coupled differential equations, lin-
ear dependency problems resulting from the extremely large
two-center expansion basis, nonorthogonality between target
and projectile basis functions at small internuclear distances,
etc. Taking all of this into account, the overall numerical error
of presented calculations is estimated to be less than 5%.

Also, by analyzing Fig. 1 one can observe that the contri-
bution of the ECC component to the total ionization reduces
as the incident projectile energy increases. This suggests the
dominance of the DI channel at high impact energies. Note
that the peak of the ECC component at around k = +/2¢ = v
is more pronounced at 1 MeV /amu.

Having fixed the maximum value of the ejected electron
energy we systematically increase the number of hydrogen
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FIG. 1. The singly differential cross section, dojo,/de, for ion-
ization in C%*-H collisions as a function of energy of the ejected
electron at 400 keV/amu and 1 MeV /amu impact energies. The sep-
arate contributions from direct ionization (DI) and electron capture
into continuum (ECC) are also shown.

and C>* bound and continuum states per orbital angular sym-
metry until the desired level of convergence is achieved. In a
similar way we establish convergence of the final results in
terms of other parameters. The system of scattering equations
(3) was solved using the standard Runge-Kutta method by
varying the z component of the projectile position from —150
to 4150 a.u. at all incident energies. The accuracy of the
solution is monitored by an adaptive approach where the lower
and upper truncation error limits are set to be 107® and 1074,
respectively. The unitarity is satisfied to three digits at all
values of z.

We found the upper limit of the impact parameter, bpqx,
needs to be larger as the impact energy increases. At the
highest impact energy considered in this work, by,,x = 70 a.u.
was required to achieve an acceptable level of convergence of
all considered cross sections. For lower impact energies the
desirable convergence can be achieved with smaller values of
bmax. Specifically, at the lowest considered incident energy,
bmax = 20 a.u. was sufficient. To perform accurate calcula-
tions we had to extend the radial grid of state orbitals up to
300 a.u.

TABLEI. Convergence of the total electron-capture cross section
(107!% cm?) with respect to N, at given incident energies. Notation:
A[—N] denotes A x 107V,

Energy Ny, =5 Ny=6 N,=28 Ny=9 N,=10
(keV /amu)

1 422 42.6 42.6 42.7 42.7

10 44.8 46.6 474 47.6 47.6

100 6.58 6.69 6.76 6.81 6.82
1000 6.03[—4] 6.04[—4] 6.04[—4] 6.04[—4] 6.04[—4]

In his pioneering two-center coupled-state approach, Bates
[36] demonstrated that the effect of the internuclear term
ZZ,/R on excitation, ionization, and electron-capture chan-
nels can be consistently removed if the nonorthogonality of
the target and projectile wave functions is properly accounted
for. We used this fact to check the accuracy of the overlap
matrix elements K z,,(R) and K, 4(R). Specifically, we have
made calculations with and without the internuclear term
at 1, 10, 100, and 1000 keV/amu to verify that it has no
effect on the aforementioned cross sections. Nevertheless, we
keep the internuclear term in our calculations to get complete
information on the collision including the elastic cross section
(not presented in this work but can be provided upon request).

A. Total electron-capture cross sections

The total cross section for electron capture in C®*-H colli-
sions is obtained from the sum of the partial cross sections
for the transitions from the ground state of atomic hydro-
gen into all the included C>* bound states. Therefore, this
cross section is particularly sensitive to the number of bound
eigenstates on the projectile center included in the expansion
of the total scattering wave function. In Table I we show
the convergence of the total electron-capture cross section
with increasing number of bound eigenstates on the projectile
and target centers, Ny, at three energy points, namely, 1,
10, and 100 keV/amu. Other basis parameters are fixed at
sufficiently large values. Specifically, N, =20 and [x =
min(N, — 1, 6), whereas e,x = 400 eV for impact energies
<100 keV/amu and &,,x = 1200 eV for 1000 keV /amu.

Figure 2 presents the energy dependence of the total
electron-capture cross section for C®* collisions with the
ground state of hydrogen at different values of the maximum
allowed angular momentum of the target and projectile pseu-
dostates. In the lower figure, results are given in the logarith-
mic scale to highlight the higher energy region. One can see
a systematic convergence of the cross section with increasing
Imax- Calculations with /;,,x = 6 produce very-well-converged
results at all considered energies. It should also be noted
that the results are already converged with angular momenta
I <5, since that is the range of angular momenta for the
resonant state with n = 6. The rate of / convergence is faster
for higher impact energies, and at energies above 1 MeV/amu
the /max = 1 results are reasonably well convergent.

In Fig. 3 the WP-CCC results are compared with the
measurements of Meyer et al. [4] and Goffe et al. [S] and
the results of other calculations. Generally, present results
are in very good agreement with the experiment, the MOCC
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FIG. 2. The total cross section (o) for electron capture in
CS*-H(1s) collisions: the convergence of the present WP-CCC re-
sults with respect to the maximum included orbital angular momen-
tum quantum number /.

calculations of Harel er al. [24], the AOCC calculations of
Igenbergs et al. [22], and the CTMC calculations of Jorge
et al. [23] at all available energies. One should note the almost
perfect agreement of the WP-CCC results with the AOCC
results of Igenbergs et al. [22] at all considered energies
(the visual discrepancy at 1-7 keV/amu energy range is due
to the lack of calculated data by Igenbergs et al. [22]). It
can be attributed to some similarities of the employed basis
functions. Calculations of Igenbergs et al. [22] use all of the
C>* negative-energy eigenstates with n < 11, whereas the
current approach uses the C3* negative-energy eigenstates as
well, however, with n < 10 and [ < 6. The AOCC results of
Toshima [27] with Gaussian-type basis functions are system-
atically lower in the energy range from 20 to 400 keV/amu.
There are at least two possible reasons for the discrepancy.
First, the AOCC calculations of Toshima [27] utilize a con-
siderably smaller number of bound C* states with n < 6 and
I < 5. It means that no C>* bound states were included in the
region between —0.5 a.u. and zero. However, our calculations
listed in Table I suggest that this should not be the reason
for considerable discrepancy. Another possible reason might
be the fact that the bound states of the C>* ion used in
calculations of Toshima [27] are not true eigenstates but states
constructed from the linear combination of Gauss-type basis
functions. The energies of some of these states are slightly

experiment

Goffe =
Meyer o

40

30 theory ]
Harel '
Toshima ——-—- \

20 ¢ Igenbergs ----- ]
Jorge

10 [|Belkic =~ = - ]

cross section, oec (10‘“3(:1112)

FBA

102
10!
100

cross section, oiec (lﬂ‘lbcmz)
—
S
w

1078 | \‘ H
100 10! 102 103 10%

projectile energy (keV/amu)

FIG. 3. The total cross section (oy.) for electron capture in
CS*-H(1s) collisions: the present WP-CCC results are compared
with the experimental measurements of Goffe et al. [S] and Meyer
et al. [4], and the MOCC calculations of Harel et al. [24], the AOCC
calculations of Igenbergs et al. [22] and Toshima [27], the CTMC
calculations of Jorge et al. [23], and the B1B calculations of Belkic
et al. [14] with corrected boundary conditions, as well as the pure
FBA results.

different from the corresponding exact values. The idea of
Belkis et al. [14] to include the projectile-induced distortion
which fixes the boundary conditions in the FBA resolved
an order-of-magnitude discrepancy with the measurements of
Goffe et al. [5]. However, at energies below 100 keV /amu the
results of Belkic et al. [14] are generally higher. One can see
from the figure that for this collision system the FBA results
for electron capture significantly overestimate the experiment
and the results of the advanced theories at all energies. The
results shown in the logarithmic scale show that this trend
continues up to 10 MeV/amu. Thus, as far as the electron-
capture cross section is concerned the FBA is not valid even
at very high impact energies due to the necessity to include
higher-order terms in the perturbation series.

B. Total ionization cross sections

The total cross section for ionization in C®*-H collisions
is calculated as the sum of the partial cross sections for the
transitions from the ground state of atomic hydrogen into all
the included continuum states on the target and projectile
centers. In Table II we show the convergence of the total
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TABLE II. Convergence of the total ionization cross sections
(107'% cm?) with respect to N, at given incident energies.

Energy (keV/amu) N. =10 N, =18 N. =19 N.=20
50 4.62 7.49 7.65 7.73
100 16.0 20.6 20.9 21.1
400 10.1 11.1 12.2 124

ionization cross sections (TICSs) with increasing number of
continuum bin states on the projectile and target centers, N, at
three energy points, namely, 50, 100, and 400 keV /amu. Other
basis parameters are fixed at sufficiently large values, i.e.,
Ny, = 10 (sufficient for the convergence of the total electron-
capture cross section), emax = 400 eV, and /j,,x = 6.

Figure 4 shows the energy dependence of the total cross
section for the C®*-impact ionization of atomic hydrogen with
increasing /i, . Again the lower figure shows the results in the
logarithmic scale to highlight the higher energy region. The
convergence pattern is not always monotonic, with the cross
section first increasing until /;,,x = 2 and then decreasing to
finally converge at /,,,x = 6. Similar to the electron-capture
cross sections, the rate of / convergence of the total ionization
cross sections is faster for higher impact energies.

30 :
[-convergence
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o 20
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g

g 15
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10!
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cross section, gion (10‘16(:r112)

10*1 1 I: I \t
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FIG. 4. The total cross section (oj,,) for ionization in Co*-H(1s)
collisions: the convergence of the present WP-CCC results with re-
spect to the maximum included orbital angular momentum quantum
number /..

30 T
theory
— Toshima --—---
5 25 [ Igenbergs ----- ]
< Jorge
‘ Rivarola —..—- -
S 2 FBA  ——
- WP-CCC ——
& 15 ]
S S A
£ 10 | ]
%
g 5t 2 /| experiment
. /” |Shah =
0 bums : :

—~ 1
—~ 10
g

o

2

|

o

=

=1

S
= 10
o]

n

w0

192}

e}

—

5]

10~ 2 L L

10t 102 103 10%
projectile energy (keV/amu)

FIG. 5. The total cross section (oje,) for ionization in Cé+-H(1s)
collisions: the present WP-CCC results are compared with the exper-
imentally measured point of Shah and Gilbody [6], and the AOCC
calculations of Igenbergs et al. [22] and Toshima [27], the CTMC
calculations of Jorge et al. [23], the CDW-EIS calculations of Ri-
varola et al. [17], as well as the simple FBA results.

Thus, the calculations, which yielded converged total ion-
ization and electron-capture cross sections for all impact
energies, employed a total of 2534 states (1267 on each
center), where for each angular momentum / € [0 : 6] N, =
10 — [ bound states and N, =20 continuum wave-packet
pseudostates were used.

The present WP-CCC results are compared with the ex-
periment [6] and other theories in Fig. 5. The current results
overestimate the experiment by about 10%. This appears to be
a common feature of all the coupled-channel approaches as
they overestimate the experimental point roughly by a similar
amount. Whether or not this is an artifact of the close-coupling
formalism remains to be seen. The only exception is the
CDW-EIS calculations of Rivarola et al. [17] which overlap
with the lower limit of the experimental point.

Comparing the WP-CCC results with the results of other
two AOCC calculations by Igenbergs et al. [22] and Toshima
[27] one can see some variation at energies below 300 keV.
This must be due to the differences in the two-center ba-
sis expansions used in these approaches. The approach of
Toshima [27] with Gaussian-type functions is similar to the
present approach in the sense that the continuum states are
utilized on both projectile and target centers. However, as it
was pointed out earlier the size of the Gaussian basis used
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FIG. 6. The singly differential cross section in the angle of the
ejected electron, doi,,/d<2, at 1 MeV/amu impact energy: the
convergence of the present two-center WP-CCC results with re-
spect to the maximum included orbital angular momentum quantum
number /..

in Ref. [27] was considerably smaller. The two-center AOCC
approach of Igenbergs er al. [22] is different in the sense
that they use continuum states only on the target center. Our
experience with proton-hydrogen collisions [28,33] showed
that the approach where continuum states are included only on
the target center does not produce convergent results showing
a systematic increase with increasing / except at sufficiently
high energies.

The CTMC results of Jorge er al. [23] are systematically
higher than the present results, whereas the CDW-EIS results
of Rivarola et al. [17] are significantly lower at all considered
energies. At energies above 1 MeV /amu all presented theories
agree with each other. It is interesting to note that, unlike
the case for the electron-capture cross section, the WP-CCC
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FIG. 7. The singly differential cross section in the angle of the
ejected electron, doi,,/d<2, at 1 MeV/amu impact energy: the
convergence of the present one-center WP-CCC results with re-
spect to the maximum included orbital angular momentum quantum
number /..

1.2 \ \ \
Ein =1 MeV/amu
fe = 0°
_Lor R
)
7
g 08 B
o
=
S 06 F i
Z
=1
g 04 - E
g
g
0.2 + [-convergence E
WP-CCC: 1C
WP-CCC: 2C ——
0.0 L L L L L T T T T

0 1 2 3 4 5 6 7 8 9 10

lmax

FIG. 8. The singly differential cross section in the angle of the
ejected electron, dojy,/d<2., at 1 MeV/amu impact energy: the
convergence of the present one- and two-center WP-CCC results
with respect to the maximum included orbital angular momentum
quantum number /i, at 6, = 0° electron ejection angle.

results for ionization merge with the FBA results at a relatively
lower impact energy, already above 2 MeV /amu. To be more
specific, the WP-CCC results at 2.5, 3.33, and 5.83 MeV /amu
are 2.95 x 10716, 2.30 x 10716, and 1.41 x 10~'® cm?, re-
spectively, whereas the FBA results at these energies are
3.11 x 107'%,2.40 x 10~'°, and 1.46 x 107!° cm?.

C. Differential ionization cross sections

Generally speaking, cross sections for differential ioniza-
tion require inclusion of continuum pseudostates with higher
angular momenta than would be required for obtaining con-
vergent integrated ionization cross sections. That is because in
the current approach the ionization amplitude is represented
as a decomposition of the vector of the ejected electron

1.2 . .
Fiy, = 1 MeV/amu
Tribedi .
1.0 F o~ FBA e E
= 4. . | CDW-EIS
o Y | WP-CCC: 1C ———
=08 WP-CCC: 2C
3}
=
S 06 F
=t
E_ 0.4 F ;
3 ="
% _____________
0.2 F
()U | | | | |
0 30 60 90 120 150 180

ejection angle, 6, (deg)

FIG. 9. The singly differential cross section in the angle of the
ejected electron, doje,/d2., at 1 MeV/amu impact energy. The
measurements and the CDW-EIS calculations of Tribedi et al. [7,8]
and the FBA results are also shown for comparison.
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FIG. 10. The doubly differential cross section in the energy and
angle of the ejected electron, d’cio,/ded 2., at 1 MeV /amu impact
energy and indicated electron ejection angles. The measurements and
the CDW-EIS calculations of Tribedi et al. [7,8] and the FBA results
are also shown for comparison.

momentum in spherical harmonics. Thus, the angular depen-
dence of the ionization amplitude is represented as a sum over
the partial terms of this expansion. Therefore, the convergence
of these cross sections with respect to /;,,x needs to be studied
separately.

In Fig. 6 we present the dependence of the singly differen-
tial cross section on the electron ejection angle at different
values of the maximum allowed angular momentum of the
target and projectile pseudostates for 1 MeV/amu impact
ionization. We used a denser discretization of the continuum;

0.00

120 150 180
ejection angle, 0, (deg)

FIG. 11. The doubly differential cross section in the energy and
angle of the ejected electron, d*0ion/dedS2., at 1 MeV /amu impact
energy and indicated electron ejection energies. The measurements
and the CDW-EIS calculations of Tribedi et al. [7,8] and the FBA
results are also shown for comparison.

nevertheless, one can see that the convergence of the results
with increasing /.« is slower than the convergence of the total
ionization cross section. Our two-center calculations even
with [,x = 8, which already reach the capacity of the super-
computer available to us, do not produce full convergence still
showing slightly visible variation at small electron ejection
angles. Nevertheless, one can see that the SDCS is clearly
converging even in the forward direction. Further evidence for
it is provided below. In these calculations we utilized N, = 10
bound states and N. = 30 positive-energy pseudostates on
both target and projectile centers. With these basis parameters
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FIG. 12. The singly differential cross section in the angle of the
ejected electron, dojo,/dS2., at 2.5 MeV/amu impact energy. The
measurements and the CDW-EIS calculations of Tribedi et al. [7,8]
and the FBA results are also shown for comparison.

the size of a two-center basis was altogether 5592 states (2796
on each center).

To verify our two-center calculations and gauge their
accuracy we have also done one-center calculations which
use only target states. These calculations are significantly
simpler and faster, though the latter require larger angular
momenta to converge. Figures 3 and 5 show that at energies
as high as 1 MeV/amu the electron-capture cross section
is negligibly smaller than the total ionization cross section.
Therefore, the electron-loss cross section calculated using the
one-center WP-CCC approach should represent the total ion-
ization cross section reasonably well. Thus, the comparison of
one-center (1C) and two-center (2C) WP-CCC results can be
used to establish the internal consistency of both calculations.
Figure 7 shows the convergence of the one-center WP-CCC
results for the same SDCS with respect to /;,.x. Here, we have
been able to include the target pseudostates with maximum
angular momentum /,x = 10. As it was the case with two-
center calculations the convergence rate is slowest for small
electron ejection angles. To explicitly see the convergence
pattern at small ejection angles in Fig. 8 we present the [
convergence of the one- and two-center results for this SDCS
at the electron ejection angle fixed in the direction of the
incident C®F projectile. As one can see from the figure the
two-center results converge faster than the one-center ones.
From the displayed convergence pattern one can conclude that
the possible remaining error should not exceed a few percent.

In Fig. 9 our one- and two-center results are compared
with the measurements of Tribedi er al. [7,8] and CDW-EIS
calculations. We see that excellent agreement is obtained at
all ejected angles except for small ejection angles, where
the present results overestimate the experimental points. It
should be pointed out that both one- and two-center results
have a second maximum at 0° ejection angle which is not
observed in the FBA and CDW-EIS calculations as well as
in the experiment. However, as Tribedi et al. [7] pointed out,
at the incident angles the measurements were largely affected
by a substantial background noise.

1071
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FIG. 13. The doubly differential cross section in the energy and
angle of the ejected electron, d’c;y, /ded 2., at 2.5 MeV /amu impact
energy and indicated electron ejection angles. The measurements and
the CDW-EIS calculations of Tribedi et al. [7,8] and the FBA results
are also shown for comparison.

The doubly differential cross section (DDCS),
d’0ion/dedQ2. are calculated using the two-center basis
with maximum allowed angular momentum /[, = 8 which
produced well-converged SDCS, doiy,/dS2.. It should also
be mentioned that the grid for the continuum pseudostate
energies was chosen to contain all electron ejection energies
considered in the experiment.

Figure 10 shows the dependence of the doubly differential
cross section, d2oion /dedS2., on the ejected electron energy
at 1 MeV/amu impact energy and several electron ejection
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FIG. 14. The doubly differential cross section in the energy and
angle of the ejected electron, d*0ion/ded 2., at 2.5 MeV /amu impact
energy and indicated electron ejection energies. The measurements
and the CDW-EIS calculations of Tribedi ef al. [7,8] and the FBA
results are also shown for comparison.

angles. The comparison is made with the measurements of
Tribedi et al. [7,8], and the CDW-EIS and FBA calculations.
For 6, = 15° electron ejection angle, the WP-CCC results
slightly underestimate the first measured points at 1 and 3 eV,
lower than the measurements at 40 and 100 eV, and higher at
200 and 240 eV. For 6, = 45°, similarly, the current results are
lower than the experiment at 1 and 3 eV, but are in very good
agreement at all remaining energies. For 6, = 15° and 45° the
FBA results are generally lower than the present results. As we
go to a higher ejection angle of 6. = 90° the agreement with
the experiment improves even at 1 and 3 eV. At 8, = 120° the
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FIG. 15. The singly differential cross section in the angle of
the ejected electron, doio,/dS2., at 100 keV/amu impact energy.
The FBA and one- and two-center WP-CCC results are shown for
comparison. For two-center WP-CCC results individual DI and ECC
contributions are also shown.

WP-CCC results are in line with the experiment everywhere
except for the highest ejected energy. For 6. = 90° and 120°
the FBA results are higher than the present results. At all
considered ejection angles except for 6, = 90° the WP-CCC
results have some bending at the highest ejected energies. The
reason for this feature is the fact that the ECC amplitude peaks
around k & v.

Figure 11 shows the dependence of the doubly differ-
ential cross section on the angle of the ejected electron at
1 MeV/amu impact energy and several electron ejection
energies. Very good agreement with experiment is obtained at
all considered electron ejection energies and angles except for
small ejection angles at ejected energies of 3 and 10 eV. Here,
our results are higher then experiment and the discrepancy is
more pronounced at 3 eV. This in turn leads to disagreement
observed near the incident direction in the dependence of the
SDCS on the electron ejection angle shown in Fig. 9.

Similar results for the SDCS and DDCS but at
2.5 MeV /amu impact energy are shown in Figs. 12—14. With
increasing impact energy the convergence of these differential
cross sections with respect to the size of the expansion basis
becomes even faster. Therefore, the expansion basis employed
for 1 MeV /amu impact energy is more than sufficient. At this
energy the level of agreement with the experiment is generally
better than it is at 1 MeV /amu.

The MeV/amu region is considered easier to deal with,
as the energies are high enough for the perturbation ap-
proaches to work reasonably well. Although not shown on
the graphs for every considered case, at the energies of
1 and 2.5 MeV/amu even the one-center WP-CCC results
for the singly and doubly differential ionization, which are
somewhat contaminated by the electron-capture cross-section
component, are sufficiently accurate and in good agreement
with the two-center WP-CCC results. Significantly more chal-
lenging is the lower energy region where interplay between
all possible reaction channels becomes important. Figure 15
shows the singly differential cross section in the angle of the
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ejected electron at 100 keV/amu impact energy. This is a
sufficiently low impact energy where the perturbative methods
are expected to fail. As one can see from the figure, the
present SDCS shows a very different behavior, exhibiting a
pronounced peak in the forward direction. Note that the FBA
predicts a completely unphysical SDCS as a function of the
ejected electron angle, where the maximum is observed ap-
proximately in the momentum transfer direction. In addition
the single-center WP-CCC approach also gives a significantly
different result. One can conclude that as collision energy goes
down electron capture into the continuum of the projectile
strongly enhances electron ejection in the forward direction.

IV. CONCLUSIONS

Electron capture and ionization in collisions of bare car-
bon ions with atomic hydrogen have been studied using the
wave-packet continuum discretization approach. The three-
body Schrédinger equation governing the collision process
is solved using the two-center expansion of the total scatter-
ing wave function and assuming the projectile motion to be
classical. The two-center expansion basis is formed using an
orthonormal set constructed from negative-energy eigenstates
and wave-packet pseudostates representing the continuum of
both the target atom and the atom formed by the projec-
tile after capturing the electron. The usage of wave-packet
states allows to discretize continuum arbitrarily, which is
ideal for differential ionization studies. In addition, unlike
some of the previously employed expansion bases, this basis
has full control over the number of included eigenstates as
well. This feature is advantageous for largely asymmetric
collision systems like the C®*-H one, where the C°* ion
formed by the projectile after capturing the electron has a
ground-state energy that is 36 times lower than the ground-
state energy of atomic hydrogen. Consequently, inclusion of a

considerably large number of C°* eigenstates is required for
convergence. After the expansion of the total scattering wave
function the Schrodinger equation is converted into coupled-
channel first-order differential equations for the transition
amplitudes representing elastic scattering, excitation, ioniza-
tion, and electron-capture processes. Calculations have been
performed for the projectile energy range from 1 keV/amu
to 10 MeV/amu. While there is excellent agreement with
experimental data for the total electron-capture cross section
over the entire energy range, the calculated total ionization
cross section somewhat overestimates the available single
measured point. The calculated single and double differen-
tial ionization cross sections are in good agreement with
experiment at 2.5 MeV/amu. However, at smaller impact
energy of 1 MeV /amu there exists a considerable discrepancy
with experiment at electron ejection angles near the forward
direction. Both for SDCS and DDCS the present WP-CCC
results exhibit a maximum at these ejection angles which is
not observed in the experiment and in the previous theoretical
studies. At 100 keV/amu impact energy where the perturba-
tive methods are expected to fail, the present singly differen-
tial cross section in the angle of the ejected electron shows
very different behavior. The binary peak in the momentum
transfer direction which is characteristic for higher incident
energies is replaced with the peak in the forward direction.
This peak is significantly more pronounced than it is seen at
1 MeV/amu.
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