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Laboratory precision measurements of optical emissions from coronal iron
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Total solar eclipses, as the recent one seen across North America, are rare opportunities for optical
spectroscopy of the corona. In view of the dearth of accurate rest-frame wavelength data, we measured 11
of the strongest optical coronal lines belonging to Fe X-XIV thereby proving the existence of the Fe XII
line at 290.385(8) nm. Four lines, such as the green coronal line at 530.28113(13) nm, were measured with
unprecedented precision, allowing in principle for absolute velocity determinations of plasmas with uncertainties
of 0.08 km s−1. These results furthermore stringently benchmark the theory of complex open-3p-shell ions.
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The rare few minutes of clear, unobscured observation
of the solar atmosphere that total eclipses offer have his-
torically been major opportunities for spectroscopic studies.
The earliest such study by Harkness and Young in 1869 led
to the discovery of the green coronal line at approximately
530.3 nm [1]. Together with the red coronal line at approx-
imately 637.4 nm and other emission lines, it was correctly
attributed to highly charged iron ions around the early 1940s
by Grotrian and Edlén [2,3]. Alfvén concluded that the corona
has a temperature on the order of 1 MK [4], a surprising
result considering that the underlying photosphere has a tem-
perature of maximally only 6000 K. To solve this so-called
coronal heating problem, measurements of the optical emis-
sion from the corona remain essential to better determine its
temperature, composition, magnetic properties, and structure
[5–11]. As with previous eclipses, the recent August 21st 2017
one is sure to have yielded a treasure of new data [12,13].
Optical lines of highly charged iron also continue to be
observed in many other astronomical objects, for example
in red dwarfs [14,15], Seyfert galaxies [16], suspected tidal
disruption of a star by a supermassive black hole [17,18], and
in supernova remnants [19].

Recently published results obtained with high resolv-
ing power spectrographs developed for coronal observa-
tions demonstrate the necessity of precise knowledge of the
rest-frame wavelengths to interpret velocity-induced Doppler
shifts [11]. The open 3p shells of the here investigated ions
render atomic theory calculations cumbersome as the complex
electronic correlations are difficult to reproduce accurately.
Moreover, quantum electrodynamic (QED) effects are known
to play a significant role in highly charged ions (HCIs), and
therefore need to be taken into account as well. Nonetheless,
impressive progress has been made in recent years, predic-
tions typically agree at the level of 0.1% with experimentally
obtained values [20–24]. However, this still limits the pre-
cision of absolute velocity analysis by Doppler shifts of the
order of 100 km s−1. Considering that the velocities of stellar
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winds are of the same order, the uncertainties on calculations
impede analysis employing this method. Additionally, there
is increased interest in optical transitions in HCIs from the
metrology community, e.g., [25–27]. Their insensitivity to
external perturbations and enhanced sensitivity to QED and
relativistic effects make them suitable for a wide range of
applications such as searches for variation of fundamental
constants [28]. The envisioned precision laser spectroscopy
experiments rely on a more precise knowledge of transi-
tion wavelengths than state-of-the-art atomic theory can de-
liver [29,30]. Hence, laboratory measurements are crucial for
these experiments and for benchmarking atomic theory of
systems with complex correlations between electrons in an
open shell.

Considering highly charged iron ions, only the wave-
lengths of the red Fe X and green Fe XIV coronal lines are
currently known at the parts-per-million (ppm) level from
laboratory measurements [24,31]. Other experimental values
are often obtained from observations of the corona so that
their precision is inherently limited due to unknown Doppler
shifts [32,33]. In this work we employed electron beam ion
traps (EBITs) to produce the HCI of interest and grating
spectrometers to obtain their spectra with a much improved
precision. In an EBIT, the magnetically focused electron
beam sequentially ionizes particles in the trapping region by
impact [34,35]. The highest obtainable charge state is limited
by the electron beam energy Ee, which is determined by
the electron beam acceleration potential Uacc. This leads to
a narrow charge state distribution of the trapped HCI. The
trapping potential is mainly determined by the negative space
charge of the electron beam. Furthermore, a potential applied
on drift tubes prevents the HCIs from escaping in the axial
direction. Iron atoms were continuously loaded as a molecular
beam of Fe(CO)5, which is easily disassociated by the electron
beam. By applying a shallow enough axial trapping potential,
the lighter carbon and oxygen ions were expelled from the
trap, thereby evaporatively cooling the remaining iron ions. To
ensure a contaminant free ion sample, the trapping potential
was inverted every few minutes.

During the first part of this work, overview spectra of
Fe X-XIV were obtained in the range from 240–670 nm by
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FIG. 1. Spectral map of highly charged iron ions obtained by interpolating spectra obtained at 20 V intervals of Uacc, and at several
grating angles. To make weak signals more discernible, the color map is scaled with the square root of the intensity (in arbitrary units). Line
identifications are indicated where possible, those marked with an asterisk are due to second order diffraction of the grating.

employing a Czerny-Turner type spectrometer of the model
Horiba Triax 550 mounted at the FLASH-EBIT [35]. At a
fixed angle of the 300 lines mm−1 grating, a spectral range
of approximately 160 nm could be recorded. Hence, three
settings were required to cover the desired range. At each,
a sequence of 30-min-long acquisitions was made between
which Uacc was increased by 20 V up to 1500 V. The region up
to 540 nm was acquired at an electron beam current of 30 mA
with which stable operation was possible from Uacc = 290 V
upward. For the part above 540 nm, a current of 20 mA
was set, enabling lower values for Uacc so that the 638 nm
Fe X line could also be observed. The resulting overview is
shown in Fig. 1. The color scale was not adjusted to take into
account the wavelength dependent efficiency of the setup and
the difference in electron beam currents. Hence, not all lines
appear clearly in second order. The observed appearance and
disappearance of lines with varying Uacc was attributed to the
production of different iron charge states. As reference for the
charge state assignments, the well known and strong Fe XIV
line near 530 nm was used. Lines that appeared at consecu-
tively lower (higher) values of Uacc belong to corresponding
lower (higher) charge states. Several lines that did not show a
dependence on Uacc could be attributed to Hg emission from
overhead fluorescent lamps in the experimental hall. For these
exploratory measurements, the entrance slit width was set to
200 μm for an increased photon yield at the cost of reduced
resolving power and accuracy.

Gaussians were fitted to the lines to determine their wave-
lengths; the results are listed in Table I. Successive measure-
ments of the lines at approximately 290, 339, 399, and 530 nm
were made using a 2400 lines mm−1 grating and a narrower
slit width of 70 μm resulting in an instrumental resolving
power at 530 nm of r530 = 16 × 103. Previous observations
and identifications of most lines could be found in litera-
ture [2,3,32,33]. However, the Fe XII line at 290.385(8) nm
was only known from theoretical energy levels and the Ritz
value from the NIST atomic spectra database [21,36,37].

For the second part of this work, the four relatively strong
lines at approximately 637, 789, 339, and 530 nm were mea-
sured at the Heidelberg EBIT (HD-EBIT) with a McPherson
Model 2062 spectrometer [34]. The 2000 mm focal length
of this device gives a much improved linear dispersion as
compared to the Triax, which has a focal length of only
550 mm. It was operated with an 1800 lines mm−1 grating, or
in the case of the 339 nm line, a 3600 lines mm−1 grating. The
resolving power was further increased by setting the entrance
slit width such that the linewidths were dominated by Doppler
broadening. This in turn was reduced by decreasing the trap
depth to enhance evaporative cooling and by running the
EBIT at relatively low currents of maximally 20 mA. These
measures decreased the number of trapped ions, so exposures

TABLE I. Wavelengths in air λ of the Fe lines, as measured at the
FLASH-EBIT. Literature references to the identifications are given
in the first column. Some lines (indicated by ∗) were observed in the
first and second grating diffraction order, whereas the line at 216 nm
was seen only in the second order. Wavelengths obtained using the
2400 lines mm−1 grating are indicated with a †.

Ion Transition λ (nm)

Fe XII [32] [Ne]3s23p3(2D5/2 − 4S3/2) 216.86(6)∗

Fe XII [32] [Ne]3s23p3(2D3/2 − 4S3/2) 240.55(4)∗

Fe XII [32] [Ne]3s23p3(3P3/2 − 2D3/2) 256.60(4)∗

Fe XIII [32] [Ne]3s23p2(1D2 − 3P1) 257.87(4)∗

Fe XI [32] [Ne]3s23p4(1D2 − 3P2) 264.89(4)∗

Fe XII [21,36,37] [Ne]3s23p3(2P3/2 − 5D5/2) 290.385(8)†

Fe XII [33] [Ne]3s23p3(2P1/2 − 2D3/2) 307.17(6)

Fe XIII [33] [Ne]3s23p2(1D2 − 3P2) 338.788(6)†

Fe XI [33] [Ne]3s23p4(1D2 − 3P1) 398.683(8)†

Fe XIV [3] [Ne]3s23p1(2P3/2 − 2P1/2) 530.276(6)†

Fe X [2] [Ne]3s23p5(2P1/2 − 2P3/2) 637.41(6)
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FIG. 2. Top: Calibration spectrum of the Pt-Ne hollow cathode
lamp. The lines used for the calibration are indicated with orange
circles. Here r530 = 40 × 103. Middle: The pixel positions of the
calibration lines are plotted against their known wavelengths [37,38].
A parabola (blue) is fitted to the data to obtain the calibration
function. Higher order polynomials did not improve the quality of
the fit, nor did the resulting calibration function change the end
result for the wavelength determination. In gray, a single 30 min
acquisition of the Fe13+ spectrum is shown to indicate the position of
the Zeeman split 530 nm line relative to the calibration lines. Bottom:
Fit residuals, and the 1-σ confidence band.

of 10 to 20 h were needed. During this time, the camera was
read out every 30 min, allowing for an intermediate calibration
spectrum to be recorded. A typical one, and the resulting
calibration function for the Fe13+ measurement, are shown
in Fig. 2. For each Fe measurement either a Pt-Ne or Fe-Ar
hollow cathode lamp was selected depending on its spectral
richness in the observed range [38–46]. Its light homoge-
neously illuminated a slit at an intermediate real image of
the trapped ions using a movable diffuse reflector. As tests
confirm, on a range larger than the extent of the trapped ion
cloud its position does not influence the calibration. Each
30 min Fe acquisition was calibrated with the average of its
pre- and post-acquisition calibration functions to reduce the
effect of slow mechanical drifts of the grating (which were
already small in our laboratory due to temperature stabiliza-
tion the level of ±0.25 K) to a negligible level. Background
spectra were measured and subtracted, and pixels affected
by cosmic ray events were excluded from further analysis.
The acquisitions thus processed were combined to obtain the
cumulative spectra of Fig. 3. The uncertainties on the data

comprise the thermal and read-out noise of the camera as well
as shot noise.

Due to the magnetic field strength of B = 8.000(5) T at the
trap center, the Zeeman effect causes the observed lines to be
split into several components. The resulting line shapes were
fitted with a Zeeman model line-shape function that proved to
be suitable in previous work [29],

f (E) =
∑
�mJ

a�mJ

∑
mJ

〈J,mJ , 1,�mJ |J ′,m′
J 〉2

× exp

({
E − E0 − μBB

[
mJ (g − g′) + �mJ g′]}2

2w2

)
.

This takes into account: the central transition energy E0;
total angular momentum quantum numbers of the upper J and
lower J ′ levels; the gJ factors of the upper g and lower levels
g′; the upper level magnetic quantum number mJ , and the
change of it �mJ = −1, 0, 1; relative amplitudes within one
�mJ group as determined by the squared Clebsch-Gordan
coefficients 〈J,mJ , 1,�mJ |J ′,m′

J 〉2; the amplitudes for the
different polarizations a−1 = a1, a0; the common linewidth w

of the individual components; and finally, the Bohr magneton
μB. In this model it is assumed that all magnetic sublevels
are equally populated. Even so, a�m are required to take into
account the difference in efficiency for the polarizations par-
allel and perpendicular to the spectrometer grating, which is
known only approximately. Our Zeeman model does not take
into account second-order shifts, which are typically a factor
of 104 smaller than the first-order shifts. This was confirmed
for the transitions investigated here with the flexible atomic
code [47]. Hyperfine structure was also beyond detection due
to the small overlap of the 3p orbitals with the nucleus and the
mostly spinless nuclei of iron. The isotope shift is minimal
since at 92% abundance the isotope iron-56 makes up the
vast majority of the sample. All wavelengths in this work
are given in air; for the fit these were converted to energy
units employing the empirical equation determined by Peck
and Reeder, and the most recent values of constants from
CODATA [48,49].

The results of the fit are shown in Fig. 3 and summarized
in Table II. Two sources contribute to the uncertainties on the
wavelengths: The calibration uncertainty, given by the 1-σ
confidence band of the calibration function, and the uncer-
tainty from the Zeeman model fit. The values for the wave-
lengths of the lines were thus determined at the sub-ppm level,
which for Doppler-shift analysis of velocities corresponds to
an uncertainty as low as 0.08 km s−1 as shown in Fig. 4.
To cross-check the Zeeman model, the data were also fitted
by an appropriate number of independent Gaussians, also
shown in Fig. 3. The weighted average of the individual peak
positions was compared to the results from the Zeeman fit
and found to be in agreement within the uncertainty. This
ensured that certain conditions of the Zeeman model such
as the common linewidth and relative intensities predicted by
the Clebsch-Gordan coefficients had no adverse effect on the
central wavelength determination. Furthermore, the validity
of producing the final spectrum from many 30 min acquisi-
tions was tested by determining the peak positions in each
individual acquisition. Here no suspicious trends or outliers
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FIG. 3. Precision spectra of the Fe lines (blue circles). The Zeeman model fit and residuals are shown in red, together with its �mJ = 0, ±1
components (green triangles). The fit with several independent Gaussians is shown in black. Due to its close agreement with the red line,
differences between the fits are best seen in the residuals.

were found and the weighted average was in agreement with
the values in Table II.

As is shown in Fig. 4, this work more than dou-
bles the amount of laboratory (i.e., rest-frame) wave-
lengths of optical coronal iron lines reported on in litera-
ture [20,21,24,31,33,37,50–53]. Moreover, it shows that even
very recent theoretical predictions from advanced multicon-
figuration Dirac-Hartree-Fock calculations with inclusion of
Breit interactions and QED corrections cannot accurately
reproduce the experimental results [53]. Compared to less
precise laboratory results [31], our result for the wavelength
of the red coronal line at 637 nm is in perfect agreement.
Previous results for the green coronal line at 530 nm, obtained
by laser spectroscopy at FLASH-EBIT, deviate by 2.6 σ from
our result [24]. In both measurements, the calibration was

based on well-known lines of neon. However, in the laser
spectroscopy work the observed values as found in the NIST
database were considered, whereas we take the Ritz values,
which are claimed to be more accurate but shift our calibration
up by 0.1 pm in this case. Moreover, in the laser spectroscopy
work, six neon calibration lines were considered, of which
only one has a shorter wavelength than the iron line. This is
in contrast to the ten lines with a more balanced distribution
around the Fe13+ line used in this work (cf. Fig. 2). Finally,
in the laser spectroscopy data, an additional three calibration
lines were not considered. Our investigation of this old data
shows that inclusion of these can shift the calibration by as
much as 0.5 pm. In order to test our results against such in-
consistencies, we systematically recalibrated our spectra with
a subset of reference lines; no suspicious shifts were found.

TABLE II. Overview of the main results from the Zeeman fits in Fig. 3. Refer to the main text for an explanation of the uncertainties on
the wavelengths in air λ. Uncertainties on the gJ factors are purely from the fit.

Ion Transition λ (nm) g g′ T (eV/kB)

Fe XIV [Ne]3s2 3p(2P3/2 − 2P1/2) 530.28113(13) 1.323(2) 0.658(3) 17.4(4)

Fe XIII [Ne]3s2 3p2(1D2 − 3P2) 338.7993(2) 1.1(1) 1.5(1) 30(12)

Fe XI [Ne]3s2 3p4(3P1 − 3P2) 789.1742(7) 1.28(2) 1.38(9) 19(3)

Fe X [Ne]3s2 3p5(2P1/2 − 2P3/2) 637.4538(5) 0.656(4) 1.320(2) 15.9(7)
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FIG. 4. Comparison between wavelengths presented in this work
(cyan) and selected literature values (purple). Laboratory measure-
ments are represented by squares, coronal ones by circles, and theory
predictions by triangles. The top axis shows the magnitude of relative
velocities when deviations from this work are interpreted as Doppler
shifts.

The linewidths observed here were mainly due to Doppler
broadening wD and the apparatus response wA, such that
w2 = w2

D + w2
A. Because wA is known from the calibration

lines, the value of w as found with the Zeeman model fit al-
lows us to extract a value for wD, and thereby the temperature
T of the ion sample as listed in Table II. Although slightly
lower ion temperatures have been shown to be possible [24],
in our case this would have led to a prohibitively low signal
strength. Furthermore, for a more precise wavelength deter-
mination the quality of the calibration would also have to be
improved.

Due to the excellent resolving power of the spectrometer,
the individual Zeeman components of the Fe XIV and X
transitions can clearly be discerned, and with the Zeeman
model fit it is possible to extract values for the gJ factors in
all four cases. These are found to be almost equal to those
calculated with Landé’s equation, small deviations at this level
can be due to mixing of states and higher order relativistic
effects. These values are important for particular methods
to determine the magnetic field strength in the solar corona
such as described in [9]. Furthermore, the polarization of the
emit light is an important tool to determine the orientation
of magnetic field lines. For the here studied magnetic dipole
(M1) transitions observed perpendicular to the magnetic field

TABLE III. Comparison between measured intensity ratios of the
Zeeman components a0/2a±1 and the expected ratios based on the
efficiency of the setup for different polarizations ηpara/ηperp.

Ion a0/2a±1 ηpara/ηperp

Fe XIV 0.78(1) 0.80(1)
Fe XIII 0.88(10) 1.15(1)
Fe XI 2.1(3) 2.03(1)
Fe X 1.22(3) 1.18(1)

axis, light from �mJ = 0 components is polarized perpen-
dicular to it and those with �mJ = ±1 parallel. By taking
into account the efficiencies ηperp and ηpara of the grating
and imaging system for the two directions of polarized light,
and also accounting for the angular intensity distribution of
dipole radiation, it can be shown that a0/2a±1 = ηpara/ηperp.
We determined the ratio of efficiencies by measuring the
transfer efficiency from a polarized light source for the two
polarization directions, results are compared in Table III. Note
that the efficiencies strongly depend on the wavelength of the
light. The results are in good agreement with each other except
for the Fe XIII line. The alignment of the polarized light
source might have been worse than estimated. Furthermore,
for this line the Zeeman components are least well resolved
and thus the uncertainty on a0/2a±1 is rather large.

In conclusion, we provide a consistent set of rest-frame
wavelengths of transitions in several highly charged iron ions
which are found in the solar corona and other objects of
astrophysical interest. The hitherto only inferred Fe XII line
at 290.385(8) nm was observed and the strongest optical lines
of four other iron charge states were measured at sub-ppm
precision and the gJ factors of the involved states were ex-
tracted. This is valuable input for studies of the coronal heat-
ing problem and other astrophysical phenomena, especially
considering the progressively improving spectral and spatial
resolving power of astronomical observations. This data are
also highly relevant for benchmarking advanced atomic theory
and as stepping stone towards optical clocks based on HCIs.

This work is part of and supported by the Deutsche
Forschungsgemeinschaft (DFG) Collaborative Research Cen-
tre “SFB 1225 (ISOQUANT)” and Heidelberg University.
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