PHYSICAL REVIEW A 98, 062508 (2018)

Quantum Monte Carlo study on the structures and energetics of cyclic and linear
carbon clusters C, (n = 1....,10)

B. G. A. Brito,! G.-Q. Hai,? and Ladir Candido?

1Departamento de Fisica, Instituto de Ciéncias Exatas e Naturais e Educag¢do (ICENE), Universidade Federal do Triangulo Mineiro-UFTM,

38064-200, Uberaba, Minas Gerais, Brazil
2 Instituto de Fisica de Sdo Carlos, Universidade de Sdo Paulo, 13560-970, Sdo Carlos, Sdo Paulo, Brazil
3 Instituto de Fisica, Universidade Federal de Goids, 74001-970, Goidnia, Goids, Brazil

® (Received 21 September 2018; published 12 December 2018)

Using fixed-node diffusion quantum Monte Carlo (DMC) simulation we investigate the structural properties
and energetics of the linear and cyclic carbon clusters C, for n < 10. We calculate the binding energy, the
electron correlation energy, the dissociation energy, and the second difference in energy. We also present
an analysis of the structural properties of the clusters. It is found that the bond lengths, binding energies,
and dissociation energies obtained from the DMC calculations are in excellent agreement with the available
experimental results. The electron-correlation contribution to the binding energy indicates that in the case of the
linear isomers, the clusters of odd-number size are relatively more favored than their neighbors of even-number
size, whereas for the cyclic isomers, we do not observe the oscillation pattern. In the range of cluster size under
investigation, we find that the electron-correlation impact in the binding energy of the cyclic clusters is larger
than that of the corresponding linear ones, varying from 30% to 40% of the binding energy values. The electron
correlation is also essential to the stability of the clusters enhancing by up to 52% their dissociation energy. A
comparative analysis of the dissociation energy and second difference in energy indicates that the linear isomers

C; and Cs are the most stable ones.
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I. INTRODUCTION

The discovery of the remarkable stability of the Cgg
fullerene and the development of fullerene chemistry have
motivated both experimental and theoretical studies on carbon
clusters over the last decades [1-3]. Small carbon clusters
are present in a variety of astrophysical objects and in hy-
drocarbon flames [1,2]. Compounds based on small carbon
clusters such as hydrocarbon or organometallic clusters have
important applications in different areas [4]. Details of phys-
ical and chemical properties of carbon clusters are important
for understanding a large variety of chemical systems [1,5].
The carbon compounds were the first system in which were
observed planar structures with high stability, delocalized
electrons, and symmetrical arrangement. These effects are
directly related to the aromaticity, a fundamental concept
of great importance for theoretical chemistry [6]. Recently,
magnetic properties in carbon nanostructures have been re-
ported for possible applications in spintronics, molecular
magnetism, and spin functional nanodevices [7-10]. These
magnetic properties have being considered interesting due to
the orbital characteristic of the valence electrons in the carbon
compounds [11].

Although there are many experimental and theoretical
studies involving carbon clusters, some fundamental phys-
ical properties of small carbon clusters are not yet fully
understood. The main difficulties in the theoretical investiga-
tions are how to include and correctly interpret the electron-
correlation effects in these clusters. Quantum Monte Carlo
(QMC) calculations have shown that important effects arise
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when electron correlations are fully taken into account. Re-
cently, the QMC method has been used in the study of struc-
ture and stability of carbon-cluster isomers such as ring, bowl,
and cage structures for different cluster sizes [12—15]. These
studies have shown the importance of including correctly the
electron correlation contribution for estimation of the lower
energy isomers in carbon clusters. The QMC method has
shown good accuracy in the calculation of the energy of
the metal clusters and the correct determination of quantities
associated with the energy [16-21]. However, to the best of
our knowledge, no investigations have been reported on the
electron-correlation effects in the small carbon clusters on
the quantities directly related to cluster stability such as the
binding energy, dissociation energy, and second difference in
energy.

In this paper, we study some energy-related properties of
the small carbon clusters in order to understand better the
electron-correlation effects on their structures and energetics.
We use the fixed-node diffusion quantum Monte Carlo (DMC)
simulation to provide an accurate evaluation of the ground-
state energy and to estimate the correlation energy in the
linear and cyclic isomers of the carbon clusters with up to
10 atoms. The paper is organized as follows. In Sec. II, we
present the computational details and theoretical approaches
for determination of the atomic structure and calculations of
the total energy. The general results for the atomic structure,
the ground-state energy, binding energy, second difference
in energy, and dissociation energy are given in Sec. III. In
this section, we also discuss the contribution of the electron
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correlation to these quantities, and consequently to the stabil-
ity of the clusters. The conclusions are given in Sec. IV.

II. COMPUTATIONAL DETAILS
AND THEORETICAL APPROACHES

We use density functional theory (DFT), the Hartree-Fock
(HF) approximation, and quantum Monte Carlo (QMC) simu-
lation to investigate the structural properties and the energetics
of the carbon clusters C,. The atomic structure is deter-
mined by performing DFT calculation considering all elec-
trons with exchange-correlation potential estimated within
the generalized gradient approximation (GGA) by using the
three-parameter hybrid exchange functional of Becke [22],
the nonlocal correlation functional of Lee, Yang, and Parr
(LYP) [23], and the cc-pVTZ basis set as implemented in the
GAUSSIANO3 program [24]. The electronic structure is deter-
mined by performing QMC calculations using the optimized
atomic structures of the clusters from the DFT calculations.
The QMC calculations are performed using the CASINO code
[25] in two steps. First, we use the variational Monte Carlo
(VMC) with a trial wave function of Slater-Jastrow type,

W7 (R) = Dy(¢1)D, (¢i)e? (1)

where R is the electronic configuration, Dy and D are
determinants of up- and down-spin orbitals, and the ¢’s
are the single-particle orbitals which are extracted from the
DFT calculation. The Jastrow factor U in Eq. (1) is a sum
of homogeneous, isotropic electron-electron terms u(r;;, o),
isotropic electron-core terms y (r;;, ) centered on the core,
and isotropic electron-electron-core terms f(r;;, 71, ¥ij, ),
where r;; = r; —rj, rj; = r; — ry, and r;7 is the position of the
core I and r; is the position of the electron i. The variational
parameters «, 8, and n are optimized by minimization of the
energy variance.

Second, we perform the diffusion Monte Carlo (DMC)
simulation to remove most of the variational bias of the
VMC calculation, and consequently, the optimized trial wave
function is used as a guide wave function for the importance
sampling. In this method, an imaginary time operator e~/*/
is used repeatedly (within the short-time approximation) to
propagate the trial wave function at the long-time limit it —
oo. For large 7, the ground-state energy Eg is obtained.
We also employ the fixed-node (FN-DMC) approximation, in
which the nodes of the solution are equal to the nodes of the
trial wave function; i.e., the nodes are not optimized during
the simulation. For a few studied systems, we perform a series
of runs with three time steps, 0.001, 0.0025, and 0.005 a.u.,
then, the DMC energy data are extrapolated linearly to the
small time-step limit. Such a procedure has shown that the
runs converge at a time step of about 0.001 a.u. This means
that the difference between the extrapolated DMC value and
DMC data at the time step 0.001 a.u. is smaller than the
statistical error of the extrapolated value. For the production
we use time steps of 0.001 a.u. which yields an acceptance
ratio higher than 99.8% in an ensemble of 10000 walkers.
In the calculations of the averages, 80000 QMC moves are
considered.

The GAUSSIANO3 program [24] has also been used to
calculate the HF total energies of the linear and cyclic carbon

clusters in the limit of an infinitely large complete basis set
(CBS). The basis sets used in the HF extrapolation are aug-cc-
pVDZ, aug-cc-pVTZ, aug-cc-pVQZ, and aug-cc-pV5Z. For
the clusters that are open-shell systems with different numbers
of up- and down-spin electrons, we perform the unrestricted
Hartree-Fock (UHF) calculations. However, we will not make
a distinction between the restricted and unrestricted HF in the
discussion of the results and we just call such calculations as
HFE. The extrapolation is made by fitting the HF energies with
an exponential Y (x) = Ycps + Aexp(—Bx) or polynomial
Y (x) = Ycps — Bx 3 forms, where Ycgs is the CBS limit and
x the largest angular momentum included in the basis set
[26]. The HF energies for the system with one and two atoms
we use the exponential function, while for the clusters with
number of atoms between three and ten we use the polynomial
function. The x? of the fit in the two forms is smaller than
3.0 x 107% indicating that the basis set dependence is well
described by the polynomial and exponential forms given
above.

III. RESULTS AND DISCUSSION

Figure 1 shows the set of low-lying energy structures
obtained from the optimization using DFT with the B3LYP
functional and cc-pVTZ basis set. The spin states of the
clusters are singlet or triplet. We validate the low-lying en-
ergy structures by comparing the interatomic pair potentials
obtained from the QMC and DFT simulations at different
bond lengths. These checks have shown that the differences
between DFT and QMC calculations are smaller than one
tenth of an angstrom, in agreement with previous studies
[14-16,19]. Such a comparison reinforces the idea that the
optimized atomic structures of the clusters obtained within
the DFT can be considered as those most populated in the
mass spectroscopy experiment. Here the available experi-
mental equilibrium bond length values for C, are 1.2429 A
and 1.3119 A for singlet and triplet [27] states, respectively.
The corresponding values obtained from our calculations are
1.2472 A and 1.3018 A with the differences of 0.0043 and
0.01 f\, respectively, from the experimental ones. For larger
clusters there are no available experimental bond lengths.
Nevertheless, our values are in good agreement with those
from other theoretical approaches [28-31]. In addition, further
calculations on their electronic structures have shown (in pre-
vious studies [15,16,19] and also here as we present latter in
this paper) that the QMC simulations are able to approximate
experimental values within the chemical accuracy such as
the atomic binding energy, vertical and adiabatic detachment
energy, the ionization potential energy, as well the dissociation
energy, which are quantities sensitive to the atomic structure
of the clusters. We provide in Table I the total energies of the
clusters under investigation and all the bond lengths in the
clusters with their respective labels indicated in Fig. 1.

In order to analyze the lowest-energy structures of the
linear and cyclic carbon clusters, we have employed the
average bond length (d,,) and effective coordination number
(ECN). The ECN is defined differently from the traditional
coordination number (CN) by attributing a different weight
to the bonds based on their lengths [32,33]. For instance, the
bond length smaller than d,, contributes with a weight larger
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FIG. 1. The cyclic and linear structures of the C, clusters ob-
tained by DFT with B3LYP using the GAUSSIANO3 program. The
main bond lengths are given in Table 1.

than unit. Within such a definition, the ECN does not need
a cutoff bond length as used in the CN. For structures of
high symmetry ECN has the same value of CN. The ECN is
more useful in analyzing possible structural trends and it has
been applied with great success to investigate the structure of
several clusters, in particular for metallic clusters [19,34,35].

TABLE I. The HF and FN-DMC total energies in a.u. and bond
lengths in angstroms of the carbon clusters C,,. The spin multiplicity
of the clusters is also given. Estimated statistical errors are indicated
in the parentheses.

Clusters C,  HF FN-DMC  Spin state Bond length (A)

1 —37.69399 —37.8289(2)
1 —37.84438(5)*
2 —75.40698 —75.9021(3)

3

3

1 1.2472
2 —75.9229(6)* 1

1

3

3

1.2426
1.2876
1.3642
Cy, 1 1.3054
Cys 1 1.2867
—151.20606 —152.0159(5) 1 Cyy: 1.4422
—189.09211 —190.1235(3) 1 Cyp 0 1.2825
Cys 1 1.2789
—188.99589 —190.0344(7) 1 Ci 1 1.4633
Ci4 1 1.6599
Cas : 1.3985
C24 :2.5119
—226.95225 —228.1555(7) 3 Cyy 1 1.2957
Cys 1 1.2840
Csy 0 1.2713
—226.89641 —228.1748(8) 1 Cpp: 13194
—264.78316 —266.2339(9) 1 Cyy 0 1.2818
Cy; 1 1.2836
Csy 1 1.2692
—264.74281 —266.2271(7) 1 Cy, 1 1.3966
Cas 1 1.2547
Cy7:1.3334
Ce7 : 1.3161
—302.65539 —304.2850(9) 3 Cyy 1 1.2910
Cys 1 1.2855
Css 1 1.2700
Cys: 1.2774
—302.60206 —304.2980(8) 1 Cy, 1 1.3802
Cgy 1 1.2522
—340.47637 —342.3753(9) 1 Cyy 1 1.2812
Cy 1 1.2862
Cay 1 1.2674
C45 1 1.2735
—340.43371 —342.3654(9) 1 Cy 1 1.3175
Cio 1 1.2634
Cgo 1 1.3243
Cas : 1.2848
Cs4 1 1.2991
10 (linear) —378.35940 —380.4165(10) 3 Cy, : 1.2881
Cys 1 1.2868
Csy 1 1.2689
Cys 1 1.2774
Csg : 1.2705
10 (cyclic) —378.38462 —380.5284(10) 1 Cy 1 1.2884
Cys : 1.2886

3 (linear) —113.39968 —113.9984(7)
3 (cyclic) —113.37687 —113.9758(6)
4 (linear) —151.24650 —152.0220(7)

4 (cyclic)

5 (linear)

5 (cyclic)

6 (linear)

6 (cyclic)

7 (linear)

7 (cyclic)

8 (linear)

8 (cyclic)

9 (linear)

9 (cyclic)

2QMC with multideterminant expansion from Ref. [36].
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The definition of the ECN and d,, invokes the use of the
following exponential averaging functions,

di:\°
ECN; = ) "exp [1 - (d—/) } )
I av

and
3, dyexp[1 - (7)°]
Zj exp [1 - (%)6]

where d;; is the distance between the atom i and the atom
j- The estimation of d!, is obtained self-consistently using
the condition |d! (new) — d: (old)| < 10~*. The initial value
of d! is assumed to be the smallest bond length between
the atom i and all other atoms. The converged value of d.,
is used to obtain the ECN;. The functional form of ECN
described by the combination of an exponential function and
the term d;; /d!, raised to the sixth power in the argument of
the exponential is used to obtain the ECNs as the standard
CN for undistorted high-symmetry clusters and crystalline
systems with simple lattices [34]. The final values of the ECN
and d,, are obtained as averages of a particular configuration

dy, = ; 3)

1 n
ECN =~ Z ECN; 4)
and
I
doy =~ Z dt,, (5)

where n is the total number of atoms in the cluster or the
cluster size.

Figure 2 shows the numerical simulation results of d,, and
ECN as a function of the cluster size for both the linear and
cyclic carbon clusters. The cluster size affects the average
bond length d,, in a nontrivial way as shown in Fig. 2(a).
For the cyclic clusters under investigation, their d,, is larger
than that of the corresponding linear ones and also depends
more strongly on the cluster size. This means that in the
cyclic structures the nuclei are more distant from each other
in comparing to the linear ones. Therefore, in the cyclic
configuration the screening of the valence electrons is reduced
leading to a larger repulsion between the nuclei. However,
with increasing the number of atoms in the cyclic clusters, this
repulsion decreases because the radius of the cluster becomes
larger. Notice that in the cyclic configuration, the clusters Cy
and Cs have different behavior from the others. The average
bond lengths of the clusters C4 and Cs are obviously larger
and their ECNs are also larger than the others. For n > 6,
the cyclic clusters are of a simple ring structure and their
average bond length d,, decreases with increasing the cluster
size, tending to values of the linear ones. This is expected
since in large clusters, d,, of different atomic configurations
should tend to the same value. In Fig. 2(b) we notice that the
ECN reflects sensitively the atomic structure of the clusters.
The ECNs of the cyclic clusters C4 and Cs are larger than 2
because of their multiple-ring structures with atoms of 3 or 4
bonds. For the other cyclic clusters (n = 3 and 6 < n < 10),
the ECN is 2 or smaller. ECN = 2 for the cyclic clusters Cs
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FIG. 2. The weighted average bond length (d,,) and effective
coordination number (ECN) of the carbon clusters as a function of
the cluster size. The blue triangle and red circles are calculation
results for the cyclic and linear structures, respectively. The solid
lines are only guides to the eyes.

and Cg because each atom in these rings has two bonds of
the same length. Variation of the bond length is responsible
for ECN < 2 in both the linear and simple ring clusters (see
Table I). This is evident in the ring clusters with 6 < n < 10.
For the ring cluster Cg, ECN has the smallest value among the
ring clusters because two very different bond lengths (about
10% difference) appear alternatively in the Cg ring structure.
For larger ring clusters such as Cy and Cjp, the bond lengths
become more uniform and their ECN very close to 2. In the
linear clusters, the ECN increases with increasing the clusters
size following approximately a square-root relation. In the
large linear-chain limit, the edge effect vanishes and the ECN
converges to 2. This value means that an atom in the cluster
always lies between two bonds of the same length.

The total energies of the clusters obtained from the DMC
and HF calculations are given in Table I for the atomic
structures shown in Fig. 1. The correlation energy E is de-
fined as the difference between the exact ground-state energy
(considered to be the DMC energy Epyc) and the HF energy
Eyr within a complete basis set limit, i.e., Ecor = Epmc —
Eyg. The DMC results show for both the linear and cyclic
clusters that the electron correlation lowers the total energies
by about 0.5% with respect to the HF ones. In the table, we
also include the QMC results for the C atom and C, dimer
obtained with an elaborate multideterminant wave function by
Morales et al. [36]. Their calculations with a more sophisti-
cated multideterminant wave function improve the correlation
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FIG. 3. The average correlation energy per electron in the clus-
ters. The black diamond, blue triangles, and red circles are results for
the carbon atom and cyclic and linear clusters, respectively.

energy. However, in comparison to their results, our QMC
calculations within the single-determinant approximation take
into account 90% and 96% of the correlation energy of the C
atom and C, dimer, respectively.

In Fig. 3 we show the average correlation energy per
electron ¢, in both the linear and cyclic carbon clusters as a
function of the cluster size. The average correlation energy &,
is given by E¢or/ N, where N = 6n is the number of electrons
in the cluster C,. The value of ¢, in a single carbon atom is
also indicated in the figure. A noticeable difference is that
the average correlation energies in a single carbon atom and a
carbon dimer C, are very different from each other and also
different from the other larger clusters with n > 3. For 3 <
n < 10, —e, varies less than 0.1 eV /electron. But, the value
of —¢, of the C; cluster is about 0.5 eV /electron larger than
that of a single carbon atom and about 0.2 eV /electron larger
than the other clusters. This reflects strong chemical bonding
and electron correlation in the C, dimer. In the linear clusters
for n > 3 the odd-number size is relatively more favorable
in terms of the correlation energy than their neighbors of
even-number size. The cyclic clusters do not display such
pronounced even-odd oscillation as the linear ones show, but
the clusters C¢ and Cy appear to be more favorable than their
neighbors in terms of the correlation. This is directly related to
the second-order Jahn-Teller distortion, mainly for the cluster
Cs. The values of —¢, of the cyclic clusters are larger than
the linear ones for all the clusters though for C; and Cs their
differences are very small, being less than 0.007 eV. The
explanation for the oscillatory trend for the linear clusters is
that the even- and odd-number size clusters have open and
closed shells, respectively. The clusters with even-number
carbon atoms have two unpaired valence electrons which
are, therefore, less correlated than the paired electrons in
a doubly occupied orbital in the closed-shell systems. The
oscillating behavior is also due to the alternation of the spin
multiplicity in the cluster ground states. The odd-number
size clusters are closed-shell systems with spin singlet state,
whereas even-number carbon clusters are open-shell systems
with spin triplet. Notice that, for the cyclic configuration,
the oscillation pattern is strongly reduced due mainly to the
interplay of the electron delocalization (enhanced in some
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FIG. 4. Total magnetic moment per atom of the linear (red cir-
cles) and cyclic (blue triangles) clusters as a function of the cluster
size. The black diamond shows the magnetic moment of a carbon
atom.

cases by the aromaticity effects) and the effects of the spin
state. In the present case, it is manifested by reducing the role
of the spin multiplicity in these clusters.

Figure 4 shows the total magnetic moment per atom of
the linear and cyclic carbon clusters as a function of the
cluster size. The magnetic moment is defined as u© = g, Sup,
where S is the total spin angular momentum of the cluster,
gs is the g factor, and wp is the Bohr magneton. The spin
multiplicities of the clusters are given in Table I. Notice that,
differently from most metallic clusters, both the linear and
cyclic carbon clusters admit only odd-spin states. Most of the
cyclic clusters under investigation have zero total magnetic
moment except the cluster Cs. For the clusters with the linear
structure, although the ones with odd-number atoms have no
net magnetic moment, the linear clusters with even-number
atoms have the total magnetic moment 2upg. Due to this
magnetic property the carbon chain has been proposed as
transport junction between Au electrodes [11]. Magnetism
found in materials containing only s and p electrons, instead
of traditionally localized d or f electrons, appear to be very
interesting to spintronics [10,11].

Next, we study the atomic binding energy of the clusters.
The binding energy (E}) of the cluster is given by

Ey, =[E(Cy) —nEq]/n, (6)

where n is the number of atoms in the cluster, E(C,) the
total energy of the carbon cluster, and E, the energy of an
isolated atom. The general trend of the binding energy per
atom as shown in Fig. 5 is that the value of —E,, increases
with increasing the cluster size for both the cyclic and linear
clusters. We also achieve a good agreement between the DMC
binding energies and the available experimental results for the
clusters with up to 5 atoms. The DMC binding energies for
linear clusters practically match the experimental values of
Cs, C4, and Cs from Refs. [27] and [37] with differences less
than 1%. This indicates that the computationally predicted
structures are very close to the experimental ones. For most
of the studied clusters we found that the differences between
our DFT-B3LYP and DMC binding energies are on the order
of 1072 eV (the only exception is the cluster C; for which
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FIG. 5. The binding energy per atom of the linear and cyclic
structures as a function of the cluster size n. The DMC and DFT-
B3LYP results are from this work, the DFT-PBE binding energy
obtained by Mauney et al. [38], and the experimental values from
Refs. [27] and [37]. The inset shows the difference between the
binding energies of the linear and cyclic clusters.

the difference is 0.73 eV). A comparison with recent DFT-
PBE binding energies obtained by Mauney et al. [38] shows
that their values follow the same trend as the DMC and
experimental results, but overall with an overestimation of
a few tenths of an electron volt except for C,. In the case
of the cluster C,, the DFT binding energy from Ref. [38] is
0.3 eV lower than the DMC value. Furthermore, we also have
performed single-point DFT-PBE calculations (not shown
here) and the obtained results agree with those of Mauney
et al. [38]. This means the differences between the DFT and
DMC calculations are practically due to approximations in
the xc functionals; i.e, there are no structural effects involved
when comparing the binding energies obtained by Mauney
et al. [38] with our results. The inset in Fig. 5 shows the
difference between the binding energies of the linear and
cyclic clusters AE,. The positive (negative) value of AE,
indicates that the linear (cyclic) isomer is more stable. Our
results indicate that the linear structures are more stable for
the clusters Cs, C4, Cs, C7, and Cy, and the cyclic for Cg,
Csg, and C,o. However, the values of AE, forn =4, 7, 8, and
9 are very close to zero indicating that the linear and cyclic
isomers are almost degenerate. Especially, in the cases of n =
7 and 9, AE}, is practically zero within the error bar. On the
other side, the DMC calculation shows clearly that the cyclic
structures of the clusters C¢ and C;o are more stable. Notice
that previous experimental measurements [31] indicated the
linear structures for C; and Cy and the cyclic for Cy.

The DFT-PBE calculations predict the linear ground-state
structures for all studied clusters except Cg¢ and Cj being
cyclic, whereas the DFT-B3LYP simulations indicate the only
exception is Cjp. In spite of the DFT-B3LYP yielding a better
agreement with the DMC binding energies, it leads to a
larger discrepancy in the difference of the binding energies
of different isomers shown in the inset in Fig. 5, which de-
termines the optimized ground-state structure. The noticeable
differences of the DFT binding energies by using different xc

3.0 || 1

Linear —e—
281 | Cyclic —=—
26 |\ 1

241 | ]
22 |
20 |
18}
16 |
e ..
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FIG. 6. The electron-correlation contribution to the binding en-
ergy per atom as a function of the cluster size n. The blue tri-
angles and red circles are results for cyclic and linear structures,
respectively.

functionals shown above as well as the discrepancies in their
differences for different isomers shown in the inset in Fig. 5
may be attributed to the error cancellations presented in the
DFT binding energy calculations. The comparison of different
calculation results shows clearly the critical importance of
the electron correlation effect and the deficiencies of DFT
calculations in obtaining accurate binding energies of the
carbon clusters. Therefore, an accurate method for treating
xc effects such as QMC is important for understanding the
electronic properties of carbon clusters.

Figure 6 shows the electron-correlation contribution to the
binding energy per atom —Ag,. as a function of the cluster
size n. This quantity is obtained by Ae, = EP"C — EJF, where
EMC and EJF are the binding energies per atom obtained
from the DMC and HF calculations, respectively, defined
by Eq. (6). For the linear clusters, the electron-correlation
contribution exhibits odd-even oscillation, indicating that the
clusters with odd-number carbon atoms are relatively more
favored in terms of correlation energy than their neighbors
with even-number atoms. Similar oscillation is not observed
in the cyclic clusters. However, the cyclic isomers gain more
correlation energy than the linear ones for all cluster sizes. As
we have shown in previous studies on metal clusters [18,21],
the electron correlation is crucial to determine the binding en-
ergies of the metal clusters. The present calculation shows that
the carbon clusters are not different. The electron correlation
has also a significant impact on the binding energies of the
carbon clusters. From the difference of the binding energies
obtained by the DMC and HF calculations, we find that the
correlation effects are responsible for roughly 40% of the total
binding energies of both the cyclic and linear clusters. For
the C; cluster, the electron-correlation contribution represents
about 50% in its binding energy. In general the impact of
the electron-correlation contribution to the binding energy is
greater in the cyclic isomers than in their corresponding linear
ones in all the studied cases.

Finally, we will discuss the stability of the carbon clusters
and try to understand better the effects of electron correlation
on their stability. For this, we have calculated the disso-
ciation energy (AE,) and the second difference in energy
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FIG. 7. (a) The dissociation energy and (b) the second difference
in energy of the more stable carbon clusters as a function of the
cluster size n. The blue lozenges and green squares are the DMC and
HF results, respectively, with the optimized ground-state structures.
In (a) the black stars show the experimental values from Ref. [39] and
the red crosses indicate the DMC results within the linear structures.

(A%E,) of the more stable carbon clusters using the following
definitions,

AE, = E(Cn) - E(Cn—l) —E, (7)
and
A’E, = E(Cy_1) + E(Cps1) — 2E(Cy). 3)

The obtained AE, and A2%E, by the DMC calculations in
Fig. 7 show a pronounced odd-even alternation with the num-
ber of carbon atoms in the clusters. A comparison between
the DMC and HF results shows that the electron correlation
enhances the dissociation energy by up to 52% of its total
values, stabilizing significantly the clusters. We also obtain
a very good agreement of the DMC dissociation energies
with the available experimental results [39] for n < 7 given in
Fig. 7(a). The blue lozenges in the figure are the DMC disso-
ciation energies within the optimized ground-state structures
of the clusters and the red crosses for the linear ones. Since
the available experimental dissociation energies are for linear
structures only, a better agreement with the DMC results
within the linear structures instead of the optimized ones is

observed. For the clusters with n < 5, the red crosses match
the blue lozenges because the optimized ground-state struc-
tures are linear. For larger clusters, the optimized structures
are cyclic for Cg, Cg, and Cjg. For the second difference in
energy given in Fig. 7(b), the DMC and HF results show
similar oscillation behaviors for n < 7. It is well accepted
as a criterion of relative stability of the clusters with a local
maximum in —A E, and a corresponding maximum in AE,,.
Therefore, the DMC results in Fig. 7 indicate that the carbon
clusters of odd-number atoms n = 3 and 5 with linear struc-
tures are more stable.

IV. CONCLUSIONS

In this paper, we carried out DFT, DMC, and HF calcula-
tions to study the structural and electronic properties of small
carbon clusters. The lowest-energy structures for the cyclic
and linear isomers were determined by DFT which also pro-
vides the single-particle orbitals to the VMC trial wave func-
tion. The ground-state energies of the carbon clusters under
investigations were obtained from the DMC calculations. We
estimated the electron correlation energy, the atomic binding
energy, the dissociation energy, and the second difference in
energy of the clusters. In general, the obtained bond lengths,
the binding energies, and the dissociation energies are in
very good agreement with the available experimental results.
For the atomic binding energy, our DMC results reach a re-
markable agreement with the experimental values obtained in
Refs. [27] and [37]. A comparative analysis of the dissociation
energy and the second difference in energy indicate that the
linear isomers C3 and Cs are the most stable ones.

Through a comparison between the DMC and HF results,
we also studied the electron correlation effects in the clus-
ters. For the linear isomers, the odd-number size clusters
are relatively more favored in terms of correlation energy
than their neighbors of even-number size, whereas for cyclic
clusters we do not observe the oscillation pattern. However,
the correlation energies in the cyclic isomers are larger than
those in the linear ones for all cluster sizes. The impact
of electron correlation on the binding energies in the cyclic
clusters varies from 35% to 40% of their values, while for
the linear clusters they are about 32% to 38%. The effects of
electron correlation are also essential to stabilize the clusters,
enhancing by up to 52% their dissociation energy.
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