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Sub-shot-noise interferometric timing measurement with a squeezed frequency comb
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Accurate time-delay measurement has become a crucial issue for space positioning experiments which require
increasing precision over large distances. The femtosecond frequency comb has been found to be a good source
for its advantages of a large nonambiguity range and coherence length up to tens of kilometers or more. A
scheme combining homodyne detection and frequency combs was proposed [B. Lamine et al., Phys. Rev. Lett.
101, 123601 (2008)] that leads to a timing sensitivity reaching the shot-noise limit; with a squeezed frequency
comb as the input field, the measured timing sensitivity can be further improved to the level of the sub-shot-noise
limit. Based on this scheme and a squeezed frequency comb that was measured to have a phase squeezing of
1.5 dB at an analyzing frequency of 2 MHz, a narrow-band interferometric timing measurement is implemented.
The minimum measurable timing variation modulation at 2 MHz is reduced from a shot-noise-limited value of

(2.8+£0.1)x 10¥st0 (2.4 £0.1) x 1072 5.
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I. INTRODUCTION

Accurate time-delay measurement between remote clocks
is fundamental to many areas ranging from navigation and
global positioning to tests of general relativity theory, long
baseline interferometry in radio astronomy, gravitational wave
observation, and future quantum telecommunications. Ac-
cording to Einstein’s theory of time synchronization [1,2],
time-delay measurement between two observers A and B
consists in repeatedly exchanging light pulses and measuring
their arrival times. The measurement sensitivity of timing
fluctuation Au fundamentally determines the achievable ac-
curacy of time delay. The conventional method is performed
by measuring the arrival time of the maximum of the pulse
envelope, which is called incoherent time-of-flight (TOF)
measurement [3]. The standard quantum limit (SQL) for
the measurable timing sensitivity of the TOF measurement
is inversely proportional to the frequency bandwidth Aw,
ie., (Au)TOF > (Au)ggi = 1/2Aw+/N, where N is the mean
total number of photons measured in the experiment during
the detection time. With the help of optical interference, the
second method of measuring the arrival time is determined
by the phase shift on the signal arriving from A relative
to a local oscillator (LO) derived from the local clock in
B after transferring a given distance and is referred to as a
coherent phase [4,5] measurement. Such measurement has a
SQL which is inversely proportional to the center frequency

of the signal wp, that is, (Au)™ > (Au)gy, = 1/2wov/N. As
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wp > Aw, the phase method has a better ultimate sensitivity
than the TOF technique. However, it is limited to a very
short ambiguity range that equals half the laser wavelength.
The superiority of a phase-stabilized optical frequency comb
over the cw laser source is its large nonambiguity range in
addition to an equivalent long coherence length. These dual
characteristics have found great utility in characterizing the
temporal jitter of the sources themselves for applications that
include high-fidelity optical time-delay measurement [6-8].
For example, as proposed by Ye [7] and demonstrated by
Cui et al. [8], by combining time-of-flight measurement with
optical coherence detection, ultrafast pulse trains allow deter-
mination of an absolute distance with a precision far beyond
an optical wavelength. In accordance with the time region, a
time delay with attosecond precision can be attained, which
ultimately depends on how excellent detection can be applied
to the interference.

As homodyne detection is the optimal optical coherence
detection strategy for achieving a SQL precision [9], a differ-
ent scheme combining femtosecond optical frequency combs
and homodyne detection was proposed [10]. Furthermore,
by properly shaping the LO pulses [11-13] in the homo-
dyne detection setup, a SQL with a better timing sensitiv-
ity of (Au)sqL = 1/(2v@} + Aw?+/N) can be obtained. It
has been further shown [14] that one can directly access
the desired parameter while being insensitive to fluctuations
induced by parameters of the environment such as pressure,
temperature, humidity, and carbon dioxide content by ap-
plying appropriate temporal shaping to the LO pulses. Re-
cently, an experiment has been accomplished to demonstrate a
quantum-limited measurement of the delay between two laser
pulses [15].

©2018 American Physical Society
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Recently, the SQL sensitivity has been overcome by using
the cw squeezed states which have been implemented in the
proposal of application to gravitational wave measurement
[4], a quantum laser pointer [16], and sub-shot-noise spec-
troscopy [17]. In a similar way, the SQL for timing mea-
surement is promising to be beaten with the quantum noise
squeezing of optical frequency combs [18-22]. Benefiting
from the large number of photons and from the optimal choice
of both the detection strategy and the quantum resource, the
proposed scheme represents a significant potential improve-
ment in space-time positioning [10]. In this paper we build
upon the experimentally generated quantum optical frequency
comb to realize quantum improved measurement of timing
fluctuation. The applied squeezed optical frequency comb
was generated by a synchronously pumped optical parametric
oscillator (SPOPO) and measured to have a phase-quadrature
quantum noise reduction of 1.5 dB at an analyzing frequency
of 2 MHz. Through a narrow-band homodyne detection, the
minimum measurable timing variation of the signal field
pulses relative to the LO pulses was reduced from a shot-
noise-limited value of (2.8 £ 0.1) x 1072 s to (2.4 +£0.1) x
10720 5. By combining this sub-shot-noise interferometric
timing measurement setup with the proposal provided by Ye
[7], an ultraprecise absolute distance or time-delay measure-
ment can be expected.

II. THEORETICAL MODEL

Without loss of generality, the electric field emitted by
a frequency comb A can be decomposed in different order
orthonormal modes v (1) which have the shape of the well-
known Hermite-Gaussian modes in the temporal domain.
They are a function of the general space-time light cone
variable u [10],

1 ulAw 2
vi(u) = H e—(qu)‘/4elwou’ 1
K= e "( ﬁ) .

with the frequency bandwidth Aw and the center frequency
wp. Let us consider the specific case when the train of
signal pulses emitted by A have the Gaussian shape of the
Hermite-Gaussian mode of zeroth order vy(u) given by Eq. (1)
with k =0 and a mean photon number of N during the
measurement time. A small timing variation Au leads to a
modification of the field received in B. One can write

Au
vo(u — Au) ~ vo(u) + u—owl(u), )

1
Va4l

1/,/®} + Aw?. The information about the timing signal Au is

with w(u) = licvo(u) +vi(w)], @ = 2=, and ug =

therefore contained in the mode w (u), which we will call the
timing mode. The timing variation Au can then be retrieved
by shaping the LO to be in the timing mode w;(u) [7-10] and
using the balanced homodyne detection (BHD) scheme which
projects the input field on the LO mode. The photocurrent D
generated by the BHD has a mean value which is given by

~ A
(Dyoc2y/NNpo| == cos(t; — 610) + ——— sin(6; — b10)).
uo a?+1

3)

where Npo is the mean number of photon of the local field
and 6; o and 6, are the phase of the local field and of the signal
field, respectively. When 6; — 6.0 = 0, the optimal detection
is implemented. Under this condition, the standard deviation
of the BHD signal is given by

ADJ&T\/

where A2 Py and A2, are the phase-quadrature fluctuation of
the Hermite-Gaussian mode vy (#) and amplitude-quadrature
fluctuation of the Hermite-Gaussian mode v, (u), respectively.
Consider a signal-to-noise ratio (SNR) of 1 ((D) = AD); the
minimum resolvable time variation is thus deduced

S(@2A2P) + A201), (4

(AU)min = ! \/ngzﬁo + Aw?A20,. (5)
2V N (0} + Aw?)
When A2P) = A2Q, = 1, the SQL given by Ref. [7] is then

retrieved. It is worth noting that, when a narrow bandwidth
(Aw < w) optical frequency comb is used, it is easy to
see that A2Q1 almost has no contribution to (Au)min. The
minimum achievable timing sensitivity is then reduced to

VAP,
Za)ox/ﬁ.

In addition, if the input mode vy(z) is a phase-squeezed
quantum optical frequency comb, i.e., APy < 1, a sensitivity
of (Au)min < (Au)sqr can be realized.

Such a quantum optical frequency comb is conveniently
generated by a SPOPO, which is a type-I optical parametric
oscillator pumped by a train of ultrashort pulses that are
synchronized with the pulses making round-trips inside the
optical cavity. As long as the pump power P is close to but
below the SPOPO oscillation threshold Py, the orthonormal
modes are highly squeezed in alternative quadratures. The
phase-quadrature fluctuation of the Hermite-Gaussian mode
vo(u) projected into the BHD setup can be shown to be

2
#’ )
yo(l+r)y+Q
where 2 is the analysis frequency; ¢ and y; are the escape
efficiency and decay rate of the SPOPO, respectively; n =
pnE? is the total detection efficiency of the BHD setup, where
p is the quantum efficiency of the balanced photodetectors
pair, 7 is the propagation loss of the signal, and & is the mode
matching efficiency between the signal and LO; and r is the
normalized amplitude pumping rate, defined as r = /P/Py,.

(Au )min = (6)

A*Py(Q) = 1 — ¢hor

III. EXPERIMENTAL SETUP

The simplified experimental setup for quantum optical
frequency comb generation and sub-shot-noise timing mea-
surement is shown in Fig. 1. The utilized laser source was
a commercial Ti:sapphire oscillator (Fusion 100-1200, Fem-
tolasers), which produced nearly-Fourier-transform-limited
pulses with a duration of 130 fs at 815 nm with an av-
erage power of 1.4 W and a repetition rate of 75 MHz.
Approximately 400 mW of the laser output was focused on a
0.5-mm-long BiB3Og¢ (BiBO) crystal for frequency doubling,
and a frequency-doubling efficiency of 23% was achieved,
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SPOPO

FIG. 1. Simplified experimental layout for quantum optical fre-
quency comb generation and sub-shot-noise timing measurement.
The Ti:sapphire oscillator produced nearly Fourier-transform-limited
pulses with a duration of 130 fs at 815 nm and a repetition rate
of 75 MHz. The following denotations are used: optical delay
line, ODL; SHG, second harmonic generation, where a 0.5-mm-
long BIBO crystal was used for frequency doubling; SPOPO, syn-
chronously pumped optical parametric oscillator, a 4-m-long multi-
folded 13-mirror ring cavity with a 2-mm-long BIBO crystal located
in the cavity beam waist for parametric down-conversion; PZT,
piezoelectric transducer; BHD, balanced homodyne detection, with
a pair of homemade low-noise photodiodes; LO, local arm with
2.5-mW laser power; and S, signal arm with 2-uW coherent pulses
or phase-quadrature squeezed pulses.

which was enough for pumping the subsequent SPOPO. The
SPOPO is a multifolded 13-mirror ring cavity, and the cavity
length is about 4 m, which is determined by the pulse repeti-
tion rate. For the sake of simplicity, a four-mirror ring cavity
is drafted in Fig. 1 for substitution of the complex cavity
structure. The cavity was designed to be singly resonant for
the signal field at 815 nm and transparent for the pump at
407.5 nm. The reflectivities of the input coupler and the output
coupler are 99% and 79.5%, respectively. All the other cavity
mirrors are highly reflective at 815 nm. A 2-mm-long BiBO
crystal was located in the cavity beam waist for parametric
down-conversion. By comparing the measured cavity finesse,
which was about 24, with the theoretical value of 27, the
escape efficiency ¢ was estimated to be about 0.814 and the
pump threshold was measured to be about 55 mW.

With the help of the Pound-Drever-Hall technique [23], the
SPOPO cavity length was stabilized with a reference beam
(not shown in Fig. 1) propagating in the opposite direction to
the seed path. Then the pump beam, together with an addi-
tional weak seed beam, was injected into the SPOPO cavity
synchronously. When scanning the relative phase between the
pump and the seed beam, phase-sensitive (de)amplification of
the seed was observed.

In order to characterize the generated quantum optical
frequency comb at the output of the SPOPO, a Mach-Zehnder-
like interferometer closed by a BHD setup was built. The
SPOPO was placed in the signal arm and about 2.5-mW laser
power was used as the LO for BHD. Then the signal and LO
were combined on a 50:50 beam splitter (BS) and the two
BS outputs then focused onto a pair of homemade low-noise
photodiodes [24] (Hamamatsu, S3883, quantum efficiency of
p = 0.93 for BHD). A variable optical delay line in the LO
arm was used to ensure the temporal overlap between the two
interferometer arms. The relative phase between the LO and

signal arm was scanned by a sawtooth modulation applied to
piezoelectric transducer (PZT1) in the LO arm. By scanning
and locking the relative phase between the LO and the signal
arm to be /2, the phase-quadrature squeezing of the seed can
then be measured.

Furthermore, to perform the sub-shot-noise measurement
of timing variation, another piezoelectric transducer actuator
(PZT2) attached to a highly reflective mirror with a small
angle of incidence (less than 1°) was introduced to the signal
arm. The modulation on PZT2 would induce a longitudinal
optical path change, which is equivalent to a timing variation
between the two interferometer arms. Since the phase fluctu-
ation of the utilized coherent frequency comb source in our
experiment is not shot-noise limited until the analyzing fre-
quency of 2 MHz, the timing variation modulation frequency
applied on PZT2 is chosen at 2 MHz and the narrow-band
homodyne detection around 2 MHz is implemented. Using
the method outlined in Ref. [15], the conversion coefficient
between the moving distance and the modulation voltage
driven at 2 MHz can be calibrated to be 4.96 &+ 0.03 pm/V,
which corresponds to (1.65 £0.01) x 1072° s/V in timing
variation for our system.

IV. EXPERIMENTAL RESULTS

A. Quantum optical frequency comb generation

The first step of the experiment is to characterize the
quadrature fluctuation of the quantum optical frequency comb
generated by the SPOPO. By setting the pump power to
38 mW and locking the relative phase between the pump and
the seed beam to the parametric amplification regime, a phase-
quadrature squeezed optical frequency comb was generated.
The relative phase between the LO and the SPOPO output
was scanned by a sawtooth modulation applied to PZT1 in the
LO arm. When the 2-u'W beam was measured at the output of
the SPOPO, the quadrature variances of the squeezed pulses
which are projected onto at analyzing frequency of 2 MHz
were then measured and the results are shown in Fig. 2. The
black dashed line and red solid line are the shot-noise limit
(SNL) and the experimental data, respectively. One can see
that, without any loss correction, a quantum optical frequency
comb with 24+0.1 dB of phase squeezing (3 £0.1 dB of
antisqueezing) was achieved. The magenta dash-dotted line
is the data locking to the phase quadrature. The about 0.5-dB
degradation from the scanned phase-quadrature squeezing can
be attributed to the excess noise introduced by the phase-
locking system. The data acquisition was implemented by
using a spectrum analyzer with a resolution bandwidth (RBW)
of 100 kHz and a video bandwidth (VBW) of 30 Hz.

The system loss was further carefully evaluated. The prop-
agation efficiency of the squeezed state through optical com-
ponents was measured to be n = 0.98. The mode-matching
efficiency between the LO and the signal was optimized to be
& = 0.865. By substituting the experimental parameters into
Eq. (7), the theoretical calculation of the squeezing degree
yields the blue dotted line. The very good agreement between
theory and experiments implies that the escape efficiency of
SPOPO and the efficiency of detection are the two main
restricting factors for the measured squeezing.
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8 Experimental data
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FIG. 2. Measured quadrature variance as a function of the rel-
ative phase between the signal and the LO arm. The black dashed
line is the shot-noise level, the red solid line is the experimental
data, and the blue dotted line is the theoretical curve. The magenta
dash-dotted line is the data locking to the phase quadrature. The data
acquisition was implemented by using a spectrum analyzer with a
RBW of 100 kHz and a VBW of 30 Hz.

B. Sub-shot-noise measurement of the timing variation

Based on the theory, the minimum resolvable timing vari-
ation occurs for a signal that is equal in magnitude to the
background noise, which corresponds to a SNR of 1. In order
to calibrate the timing measurement sensitivity, a sine ampli-
tude modulation at the modulation frequency of 2 MHz was
applied on PZT?2 for a certain timing variation. Considering
the fact that the noise power measured by BHD is the sum
of the signal power and background noise power, a 3 dB of
the spectrum analyzer measured signal power above the noise
floor implies a SNR of 1.

First, a 2-uW coherent light produced by blocking the
pump was adopted. As shown by the red dashed line in Fig. 3,
we observed 3 0.1 dB of the spectrum analyzer measured
signal above the noise floor at an analyzing frequency of
2 MHz when the applied modulation voltage on PZT2 was
1.7 V, which corresponds to a timing variation of (2.8 +
0.1) x 1072° s at a modulation frequency of 2 MHz, thus
(At)mincon = (8.9 +0.2) x 1072 s/+/Hz was deduced for a
RBW of the spectrum analyzer equal to 100 kHz. Compar-
ing with the SQL calculation based on Eq. (6) [(Au)sqr =
9.15 x 10~ s/+/Hz with an optical power of 2 uW and
a total detection efficiency of 0.68], very good agreement
was achieved, which means that the measurement is indeed
shot-noise limited.

From the above-mentioned theoretical model, to demon-
strate the sub-shot-noise measurement of the timing variation,
signal pulses with phase-quadrature squeezing in mode vy (u)
are needed, while the LO should be maintained in the mode
of ivy(u). In the experiment, the LO was close to the Hermite-
Gaussian mode ivy(u), therefore the relative phase between
the signal and LO should be locked to /2 in order to satisfy
the optimal detection condition. Under this condition, the
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FIG. 3. Measured BHD signals with coherent pulses and with
squeezed pulses as the signal arm. The applied modulation voltage
on PZT?2 at the modulation frequency of 2 MHz was set to 1.7 V. The
data acquisition was implemented by using a spectrum analyzer with
a RBW of 100 kHz and a VBW of 30 Hz.

1.5 £ 0.1 dB phase-quadrature squeezing (magenta solid line)
was maintained below the SNL, which is shown in Fig. 3 by
the black solid line.

Subsequently, a timing variation measurement was per-
formed using the above 2-uW, 1.5-dB phase-quadrature-
squeezed pulses in mode vy(«). From the blue dotted line in
Fig. 3 we observed 3.8 £ 0.1 dB of the spectrum analyzer
measured signal above the noise floor at an analyzing fre-
quency of 2 MHz. Subtracting the noise floor contribution, it
is clear that the improvement of the SNR is 1.5 dB, which
corresponds to the amount of squeezing. Thus a narrow-
band sub-shot-noise interferometric timing measurement has
been implemented. The minimum detectable timing varia-
tion was deduced to be (2.4 +0.1) x 1072° s, correspond-
ing to (At)minsqz = (7.5 £0.2) x 1072 s/+/Hz, for a RBW
of 100 kHz. The observed ratio between (Au)yinsq, and
(Au)mincoh 1S indeed compatible with the measured squeez-
ing.

V. CONCLUSION

Using a 130-fs Ti:sapphire mode-locked laser and SPOPO,
we have successfully generated a phase-squeezed quantum
optical frequency comb, which has a measured squeezing of
1.5 dB at an analyzing frequency of 2 MHz. Further apply-
ing the phase-quadrature squeezing, a narrow-band sub-shot-
noise interferometric timing measurement at a modulation
frequency of 2 MHz has been implemented. The result shows
that the minimum measurable time variation was reduced
from (2.8+0.1) x 1072 s to (2.4 +0.1) x 1072° 5. Such
a demonstration verifies that a quantum optical frequency
comb can be used to effectively improve the timing sensitivity
beyond the SQL. Our implementation is an important step in
the direction of a real sub-shot-noise timing measurement,
though the true timing measurements need a setup that can
provide sub-shot-noise measurement at lower frequencies. To
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go further, the amount of squeezing and the attainability of the
phase squeezing at low frequency are necessary and should be
technically solvable.
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