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Role of nonorthogonality of energy eigenstates in quantum systems with localized losses
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The dynamics of a wave in an open quantum system can be described by the eigenstates of the non-Hermitian
Hamiltonian, provided that it is not at an exceptional point. Naively, one would expect that the decay of the
energy eigenstates directly determines the decay of the total wave intensity. We show, however, that this is
not the case for systems with localized losses. Instead, the nonorthogonality of the energy eigenstates plays an
important role. It can to a large extent compensate for the initial decay of the eigenstates leading to a transient
power-law decay of the wave intensity with a potentially large exponent.
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I. INTRODUCTION

The dynamics of open quantum and wave systems has
attracted strong interest in recent years. Such an open system
can often be described by an effective non-Hermitian Hamil-
tonian 7{. The non-Hermiticity of the Hamiltonian implies
that its eigenvalues are in general complex, with the (negative)
imaginary part being a decay rate. If the Hamiltonian is in
addition non-normal, i.e., [7:1, 7:lT] # 0, then its eigenstates
are mutually nonorthogonal in general. The nonorthogonality
becomes extreme near exceptional points (EPs) in param-
eter space [1-4], at which the eigenstates of the Hamilto-
nian fail to provide a basis for the Hilbert space. EPs have
been experimentally observed in various systems, such as
in microwave cavities [5], optical microcavities [6], coupled
atom-cavity systems [7], photonic lattices [8], ultrasonic cav-
ities [9], and exciton-polariton billiards [10]. There are a
number of applications of EPs, ranging from sensors [11,12]
to unidirectional lasing [13,14] and orbital angular momentum
microlasers [15].

It is known that the nonorthogonality of energy eigen-
states can lead to a nonexponential transient decay [16]. In
optical systems with loss and gain, it has been discussed
recently in the context of anomalous transient amplifica-
tion [17]. Moreover, in parity-time symmetric optical systems
the nonorthogonality of modes leads to an interesting inter-
ference effect called power oscillations [18,19]. The role of
nonorthogonality and power oscillations in systems exhibiting
parametric instability near EPs is discussed in Ref. [20].
The relation of nonorthogonality of energy eigenstates and
the quantum-classical correspondence has been studied in
Refs. [21-23]. A way to measure nonorthogonality by means
of resonance-width shifts has been proposed in Ref. [24]. In
lasers the nonorthogonality leads to quantum excess noise and
therefore to an enhancement of the laser linewidth with re-
spect to the Schawlow-Townes formula [25-30]. In perturbed
or deformed microdisk cavities, nonorthogonality of optical
modes is related to chirality, which refers to an unbalanced
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contribution of clockwise- and counterclockwise-propagating
waves [31,32].

The aim of the present paper is to uncover the role of
nonorthogonality of energy eigenstates in the decay dynamics
of waves subject to localized losses. In such a situation, which
can be created, e.g., in optical systems [19], microwave sys-
tems [33], or Bose-Einstein condensates [34], a wave packet
can travel a long time without attenuation before it encounters
a lossy region. We show in a simple setup that the dynamics
of the survival probability (or total wave intensity in the
optical setting) is not reflected in the decay rates of the energy
eigenstates but rather in their nonorthogonality properties.

This paper is organized as follows. The theory is intro-
duced in Sec. II, beginning with the general setup in Sec. IT A.
The dynamics resulting from the time-evolution operator is
discussed in Sec. II B and the dynamics in terms of the energy
eigenstate expansion is discussed in Sec. II C. An upper bound
for the wave intensity is derived and its dynamics is addressed
in Sec. IID. Section III reports on numerical results for a
simple example introduced in Sec. IIT A. The eigenvalues and
eigenstates of the corresponding non-Hermitian Hamiltonian
are calculated in Sec. III B. The wave dynamics is presented in
Sec. I C, and the dynamics of the upper bound is presented
in Sec. III D. Finally, a discussion and conclusions are given
in Sec. IV.

II. THEORY
A. The general setup

We consider an open quantum or wave system described
by a state vector |1/) in a Hilbert space of finite dimension N.
The dynamics is determined by the Schrédinger equation

d o
i) =Hly), (0

where time is scaled such that /i = 1. The Hamiltonian % is
non-Hermitian due to the openness of the system. Schrodinger
equations with effective Hamiltonians are used routinely, e.g.,
for the study of atomic and molecular dynamics [35], ultracold
atoms in optical lattices [36,37], microwave cavities [38],
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FIG. 1. Illustration of two undirected graphs which are asso-
ciated with the discussed quantum systems. Vertices (circles) j =
l,..., N are connected by undirected edges (lines) provided that
the coupling matrix elements Hj, = Hy; with j # k are nonzero.
Edges connecting a vertex to itself, i.e., loops, belong to H ;; and are
not shown. The solid circles mark vertices with losses and the arrow
marks the position of an initial wave packet. (a) A generic example.
(b) A linear graph.

electron transport in low-dimensional nanostructures [39],
nuclear physics [40], and optical microcavities [32].

We restrict ourselves to systems which fulfill reciprocity.
This implies that, in a basis [1),...,|N) invariant under
time reversal, the Hamiltonian #H is a complex-symmetric
matrix [38,41]. We can always choose H i to be real for
J # k by using an appropriate orthogonal transformation. The
quantity I'; = —Im(# ;) > 0 describes the loss at the basis
state j. If I'j = O for most but not all of the basis states, then
we say that the system has localized losses.

For our purpose it is convenient to associate with the
quantum system introduced above an undirected finite graph
with N vertices as illustrated in Fig. 1. Each vertex represents
a vector of the above-discussed basis in Hilbert space. The
vertex j is connected to vertex k % j by an undirected edge
if the matrix element H j; = Hy; is nonzero. Note that this
mathematical representation is not related to quantum graphs
studied in the field of quantum chaos [42]. As is usual in graph
theory, we define the distance between two vertices as the
number of edges in the shortest path connecting them.

With the discussed properties we can write the Hamiltonian
also as

A=A —il, )

where Hy is a real-symmetric matrix and " is a real diagonal
matrix with nonnegative diagonal elements I'y, ..., I'y. For
nonempty graphs (hence, there is at least one edge) ﬁo is not
diagonal. Together with I’ being diagonal it follows [Hy, ['] #
0. This in turn implies [, A #0,1i.e., # is non-normal.

B. Dynamics: Application of the time-evolution operator

The time evolution of a state |y (7)) according to Eq. (1) is
formally given by

[y (1) = GO)¥(0)), 3)

with the initial state |¢(0)) and the (nonunitary) time-
evolution operator Git)y=e —iflt  Assume that the initial state
is a wave packet localized on a single vertex (arrow in Fig. 1)
which is connected to at least one of the lossy vertices (solid

circles in Fig. 1). If the minimal distance is d > 1 then this
wave packet cannot start to decay immediately as it, roughly
speaking, first has to find its way to the nearest lossy vertex.
To derive a more precise statement, we first expand the formal
solution (3):

W) = (=0 A O, 4)

n=0

For the above-described situation the state 7| (0)) does not
have an overlap with a lossy vertex for n < d. From this fact
and the equation

d .
E(’ﬁ(l)h/f(l)) = =2(yOII' |y @)), %)
which can be easily derived from Eqs. (1)—(2), follows the
important result for the dynamics of the total intensity:

WO @) =1+ at®™ + 0>, (6)

i.e., the time evolution of the difference 1 — (W (¢)|y(¢))
obeys a power law with an exponent 2d + 1 determined by the
distance d. The prefactor « is nonpositive and can be zero due
to destructive interference. In such a special case the power
law has an even larger exponent.

Note that a nonexponential decay itself is not surprising.
Even in Hermitian systems, where a decay probability can be
introduced as the overlap squared between time evolved and
initial state, a transient square-law decay is expected as dis-
cussed in textbooks (see, e.g., Ref. [43]). This nonexponential
decay plays an important role in the so-called quantum Zeno
effect [44]. In our case, however, the exponent is potentially
large, which results in a nearly attenuation-free propagation in
the beginning followed by an abrupt decay of intensity.

Even though the decay of the total intensity (6) is extremely
slow, it is nonzero even for arbitrarily small times. This can
be interpreted as a consequence of the small tail that the wave
packet develops.

C. Dynamics: Energy eigenstate expansion

Assuming that the system is not at an EP, we can expand
any state |1 (¢)) in terms of the eigenstates |¢;) of the Hamil-
tonian

V(1)) =

Za,w» et (7)

with the frequencies w; = E;/h and the energy eigenvalues
E;. The energy eigenstates are normalized in the conven-
tional manner by (¢;|¢;) = 1. The expansion coefficients
a =(ay,...,ay) are chosen such that |1//£O) [¥o) with
(Volvo) = 1 This is here done viaa = V ~'1 with the eigen-
vector matrix Vi; = (il¢;) and v = (i[\/o). Alternatively,
the last step could be formulated in a biorthogonal basis.

Since we want to describe a wave packet that decays on
the long run, each term in the expansion (7) with a; #0
decays exponentially with the rate y; = —Imw; > 0. This
does, however, not imply that the total intensity (v (¢)|y(¢))
decays exponentially with the rate 2y € [min2y;, max 2y;]
as can be concluded from Eq. (6).
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To see this also in the energy eigenstate expansion, we
write the time-dependent total intensity of the state in Eq. (7)
as

N

WO @) =Y aiUjage™ @, ®)

k=1

with the Bell-Steinberger nonorthogonality matrix [45]
Ujk = (¢1¢x), )

which is Hermitian and positive definite. Since a non-normal
operator, like the Hamiltonian #, cannot be unitarily diago-
nalized, we have U # 1, meaning that there is at least one
nonorthogonal pair of eigenstates.

If all eigenstates were pairwise orthogonal, i.e., Ujx = §i,
or if we would remove by hand all interference terms in
Eq. (8), then the total intensity would consist only of diagonal
terms such that

N

WO O)aia = Y _ lajPe™"", (10)

J=1

To get a deeper understanding of the role of the nondiago-
nal terms we expand the right-hand side of Eq. (8) as

o0 ["
(YOI ()) =1+21:an, (11)
with real-valued coefficients
N
fo=)_ aUpal—i(wr — o). (12)
jok=1

Comparing Egs. (11) and (6) leads us to the conditions
fr,=0 ifn<2d+1, (13)

which, for a given initial wave, impose strong relations be-
tween the nonorthogonality matrix U and the eigenfrequen-
cies w;. Put another way, nonorthogonality and spectral prop-
erties conspire such that the dynamics in terms of the energy
eigenstates is as given by the time-evolution operator.

D. Upper bound for the intensity

Following the idea in Ref. [17], we first derive a nontrivial
upper bound for the total intensity (¥ (¢)|v(¢)). From Eq. (3)
follows

WOl ®) = (Y O)IG (OGP ©O)), (14)

with the initial state |y(0)) normalized to unity. For given
time ¢, the right-hand side of this equation is maximal if
[ (0)) is the normalized eigenvector of the positive-definite
Hermitian matrix G'(1)G(r) with the largest eigenvalue,
which is exactly the normalized right-singular vector of G(r)
with the largest singular value sp.x(¢#). The latter can be
expressed by the spectral norm [|G(1)|| = Smax(¢). From this
follows the upper bound for the total intensity:

WOl @) < N1GOIP. (15)

The equality holds for a wave prepared initially to be the right-
singular vector of G(t) corresponding to the largest singular

value. At time ¢ it has the largest total intensity of all waves
propagating in the system for a time 7.

In contrast to Ref. [17] we restrict the class of possible
Hamiltonians 7{ to those describing losses but no gains. In
such a case G is subunitary and therefore (see, e.g., Ref. [46])

G < 1. (16)

From this upper bound, the asymptotic behavior in Eq. (6),
and the upper bound for the total intensity in Eq. (15) follows

1GOOI =1+ prb=tt + 0@+, (17)

with dp.x being at least as large as the maximum of the
distances d for all initial conditions. 8 is a nonpositive co-
efficient. To conclude, also the dynamics of the upper bound
11G(1)]]* shows a power-law behavior. This power law is, via
Eq. (6), a consequence of the nonorthogonality of the energy
eigenstates.

III. NUMERICAL RESULTS

A. The system

To keep the analysis as transparent as possible, the most
simple example is considered, a linear chain of vertices j =
1,..., N asillustrated in Fig. 1(b). The nearest-neighbor cou-
pling g > 0 and the real-valued on-site energies are assumed
to be uniform. With an appropriate gauge we can set the latter
to zero. The loss is localized on the first vertex with the loss
rate I > 0. The Hamiltonian is therefore

—il g
g 0 ¢

>
|

. (18)
g 0 ¢
g 0
where the matrix elements not shown are zero. Such a system
could, e.g., be realized in optics by evanescent-field-coupled
waveguides [19] or in microwave physics by evanescent-
field-coupled dielectric resonators [33]. The system has been
theoretically studied in the context of topological protection
of coherence in Ref. [47], which is not related to the present
topic.
The Hamiltonian (18) possesses a non-Hermitian particle-
hole symmetry [48], also called charge-conjugation symme-
try [49], which in the given basis is written as

6H6 = —H*, (19)

with 6% = 1l and the asterisk denotes complex conjugation.
This symmetry implies that if ¢; with components (k|¢;)
is an eigenstate with the eigenvalue E;, then (6¢; ;)" is an
eigenstate with the eigenvalue — E¥. For the Hamiltonian (18)
the operator & is given by diag(1, —1, 1, —1,...).

It is straightforwardly derived from the eigenvalue equation
of the Hamiltonian (18) that

—Im(E;) = [(1]¢;)°T, (20)

i.e., the decay rate —Im(E;) of the given energy eigenstate
|¢p;) is determined by its overlap with the lossy vertex. This
implies that a nondecaying eigenstate does not have an overlap
with the lossy vertex. Such an eigenstate cannot exist as can be
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FIG. 2. (a) Complex energy eigenvalues of the linear chain with
N = 10 vertices. The first vertex is subject to losses with the rate I' =
0.8. Note that £ and I" are dimensionless since all energy scales are
measured in units of the nearest-neighbor coupling g. (b) Absolute
value squared of the components of the energy eigenstates |¢;)
(also dimensionless) with Re(E;) < 0. Lines are guides to the eye.
According to the non-Hermitian particle-hole symmetry [Eq. (19)],
the same picture results for the eigenstates with Re(E;) > 0.

checked by inserting the nonzero vector 5 =(0,by,...,by)
into the eigenvalue equation of the Hamiltonian (18).

In the following, all energy scales are measured in units
of g. Time is then measured in units of 7/g. Without loss of
generality, the two remaining parameters are fixed to N = 10

and I' = 0.8.

B. Energy eigenvalues and eigenstates

A transcendental equation for the eigenvalues of the Hamil-
tonian (18) can be found in Ref. [47]. We, however, found
it more convenient to directly compute the energy eigenval-
ues E; and the eigenstates |¢;) using MATLAB. The solu-
tions with j =1,..., N are sorted for increasing Re(E}).
Figure 2(a) shows that the complex energy spectrum is sym-
metric with respect to the imaginary axis as predicted by
the non-Hermitian particle-hole symmetry. The corresponding
eigenstates are depicted in Fig. 2(b). As predicted by Eq. (20),
the larger the overlap with the lossy vertex at k = 1 is, the
larger the decay rate —Im(E;) is.

The nonorthogonality matrix is shown in Fig. 3. By virtue
of the chosen normalization of the eigenstates, we have U;; =
1. We can see that the elements |U,| are significantly large
for small |j — k| and that the values are larger the more lossy
the involved eigenstates are (compare Fig. 2). The maximum
off-diagonal element is |Usg| = |Ugs| =~ 0.5436.

C. Time evolution

Figure 4 depicts the time evolution of the state |y) with the
initial state |v) localized on the vertex on the far right-hand
vertex, i.e., (j|¥o) = 8;n. The distance to the lossy vertex is
therefore d = N — 1. We can observe that the dynamics is
rather trivial. Due to the immediate reflection at the last vertex
Jj = N, the center of the wave packet first moves with constant
velocity to the left. The width of the wave packet increases

2 4 6 8 10
index k

FIG. 3. The nonorthogonality matrix U [Eq. (9)] for the linear
chain. The absolute values of the dimensionless matrix elements are
plotted in a grayscale representation: The maximum value of unity
(corresponding to collinear states) is black and the minimum value
of zero (orthogonal states) is shown in white.

slightly with time ¢. Around ¢ = 4.5 the wave starts to overlap
with the lossy vertex. For later times the wave has significantly
decayed and partly backscattered.

The corresponding dynamics of the total intensity
(¥ ()| (¢)) of the wave packet is shown in Fig. 5. For a time
until # < 4.5 the total intensity stays close to unity. Around
t = 4.5 it starts to decay strongly because the wave packet has
reached the lossy vertex. The data results from the eigenstate
expansion in Eq. (8), which fully agrees with the results
from a direct application of the time-evolution operator (3)
(not shown). For comparison, the dashed curve shows the
decay resulting from the diagonal terms only [setting U to
I, see Eq. (10)]. Here, the decay of the total intensity sets
in immediately after the time evolution starts, which proves
that the nonorthogonality is essential for the description of the
nonexponential transient decay of the total intensity in terms
of energy eigenstates. Another unambiguous support of this
claim is the dotted curve in Fig. 5 showing the decay of the
longest-lived energy eigenstate. Even this slowest possible de-
cay of an individual energy eigenstate is faster than the actual

Or ‘ ‘ ‘ ‘ | 1
2 0.8
4 @06
) 6 0.4
8 0.2
10 -

2 4 6 8 10
site j
FIG. 4. Time evolution of a wave packet | (7)) initially local-
ized at the far right-hand vertex with j = N = 10. The intensity

[(j|¥(®))]? is shown in a grayscale representation; all quantities are
dimensionless.
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FIG. 5. The total intensity (¥ (¢)|y(¢)) of a wave packet initially
localized at the site with j = N = 10 as a function of time ¢; all
quantities are dimensionless. The solid curve is the result of Eq. (8)
(cf. Fig. 4) and the dashed curve is the result of Eq. (10) involving
only the diagonal terms normalized to unity at = 0. The dotted
curve shows the decay of the longest-lived energy eigenstate.

decay of the wave packet. Of course, also the shorter-lived
energy eigenstates contribute to the initial condition (j|y) =
8;jn. In fact, there is approximately a uniform contribution of
the energy eigenstates to the chosen initial state.

Figure 6 shows the difference 1 — (¥ (¢)|¥(¢)) on a
double-logarithmic scale. In our numerical calculations this
quantity is for small times constant ~107!® reflecting the
machine precision of MATLAB. For times above this numeri-
cally inaccessible regime, 1 — (¥ (¢)|¥ (¢)) is well fitted by the
function az??t!, where d = N — 1 = 9. This observation of a
power law with such a remarkable large exponent confirms
the prediction in Eq. (6). The deviations for larger times result
from higher-order terms such as, e.g., the term proportional
to 24+2.

The temporal expansion coefficient (12) is shown in Fig. 7.
It can be seen that for n < 2d + 1 the coefficient is around 10
orders of magnitude smaller than that for n > 2d + 1. This is
fully consistent with the conspiracy conditions (13). The fact
that f, is not exactly zero for n < 2d + 1 is again due to the
finite machine precision.

D. Dynamics of the upper bound

To illustrate the dynamics of the upper bound, Fig. 8
compares the total intensity for different initial conditions

10
10°}
10—10 [

1 ()

10—15 L
0.5 1 2 3 4 5

FIG. 6. The total intensity (y(¢)|¥(¢)) relative to unity [solid
curve, see Eq. (8)] as a function of time ¢ in a double-logarithmic
plot. As in Fig. 5 all quantities are dimensionless. The dashed line
marks the function wt2*!, with @ = 5 x 10713,
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FIG. 7. The (dimensionless) temporal expansion coefficient f,
[Eq. (12)] of (¥ (#)[y(¢)) with the initial condition (j|yo) = &;n
in a semilogarithmic plot. The vertical line marks the integer
n=2d+1.

with the right-hand side of Eq. (15). It can be clearly seen that
the latter stays close to unity for # < 10. The upper bound (15)
is obeyed by the wave packet initially localized at the site
with j = N (dash-dotted curve) with a lifetime of around
t =4.5.

Longer-lived waves can be constructed according to the
scheme explained in Sec. II D by using the right-singular vec-
tor with the largest singular value of the given time-evolution
operator G as the initial condition. The temporal behavior of
such a wave prepared for G(8) is shown as dashed curve in
Fig. 8. The total intensity of this wave stays close to unity
for longer times around ¢ = 8.5. Figure 9 reveals that this is
possible because the wave first propagates to the right before
it gets reflected and propagates to the left towards the lossy
vertex. It should be pointed out that at + = 0 the wave is not
localized at a single vertex but has a more complicated spatial
structure. Note that a very small amount of the wave travels
immediately to the left, which implies that for short times well
below ¢ = 8.5 the intensity decays slightly faster if compared
to the wave packet initially localized at the site with j = N
(not shown).

FIG. 8. The upper bound [1G(®)|I? (solid curve) and the total
intensity (¥ (¢)|¥(¢)) corresponding to different initial conditions
(dash-dotted, dashed, and dotted curves) at t = 0; both axes are
dimensionless. All points in the shaded region satisfy the inequal-
ity (15). The dash-dotted curve showing the wave initially localized
at the site with j = N is the same as that in Fig. 5 but on a larger
scale. The dashed curve shows the wave prepared initially to be the
right-singular vector with the largest singular value of G(8). The
decay of the longest-lived energy eigenstate is shown as a dotted
curve.
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FIG. 9. Time evolution of a wave with initial conditions given
by the right-singular vector with the largest singular value of G(8)
(cf. Fig. 8). The intensity is shown in a grayscale representation. All
quantities are dimensionless.

Figure 10 shows the departure of ||G||? from unity during
time evolution. It can be observed that the numerical data are
well fitted by Br2%mat! with dpax = d = N — 1. This is fully
consistent with the prediction in Eq. (17).

Note that for longer times the intensity of the energy
eigenstate(s) with the smallest decay rate converges to the
upper bound (see Fig. 8). Hence, for such long times the
decay rate is determined simply by the decay of the longest-
lived energy eigenstate(s). This is in contrast to the transient
behavior where the nonorthogonality plays the decisive role.

IV. DISCUSSION AND CONCLUSIONS

We have studied the decay dynamics of waves in systems
with localized losses. For a finite-dimensional system it has
been shown that the nonorthogonality of energy eigenstates
is necessary for a qualitative and quantitative description of
the dynamics. We have derived the conspiracy conditions (13)
for the nonorthogonality matrix and the energy eigenvalues
depending on the initial wave packet. The consequence of
these conditions is a transiently suppressed decay of the total
intensity. The deviation from unity obeys a power law with an
exponent given by the graph-theoretical distance d between
the wave packet’s initial vertex and the nearest lossy vertex.

We have validated our theory by means of numerical
simulations on a simple example, a linear chain with a single
lossy site, and found a very good agreement. Our numerical
results demonstrate clearly that the nonorthogonality is play-
ing a decisive role in explaining the decay dynamics. The
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FIG. 10. The norm ||G|| squared relative to unity (solid curve)
as a function of time 7 in a double-logarithmic plot (cf. Fig. 8). The
dashed line marks the function B¢ =+1 with dyw =d =N — 1
and B = 3 x 10722, All quantities are dimensionless.

qualitative results of our numerical study do not depend on
the chosen values of the parameters.

We have checked that the results are robust against disorder
(not shown) by introducing diagonal and off-diagonal disor-
der. In the latter case only nonzero elements are modified,
keeping the distance d fixed.

In our systems loss can be replaced globally by gain simply
by changing the sign of the imaginary parts of all the matrix
elements of the Hamiltonian. This does not change the role of
the nonorthogonality in the dynamics.

We have first considered the simplest case where the initial
wave packet is restricted to a single site. This can be gener-
alized to extended waves. The exponent 2d + 1 is then only
a lower bound as the waves may first escape from the nearest
lossy site. We have studied a special class of extended waves
given by the right-singular vector with the largest singular
value of the time-evolution operator. These waves are the ones
with the largest remaining intensity for a specified time.

The condition of reciprocity can be dropped by considering
a directed graph. Here, the distance d(a, b) between two
vertices a and b is defined as the length of the shortest directed
path from a to b which in general differs from d (b, a).

Systems with localized losses are extreme cases. Other ex-
treme cases are systems with uniform losses, where the decay
dynamics in terms of energy eigenstates is trivial. In the more
general case of nonuniform, but not necessarily localized,
losses the importance of the nonorthogonality depends on the
degree of nonuniformity. We expect therefore that the results
presented in this paper are also relevant for the understanding
of the dynamics of these more general non-Hermitian and
non-normal systems.
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