
PHYSICAL REVIEW A 98, 042128 (2018)

Driving a dissipative quantum oscillator
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The open driven quantum harmonic oscillator is studied for three different possible mechanisms of driving;
a generalization of the forced oscillator, driving due to a time-dependent coupling to a two-level system, and
driving due to an adiabatic modulation of the frequency. The first case encompasses all possible configurations
going from the standard forced harmonic oscillator to the classical pumping type of driving typically used in
quantum optics. In the second case, an additional two-level system, coupled to the oscillator at a time-varying
rate, is assumed and the reduced dynamics of the oscillator and the qubit is examined. In the driving due to
adiabatic modulation, the dynamics of a harmonic oscillator whose frequency slowly varies in time is studied.
The study done in this paper is focused on a harmonic type of driving, although the solutions are derived for
an arbitrary type of driving. In all the cases, the oscillator is assumed to be in contact with a zero- or finite-
temperature environment, which provides dissipation to the system. The treatment done in this paper is fully
analytic and the derivation of the solutions is based on the employment of the double Fourier transform of the
Wigner function.
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I. INTRODUCTION

The topic of quantum thermodynamics has drawn a great
deal of attention in recent years, mostly due to the questions
and the implications it places on the quantum scene by
extending the ideas of the classical concepts such as work,
heat, entropy, and thermalization to the microscopic quantum
systems [1–6]. A large number of studies have been focused
on the energy conversion issues and the extraction of work
from thermal quantum machines, for which certain idealiza-
tions of quantum thermodynamic cycles and quantum heat
machines have been proposed, e.g., [7–12]. The conception
of quantum thermal machines relies on the possibility of
an accurate manipulation of nonequilibrium dynamics and
particularly the application of driving into the quantum states,
which by nature are open, plays a fundamental role [13–18].
Besides the implications of the driven dynamics in quantum
thermodynamics, quantum systems which are subject to the
interaction of time-dependent external fields have become
fundamental in many areas of quantum physics such as quan-
tum chemistry and quantum optics [19]. In particular, the
manipulation of the populations in atoms and molecules is one
of the fundamental mechanisms needed to achieve quantum
computation [20]. External driving has also been used to study
synchronization [21–25] and the modulation of the energy lev-
els [26], where the transition frequencies are time dependent
and also strongly driven systems have reported the formation
of dressed states and enhanced decoherence [27–29], although
its been said that driving alone can be used as a dissipative
mechanism [30]. A key point in all these approximations is the
influence an external environment has on the quantum system
for which open quantum dynamics should be always assumed
[31]. In fact, the possibility of generating novel quantum states
emerging out of the nonequilibrium dissipative dynamics is
also an interesting topic [32,33].

This paper will deal with various models of driving exerted
on a quantum harmonic oscillator in contact with a thermal
reservoir, aiming to provide a full understanding of the effects
of driving and dissipation and to show certain interesting
dynamical regimes happening for certain parameters. The
types of driving that will be studied in this paper are (a)
driving exerted due to external time-dependent forces, which
encompasses a certain range of drivings going from the
standard forced harmonic oscillator to the classical pumping
type of driving that a mode of a quantum field inside a
cavity would experience; (b) driving imposed on an oscil-
lator due to a time-dependent coupling with an additional
two-level system [34], which could in principle be observed
in superconducting quantum devices such as Cooper pair
boxes [35], flux qubits [36], or Josephson junctions [37,38];
and (c) driving due to an adiabatic modulation of the transition
frequency of the oscillator [26,39]. In all these cases, it is
also assumed that the oscillator is in contact with a thermal
reservoir which produces dissipation and thermalization and
the open dynamics of the system is described by means
of a master equation. The type of environment is modeled
within the framework of the Lindblad master equations for
the finite zero-temperature environmental model. It should be
mentioned that the analysis done here is fully analytic and
the derivation of the solutions is done in the framework of
the double Fourier transform of the Wigner function, or chord
function, as it has been called [40,41]. The paper is organized
as follows. In Sec. II, a description of the driving mechanisms
and the model of dissipation that will be treated in this paper
are given, together with a brief description of the chord
function which will be used to derive the analytical solutions.
In Sec. III, the analytical solutions of a generalization of a
forced oscillator are studied for different driving and bath
parameters. In Sec. IV, the case of a time-varying coupling
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of the oscillator to a qubit is studied, focusing on the reduced
dynamics for the oscillator and the qubit. In Sec. V, the case
of a time-dependent transition frequency at the adiabatic limit
is studied. In Sec. VI, a summary of the results is given.

II. MECHANISM OF DRIVING AND DISSIPATION

Three different models of driving will be studied in this
paper: the driving due to the action of external time-dependent
forces, the driving due to the time-dependent interaction with
a qubit, and the driving caused by a modulation of the tran-
sition frequency of the oscillator. These models of driving
will be applied to a harmonic oscillator whose Hamiltonian,
described in a dimensionless framework, is given by

Hosc = x̂2

2
+ p̂2

2
, (1)

where in the dimensionless description X̂ = √
h̄/mωox̂ and

P̂ = √
h̄mωop̂, with X̂ and P̂ the position and momentum

operators, respectively, and ωo the angular frequency of the
oscillator; all the dynamics will be measured in the dimension-
less timescale τ = ωot . In the following, a brief description of
these types of driving mechanisms is given.

The driving exerted due to an external time-dependent
force can be more generally described in the context of the
driving that a mode of a quantum field inside a cavity will
experience (the cavity will later be considered to have losses
and thermal photons) when it is pumped by a classical force
[42]. Formally, the Hamiltonian for the driving is expressed
as Hd (τ ) = α(τ )â + α∗(τ )â†, and if α(τ ) is a real function,
then the system becomes the type of driving of a forced
oscillator, i.e., Hd (τ ) = f (τ )x̂, with f (τ ) = √

2α(τ ). With
the aim of giving a deeper study of the dynamics with this
type of driving, one can write the creation and annihilation
operators in terms of the position and momentum operators

Hd (τ ) = f (τ )x̂ + g(τ )p̂ (2)

and keep the time-dependent functions f (τ ) and g(τ ) unspec-
ified, since the general solution can be obtained without an
explicit description of these functions. One can see that the
case when f (τ ) = √

2Re[α(τ )] and g(τ ) = −√
2Im[α(τ )]

corresponds to the case of driving due to a classical pumping
and in the case when g(τ ) = 0 one recovers the case of the
force oscillator.

One additional possible way to introduce driving to the
oscillator is in the context of composite qubit-oscillator sys-
tems, considering a time-dependent coupling to a two-level
system via dephasing coupling (e.g., σz ⊗ x̂). These type of
realizations could in principle be realizable in superconduct-
ing qubit-oscillator devices [34,43–45], where one could in
principle engineer a time-varying interaction. Nevertheless,
in order to comprise a bigger class of induced driving, one
can adopt a more general type of dephasing coupling through
the position and the momentum as well. In the dimensionless
description frame described above, the Hamiltonian of the
composite system will have the form H (τ ) = Hq + Hosc +
Hd (τ ), where

Hd (τ ) = σz ⊗ [f (τ )x̂ + g(τ )p̂], (3)

Hq = −�σz is the Hamiltonian of the qubit, and σz is the z

component of the Pauli matrices.

The last type of driving corresponds to an adiabatic modu-
lation of the frequency of the oscillator. The Hamiltonian for
this driving may be written as

Hd = 1
2f (τ )x̂2 (4)

such that the total Hamiltonian of the system may be writ-
ten as H (τ ) = Hosc + Hd (τ ) = p̂2/2 + �2(τ )x̂2/2, where
�2(τ ) = 1 + f (τ ). As before, f (τ ) remains an arbitrary
time-dependent function which does not need to be specified
to obtain a solution; it only needs to fulfill the adiabatic
condition, which in this case reads |�̇(τ )/�(τ )| � γ , with γ

characterizing the coupling rate to the thermal environment.
For all these types of drivings, we will also be considering
that the oscillator is additionally interacting with a thermal en-
vironment which dissipates the dynamics of the oscillator. In
the following, a brief description of the dissipative mechanism
that will be contemplated is given.

A. Master equations

The dynamics of an open system is generally described
through a master equation of the reduced system which con-
sists of two parts: the von Neumann dynamics where the uni-
tary dynamics is contained and the dissipative dynamics due
to the interaction with the environment. In the dimensionless
description frame referred to above, the master equation for
each of the referred systems described before will have the
form

i
d�

dτ
= [H (τ ), �] + iL[�], (5)

where H (τ ) refers to each of the total Hamiltonians of the
driven systems, while the superoperator L[�] describes the
nonunitary dissipative part of the dynamics. In this paper,
the model of dissipation that will be used is the finite zero-
temperature model, based on the quantum optical type of
interaction and whose dissipator has a Lindblad form [31]

L[�] = −γ (n̄ + 1)D[â�] − γ n̄D[â†�], (6)

where D[·] is defined through D[ÂB̂] = {Â†Â, B̂} − 2ÂB̂Â†

and n̄ = (e1/D − 1)−1 is the average number of excita-
tions of the harmonic oscillator at thermal equilibrium;
D = kBT/h̄ωo is the dimensionless diffusion constant and
γ = γo/ωo is the dimensionless damping rate or coupling
rate to the environment. Nevertheless, approximations based
on a high-temperature environmental model such as the
Caldeira-Leggett model can be derived by following similar
steps [46,47]. Particularly useful in solving the dynamics of
the open oscillator is the employment of the Fourier trans-
form of the Wigner function, sometimes called the chord
function [40,41], since the solutions of the master equations
can be easily integrated by the application of the fundamental
matrix of the damped motion which emerges naturally under
this description. In the following, a brief description of the
properties of the chord function is given.

B. Chord function

In the literature, one can find different ways to solve or
approximately solve the master equations. One particular way
to do so is by employing the Fourier transform of the Wigner
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function, also called the chord function [40,41], or character-
istic function, in quantum optics [48], which is defined in the
following way:

w(k, s; τ ) =
∫ ∞

−∞

∫ ∞

−∞
dp dq eikq+ispW (q, p; τ ) (7)

=
∫ ∞

−∞
dq eikq〈q + s/2|�(τ )|q − s/2〉. (8)

In this description, the evolution of observables can be ob-
tained by setting 〈Â(τ )〉 = ∫ ∞

−∞
∫ ∞
−∞ d	r w(	r, τ )Ā(	r ), where

Ā(	r ) is the Fourier transform of the Weyl symbol of operator
Â [42,49]. In particular, the first and second moments can be
easily obtained from the chord function solutions as 〈x̂n〉 =
(−i)n∂n

k w|k,s=0 and 〈p̂n〉 = (−i)n∂n
s w|k,s=0 for n = 1, 2 and

the first-order correlations are computed as 〈x̂p̂〉 = −(∂ks −
i/2)w|k,s=0 and 〈p̂x̂〉 = 〈x̂p̂〉∗. The energy of the oscillator
may be therefore calculated as

E(τ ) = 〈p̂2〉 + 〈x̂2〉
2

= −1

2

(
∂2
k + ∂2

s

)
w(k, s, τ )

∣∣
k=0,s=0. (9)

Additionally, the position and momentum probabilities
distributions can be easily obtained as P (q, τ ) =∫ ∞
−∞ dk w(k, 0)e−ikq and P (p, τ ) = ∫ ∞

−∞ ds w(0, s)e−isp,
respectively.

III. DRIVING DUE TO AN EXTERNAL FORCE

The master equation for this type of driving described
above will have the form

i
d�

dτ
= [Hosc + f (τ )x̂ + g(τ )p̂, �] + iL[�]. (10)

In the chord function representation, the master equation
becomes

L̂w = −i[f (τ )s − g(τ )k]w, (11)

where w = w(	r, τ ) = w(k, s, τ ) and L̂ is a linear differential
operator whose explicit form is

L̂ = ∂τ + (s + γ k)∂k − (k − γ s)∂s + γ+
2

(k2 + s2), (12)

with γ+ = 2γ (n̄ + 1/2). The solution for the master equation
(11) is derived in Appendix A. It represents the evolution of
the chord function from some initial time τ0 to an arbitrary
final time τ0 + τ as given by

w(	r, τ0 + τ ) = w[R(−τ )	r, τ ] exp
(
−γ+

2
α(τ )|	r |2

)
× exp[−i 	χ (τ0 + τ ) · 	r ], (13)

where the first line represents the solution for the coupling
of the oscillator with the thermal reservoir alone and the
second line corresponds to the action of the driving to the
oscillator which is completely contained in the vector 	χ (τ0 +
τ ), appearing as an additional phase to the solution of the
contact with the thermal bath. The term w[R(−τ )	r, τ ] is
the initial condition of the oscillator, whose variable de-
pendence has been mapped with the fundamental matrix

R(−τ ). The fundamental matrix represents a rotation and a
contraction-expansion map

R(τ ) = eγ τ

(
cos τ sin τ

− sin τ cos τ

)
(14)

and possesses group properties in the sense that R(τ )R(τ ′) =
R(τ + τ ′) and R−1(τ ) = R(−τ ). Additionally, the function
α(σ ) is given by

α(τ ) =
∫ τ

0
dτ ′[R′2

11(−τ ′) + R′2
12(−τ ′)

] = 1 − e−2γ τ

2γ
. (15)

As stated before, all the influence of the driving to the oscilla-
tor appears in the phases appearing in the second line of (13),
where the components of the vector 	χT (τ0 + τ ) = [χ1(τ0 +
τ ), χ2(τ0 + τ )] are the convolution of the time-dependent
forces with the matrix elements of the fundamental matrix,
i.e.,

χ1(τ ) = (
R−1

21 
 f
)
(τ ) − (

R−1
11 
 g

)
(τ ), (16)

χ2(τ ) = (
R−1

22 
 f
)
(τ ) − (

R−1
12 
 g

)
(τ ). (17)

Probably a more traditional way to see the solutions is in
terms of the Wigner function. This can be easily calculated
by computing the double inverse Fourier transform of the
solution (13), although to get the Wigner function description
of the solution one must state first the initial conditions of the
oscillator. Assuming a general coherent initial state ψ (x) =
exp[ip0x − (x − x0)2/2]/(2π )1/4, with x0 and p0 the initial
average position and momentum of the oscillator, respectively,
then the Wigner function reads

W (	x, τ ) = 1

2
√

det�(τ )
e−[	x−	x0(τ )]T �(τ )−1[	x−	x0(τ )]/4, (18)

where the vectors have been defined in the phase space
	x = (q, p)T and 	x0(σ ) = RT (−τ )	x0 − 	χ (τ0 + τ ), with 	x0 =
(x0, p0)T , and �(τ ) is a 2 × 2 diagonal matrix whose
components are given by �11(τ ) = �22(τ ) = e−2γ τ /4 +
γ+α(τ )/2. Thus, for an initial coherent state, the effect
of the driving is only to drive the system along tra-
jectories described by [R11(−τ )x0 + R21(−τ )p0 − χ1(τ0 +
τ ), R12(−τ )x0 + R22(−τ )p0 − χ2(τ0 + τ )]. This in turn im-
plies that the effects of the bath and the driving are decoupled
in the sense that the action of the bath is always directed
to damp (throw the Gaussian packet to the origin) and ther-
malize (widen the Gaussian packet to a width equal to the
temperature of the environment), while the driving moves
the Gaussian packet along the trajectories described above.
Therefore, the damping and the driving compete against each
other, causing the system to find a nonequilibrium stationary
condition. Furthermore, by using Eq. (9), one can calculate
the energy of the oscillator

E(τ ) = E0e
−2γ τ + (

n̄ + 1
2

)
(1 − e−2γ τ ) + 1

2 | 	χ (τ0 + τ )|2,
(19)

where E0 is the initial energy of the oscillator, the first two
terms represent the transients of the energy in contact with the
thermal environment alone and the last term is the contribution
due to the driving.
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FIG. 1. Shown on the left is the time evolution of the dimen-
sionless energy (vertical axis) and on the right the path in the
dimensionless (q-horizontal axis, p-vertical axis) phase space of the
Wigner function, for the resonant cases (a) ν = 1 and γ = 0.01 and
(b) ν = 1 and γ = 0.1 and the out-of-resonance cases (c) ν = 0.7
and γ = 0.01 and (d) ν = 0.7 and γ = 0.1, for the zero-temperature
environmental model. On the right, the system, initially in the ground
state, is represented by the coherent (Gaussian) state located at the
origin. The driving moves the coherent state, keeping it coherent
along the trajectories represented by the blue arrows. In these figures
we have depicted the location of the coherent state after some time
of evolution when it has move along the trajectory.

Harmonic driving

Consider now a particular form of the time-dependent
functions and let them be in a harmonic form f (τ ) =
λ1 cos ν1τ and g(τ ) = λ2 sin ν2τ such that the forced oscil-
lator case appears when ν2 = 0, while the classical pumping
driving happens for ν1 = ν2 and λ1 = λ2. In the former, the
explicit form of the components of the vector 	χ is given in
Eqs. (A14) and (A15). There one can see the appearance
of resonances at ν = 1. On the other hand, in the classical
pump driving, the components of the vector 	χ are given
in Eqs. (A16) and (A17) and for this case the resonance
is suppressed. This fact has to do with equilibration of the
rates of population and depopulation. Figures 1 and 2 depict,
respectively, the zero-temperature limit and the finite temper-
ature for an initial ground state of the oscillator for the forced
oscillator, i.e., ν2 = 0. The energy of the oscillator appears on
the left and the arrowed blue lines on the right correspond to
the trajectories the coherent state will follow for two values
of the frequency of the driving (a resonant and a nonresonant
frequency) and two values of damping. In the figures, one can
observe that at small damping and resonant frequency [case
(a)], the energy increases very rapidly and the Wigner function
is driven out far from the origin. In case (b) the frequency of
the driving is also at the resonant frequency but for a larger
value of the damping and the system more rapidly reaches the
nonequilibrium stationary condition described by a stationary
orbit and an averaged quasistationary energy. For case (c) the
frequency of the driving has been moved below the resonant
frequency and uses a small damping. There one can observe
that the coherent state is sometimes moved away from the
origin and sometimes driven to the origin again, because for a
driving out of resonance the driving could slow down or speed
up the oscillator. When the damping is increased as seen in
case (d), the system is taken into a nonequilibrium stationary
condition, where the orbits have become dense. On the other
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FIG. 2. Shown on the left is the time evolution of the dimen-
sionless energy (vertical axis) and on the right the path in the
dimensionless (q-horizontal axis, p-vertical axis) phase space of the
Wigner function, for the resonant cases (a) ν = 1 and γ = 0.01 and
(b) ν = 1 and γ = 0.1 and the out-of-resonance cases (c) ν = 0.7
and γ = 0.01 and (d) ν = 0.7 and γ = 0.1. The temperature used
was D = 5. On the right, the path that follows the initial coherent
state located at the origin (the ground state) is represented by the
blue curve. As the coherent state evolves in time it widens due to the
influence of the temperature until it reaches a maximum width of the
value of the temperature of the bath.

hand, Fig. 2 shows that the effect of the temperature is only
to widen the Gaussian state until it reaches thermalization
in the form of a Gibbs state. Figure 3 shows, for different
values of the frequency of the driving, how the trajectories
of the Wigner function will be affected when the damping
(interaction strength of the environment) is increased.

Finally, Fig. 4 shows the dynamics of an initial cat state,
under resonant driving (ν1 = 1 and ν2 = 0) with damping
rate γ = 0.1 and zero temperature. This case shows that
the superposition pattern rapidly vanishes and the distance

FIG. 3. Behavior of the trajectories of the Wigner function in the
dimensionless (q-horizontal axis, p-vertical axis) phase space for an
initial coherent state located at the origin (the ground state). The dark
blue trajectories (dark lines) correspond to a fixed value of ν1 = 0.5
while ν2 changes; the light blue trajectories (lighter lines) correspond
to a fixed value of ν2 = 0.5 while ν1 changes. The figures labeled
with (a) correspond to the resonant cases ν1 = 0.5 and ν2 = 1 (dark
blue curves) and ν2 = 0.5 and ν1 = 1 (light blue curves). In the top
two rows the damping parameter is taken as γ = 0.01 and in the
bottom two rows it is taken as γ = 0.1. In all the trajectories the
amplitudes of the driving are taken as λ1 = λ2 = λ = 1.
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FIG. 4. Behavior of the trajectories of the Wigner function in the
dimensionless (q-horizontal axis, p-vertical axis) phase space for an
initial cat state at a resonant frequency of the driving, ν1 = 1 and
ν2 = 0, with an amplitude of λ1 = 1 and damping rate of γ = 0.1 in
the zero-temperature environmental model.

between the two Gaussians decreases, reaching a nonequilib-
rium stationary state in the form of a single coherent state
following a stationary orbit exactly as in case (b) in Fig. 1.
Also, one can observe that the center of the cat state follows
the trajectory described by the vector 	χ (τ0 + τ ).

IV. DRIVING DUE TO A VARYING INTERACTION
WITH A QUBIT

One possible way to introduce driving to the dynamics of
the oscillator is by coupling the oscillator, via a dephasing
coupling, to a two-level system, with a time-varying coupling
strength. For this setup, the master equation has the form

i
d�

dτ
= [Hq + Hosc + HI , �] + iL[�], (20)

where

Hq = −�σz (21)

is the Hamiltonian of the qubit, with σz the z component of
the Pauli matrices, and

HI = σz ⊗ [f (τ )x̂ + g(τ )p̂], (22)

with f (τ ) and g(τ ) describing the time-dependent coupling
between the qubit and the oscillator. Now the density oper-
ator appearing in the master equation represents a reduced
bipartite system consisting of the qubit and the oscillator
� ∈ Hq ⊗ Hosc; thus, by employing the notation 〈i|�|j 〉 = �ij

for i, j = 0, 1 representing the projection of the system into
the different states of the qubit, one gets a set of generalized
master equations for the qubit matrix elements

i
d�00

dτ
= [Hosc, �00] − [f (τ )x̂ + g(τ )p̂, �00] + iL[�00],

(23)

i
d�01

dτ
= [Hosc, �01] − {� − f (τ )x̂ − g(τ )p̂, �01} + iL[�01]

(24)

and the rest of the elements are obtained as �11(τ ) = 1 −
�00(τ ) and �10 = �∗

01. In the chord function description, the
generalized master equations becomes

L̂w00 = −i[f (τ )s − g(τ )k]w00, (25)

L̂ndw01 =
(
i� − γ+

2
(k2 + s2)

)
w01, (26)

where wij = wij (	r ) = w(k, s, τ ), L̂ is defined in (12), and the
nondiagonal element L̂nd is defined as

L̂nd = ∂τ + [s + γ k + 2f (τ )]∂k − [k − γ s − 2g(τ )]∂s.

(27)

It is not difficult to see that the differential equation for the
diagonal element w00 has exactly the same form as that of
the driven harmonic oscillator studied in the preceding sec-
tion. Thus, for an initial decoupled system, �(τ0) = �q (τ ) ⊗
�osc(τ ) and then

w00(	r, τ0 + τ ) = �00(τ0)w[R(−τ )	r, τ0]

× exp
(
−γ+

2
α(τ )|	r |2 − i 	χ (τ0 + τ ) · 	r

)
,

(28)

where the components of the vector 	χ (τ0 + τ ) are defined in
(16) and (17).

The derivation of the solution for the nondiagonal element
is not as simple as in the diagonal case, but it can also be
obtained exactly. The reader can review this derivation in
Appendix B. The nondiagonal element has the form

w01(	r, τ0 + τ ) = �01(τ0) exp
(
i�τ − γ+

2
�(τ0 + τ )

)
×w[R(−τ )[	r + 	�(τ0 + τ )] − 	�(τ0), τ0]

× exp
[
−γ+

2
[α(τ )|	r |2 + 2	ζ (τ0 + τ ) · 	r ]

]
,

(29)

where the vectors 	�(τ0 + τ ) and 	ζ (τ0 + τ ) and the function
�(τ0 + τ ) are given in Eqs. (B12), (B18), and (B17), respec-
tively.

A. Oscillator dynamics

Within these results, one would be interested in looking to
the reduced dynamics of the oscillator or the qubit separately;
to do so, one must perform a partial trace over one or the
other degrees of freedom. The oscillator dynamics is obtained
by performing a partial trace over the qubit, i.e., w(	r, τ0 +
τ ) = w00(	r, τ0 + τ ) + w11(	r, τ0 + τ ), and then the reduced
dynamics of the oscillator is described by the chord function

w(	r, τ0 + τ ) = w[R(−τ )	r, τ0] exp
(
−γ+

2
α(τ )|	r |2

)
× [

�00(τ0)e−i 	χ (τ0+τ )·	r + �11(τ0)ei 	χ (τ0+τ )·	r],
(30)

where �00(τ0) is the initial matrix element of the qubit. The
solution corresponds to a linear combination of two oppo-
sitely driven oscillators. The Wigner function representing
the dynamics of the oscillator can be easily calculated for
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FIG. 5. Evolution of the Wigner function in the dimensionless
(q-horizontal axis, p-vertical axis) phase space depicted at different
stages of evolution, initially in the ground state, for the driving
parameters ν1 = 1, ν2 = 0, and λ1 = 1 and bath parameters γ = 0.1
and D = 0. For the case in which the temperature of the environment
is different from zero, the situation is the same as described in Fig. 2
except the Gaussian states, which widen due to thermalization, are
split into two.

an initial-state coherent state of the oscillator (in general, this
conversion is straightforward for any Gaussian state, not only
a coherent one), which corresponds to a linear combination
of two Wigner functions in the form of (18), but moving in
opposite directions, i.e.,

W (	x, τ ) = �00(τ0)W−(	x, τ ) + �11(τ0)W+(	x, τ ), (31)

where �00(τ0) and �11(τ0) are the initial populations of the
qubit states and

W±(	x, τ ) = 1

2
√

det�(τ )
e−[	x−	x±

0 (τ )]T �(τ )−1[	x−	x±
0 (τ )]/4, (32)

with �(τ ) being a 2 × 2 diagonal matrix whose components
are given by �11(τ ) = �22(τ ) = e−2γ τ /4 + γ+α(τ )/2 and
	x ±

0 (τ ) = RT (−τ )	x0 ± 	χ (τ0 + τ ). Therefore, the interaction
with the qubit results in the splitting of the oscillator into
two Gaussians, driven in opposite directions, through paths
described by the convolution of the matrix elements of R
and the driven functions. Figure 5 exemplifies the dynamics
of the oscillator in its Wigner function representation, when
the coupling is assumed harmonic, i.e., f (τ ) = λ1 cos ν1τ and
g(τ ) = λ2 sin ν2τ , for a qubit initially in a superposition state
|ψ〉 = (|0〉 + |1〉)/

√
2 and the oscillator in its ground state.

In contrast to the first scenario explored in Sec. II, where in
the zero-temperature environmental model the system always
remains coherent, now the oscillator becomes a mixture of
two Gaussian states and the purity of the oscillator Posc(τ ) =
1
2

∫∫
dp dq W 2(q, p, τ ) is related to the distance between the

two Gaussians

Posc(τ ) = �2
00(τ0) + �2

11(τ0)

4
√

det �(τ )

+ �00(τ0)�11(τ0)

2
√

det �(τ )
exp

(−d2(τ0 + τ )

2
√

det �(τ )

)
, (33)
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FIG. 6. Time evolution of the absolute value of the nondiagonal
element of the qubit |�01(τ )| (vertical axis) plotted for several
values of the driving frequency with λ1 = λ2 = 1 and for the zero-
temperature environmental model. The solid lines correspond to γ =
0.01 and the dashed lines to γ = 0.1. The black lines with circles
correspond to the case when the coupling between the qubit and the
oscillator is only though the position and the coupling strength is
constant, i.e., ∼λσz ⊗ x̂.

where d(τ0 + τ ) = 2| 	χ (τ0 + τ )| is the distance between the
centers of the two Gaussians. Thus, if the two Gaussians
become closer in the phase space, the oscillator recovers
purity and vice versa.

B. Qubit dynamics

The dynamics of the qubit are obtained by tracing out the
oscillator degrees of freedom. This corresponds to evaluat-
ing the solutions (28) and (29) at 	r = 0. For the diagonal
elements, they keep their initial population steady, since this
type of coupling does not involve transitions between the
states. Nevertheless, the nondiagonal elements are strongly
susceptible to the coupling to the oscillator. A nondiagonal
element has the form

�01(τ0 + τ ) = w01(	r, τ0 + τ )|	r=0

= �01(τ0)w[R(−τ ) 	�(τ0 + τ ) − 	�(τ0), τ0]ei�τ

× exp
(
−γ+

2
�(τ0 + τ )

)
, (34)

where w(·, τ0) represents the functional form of the oscillator
in the chord function description at the initial time τ0, while
�(τ0 + τ ) and the vector 	�(τ0 + τ ) are time-dependent func-
tions given in Eq. (B17) and Eqs. (B7) and (B9), respectively.
If the qubit does not have coherence at the initial time, no
coherence will be generated at any time but, if the qubit
is initially in a superposition state, then the nondiagonal
terms will strongly depend on the coupling to the oscillator
following the dynamics described by (34). Figure 6 plots the
behavior of the nondiagonal element of the qubit as a function
of time, for a harmonic coupling and for different values
of the coupling frequency. In the figure, the black curves
correspond to a standard-type non-time-dependent dephasing
coupling, i.e., λσz ⊗ x̂. A remarkable thing to point out is
that for the resonant case ν1 = nu2 = 1, the dynamics of �01

seems to be more resilient to the environmental effects than
the dephasing coupling with constant coupling rate. This gain
in the coherence could in principle be exploited as a method
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of insulation of a qubit, through an engineered coupling to a
resonator.

V. ADIABATIC MODULATION

The derivation of a relatively simple analytical solution in
the models treated so far relies deeply on the existence of
a fundamental matrix for these types of dissipatively driven
systems. In contrast, its construction is possible due to the
integrability of the systems and their quadratic dependence
on the dynamical variables. This in turn makes the shape of
the Gaussian state inaccessible to the driving forces due to the
decoupled effects of the thermalization and driving, i.e., the
covariance matrix elements evolve only under the influence of
the bath without noticing the effect of the driving and hence
one may consider in a certain way that the types of driving
exposed so far are trivial.

Nevertheless, one particular case of driving which affects
the shape of a Gaussian state is the modulation of the dis-
tance of the energy levels, although for systems with time-
dependent coefficients (the frequency of the oscillator in this
case), the fundamental matrix may not be obtained in a closed
analytical form [50,51] but only under certain approximations.
In this section, the dynamics of such an open system is
explored, in an adiabatic approximation. The master equation
in this case corresponds to

i
d�

dτ
= 1

2
[p̂2 + �2(τ )x̂2, �] + iL[�], (35)

where �2(τ ) = 1 + f (τ ) and f (τ ) is a time-dependent func-
tion which varies very slowly with respect to the characteristic
time evolution of the oscillator. This adiabatic change of the
transition frequency opens the possibility to give an analytic
solution for the dynamics with perceptible effects of the
modulation, although certain restrictions must be assumed so
that the solution may still be considered valid. The master
equation in the chord function representation is

{∂τ + [�2(τ )s + γ k]∂k − (k − γ s)∂s} w = −γ+
2

|	r |2w,

(36)

where w = w(	r, τ ) and 	r = (k, s)T . The reader can consult
Appendix C for the details of the derivation of the solution
obtained under the adiabatic approximation, i.e., |�̇/�| � γ .
This solution reads

w(	r, τ0 + τ ) = w[M−1(τ0 + τ, τ0)	r, τ0]

× exp
(
−γ+

2
	rT α(τ0 + τ )	r

)
, (37)

where now M is the correspondent fundamental matrix in the
adiabatic limit, having the form

M(τ0 + τ, τ0)

= eγ τ

(
�(τ0+τ )

�(τ0 ) cos ω(τ ) �(τ0 + τ ) sin ω(τ )

− sin ω(τ )
�(τ0 ) cos ω(τ )

)
, (38)

satisfying M−1(τ0 + τ, τ0) = M(τ0, τ0 + τ ). We have also
defined ω(τ ) = ∫ τ0+τ

τ0
dτ ′�(τ ′). The matrix α(τ0 + τ, τ0) is

a symmetric matrix whose components are given by

αij (τ0+τ ) =
∫ τ0+τ

τ0

dσ ′[M(σ ′, τ0 + τ )MT (σ ′, τ0 + τ )]ij .

(39)

For an initial coherent state as employed before, the
Wigner function will have exactly the same form as given
in (18) but now the components of the vector 	x0(τ ) =
[x0(τ ), p0(τ )]T are the initial position and momentum of the
oscillator, mapped with the transpose of the matrix M−1(τ0 +
τ, τ0), i.e., 	x0(τ ) = MT (τ0, τ0 + τ )	x0, with 	x0 = (x0, p0)T .
The covariance matrix � is given by �(τ ) = 1

4 MT (τ0, τ0 +
τ )M (τ0, τ0 + τ ) + γ+α(τ0 + τ )/2 and the energy can be ob-
tained by using (9), yielding

E(τ ) = 1

2
	xT

0 M(τ0, τ0 + τ )MT (τ0, τ0 + τ )	x0

+ 1

4
Tr{M(τ0, τ0 + τ )MT (τ0, τ0 + τ )}

+ γ+
2

Trα(τ0 + τ ). (40)

These results have been derived without giving an explicit
form of the modulating function f (τ ), although it must fulfill
the adiabatic condition. One way to choose the driving is
in a harmonic form, i.e., f (τ ) = λ cos(ντ ). For this type of
modulation, the width of the harmonic potential will increase
and decrease periodically with a period determined by the
introduced dimensionless frequency ν. For this particular
choice of modulation, the adiabatic limit is determined within
the condition |λν sin ντ/(1 + λ cos ντ )| � 2γ and hence, for
small values of damping, a complete period of the mod-
ulation would be very difficult to perceive, as very small
modulation parameters are needed to keep the modulation in
the adiabatic limit. On the other hand, for sufficiently large
damping, one can employ larger values of the modulation
parameters without reaching unjustified dynamics. Figure 7
shows the trajectories and the energies of a coherent state
initially located at x0 = 1 and p0 = 0, when the damping
is increased for the zero-temperature and finite-temperature
models of dissipation. The blue lines correspond to the analyt-
ical solutions under the adiabatic limit. These are contrasted
with the trajectories and the energies of the numeric solutions
of the dynamics without the adiabatic limit (black lines) and
the dynamics of the oscillator without modulation (yellow
lines). One can see that for short times (roughly one period
of the oscillator without adiabatic modulation), the adiabatic
approximation agrees well with the full numeric solution even
for small damping rates. In the figure on the right, the wiggling
of the energy is a consequence of measuring the energy with
respect to a fixed frame of the oscillator without the adiabatic
modulation, i.e., E(τ ) = 〈p̂2 + x̂2〉/2. The evolution of the
Gaussian coherent state for the zero-temperature and finite-
temperature environmental models is given in Fig. 8 for a
larger value of the modulating amplitude (λ = 0.5) at a strong
damping rate, so it is possible to perceive the effect of the
modulation in the shape of the Gaussian packet. In this case,
the Gaussian packet is deformed into a squeezed shape and
this will happen periodically as the system evolves in time.
The period of the maximum deformation will be fixed by the
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FIG. 7. Shown on the left are the trajectories in the dimensionless
phase space (q-horizontal axis, p-vertical axis) of an initial coherent
state located at q0 = 1 and p0 = 0 for two values of damping rates.
On the right is the evolution of the energy (vertical axis) in its
dimensionless description for zero temperature (dashed lines) and
finite temperature (solid lines) and two values of damping, γ = 0.01
(lines with markers) and γ = 0.1 (lines without markers). The blue
lines correspond to the adiabatic analytical solution of the model,
the black lines (darker lines) correspond to the numeric full solution
of the system without adiabatic approximation, and the yellow lines
(lighter lines) correspond to the behavior of the system without any
modulation. The modulation parameters taken here are λ = 0.05 and
ν = 0.1.

modulation function. It should be pointed out that the adia-
batic approximation carries with it a persistent error intrinsic
in the derivation of the solution, a consequence of the assump-
tions needed in the approximations. The error increases as
one approaches the adiabatic boundary, i.e., λν ∼ γ , thus it
becomes considerable for small damping regimes and large
amplitude of the modulation and has its maximum value
at times τ = [nπ − arctan(

√
1 − λ2/λ)]/ν for n = 1, 2, . . ..

Plotted in Fig. 9 is the evolution of the relative error as a
function of the damping parameter of the standard deviations
of the position [rows (a)] and momentum [rows (b)], the
energy [rows (c)], and the uncertainty relation [rows (d)]. The
brighter regions in the figure correspond to the regions of max-
imum error located around τ = [π − arctan(

√
1 − λ2/λ)]/ν,

thus the interval where the error lies is settled by the fre-
quency of the modulation while the amplitude of the mod-
ulation adjusts the position in this interval. Additionally,
larger values of the damping make the error decrease. The
noticeable stripes are identified with a shift in the frequency
of the oscillator of the approximated solutions to its exact
value.

VI. SUMMARY

In this paper, the effects of different types of driving
applied to a dissipative quantum oscillator have been stud-
ied, using analytical solutions derived for the models in the
double Fourier transform of the Wigner function scenario.
In particular, the study was done for harmonic-type driving
applied to an initial coherent state of the oscillator, although
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FIG. 8. Evolution of a Gaussian packet in the dimensionless
phase space (q-horizontal axis, p-vertical axis) for an initial coherent
state located at q0 = 1 and p0 = 0 for a strong damping regime γ =
0.5, and the zero-temperature (left) and finite-temperature (right)
environmental models. The form of the Gaussian packet is shown
at different times of the evolution: (a) τ = 0, (b) τ = π/4ν, (c) τ =
π/2ν, (d) τ = 3π/4ν, and (e) τ = π/ν. The modulation parameters
are λ = 0.5 and ν = 0.1.

the derivation of the analytical solutions was given without
specifying the driving forces or initial conditions. The first
type of driving studied was a generalization of the forced
oscillator which encompasses also the classical pumping of

0
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FIG. 9. Relative error of rows (a), the standard deviation of
position δσx = δ

√
〈x̂2〉 − 〈x̂〉2; rows (b), the standard deviation of

momentum δσp = δ
√〈p̂2〉 − 〈p̂〉2; rows (d), the energy; and rows

(d), the uncertainty relation δσxσp . The errors for modulation am-
plitudes of λ = 0.1 and λ = 0.5 are shown on the left and right,
respectively. The vertical axis corresponds to the values of the
damping parameter γ varying from 0.01 to 0.5 and the horizontal
axis is the time evolution of the system for the initial time τ = 0 to
roughly half the period of the modulation τ = π/ν.
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a radiation mode model. In this type of driving, resonances
disappear in the classical pumping type of driving since an
equilibrated rate of population and depopulation of energy
states happens. On the other hand, whenever the rate of pop-
ulation and depopulation is not balanced, resonances appear.
It was additionally observed that the effects of the driving and
the effects of the thermalization (diffusion of the wave packet)
are decoupled, in the sense that the drive has no influence on
the form of the Gaussian state, and its effect is only noticed in
the trajectories of the Gaussian state in the phase space. This
is at a certain point what one would expect since the range of
energies needed to generate the diffusion of the wave packet
is much smaller and delocalized than the energy provided by
the driving. Finally, the appearance of dense trajectories in
the long-time limit indicates the emergence a nonequilibrium
stationary condition at which the rate of dissipation is com-
pensated by the gain or loss of energy due to the driving. The
second type of driving considered here was obtained from the
coupling of the oscillator with an additional two-level system,
whose interaction is time dependent. The reduced dynamics
was studied for both systems and in the case of the oscillator,
the driving appearing due to the time-varying coupling has ex-
actly the same form as the generalized forced type of driving
studied in the first part, with the difference that the oscillator
splits into a mixture of two Gaussian states following opposite
directions. The purity of the oscillator depends on the distance
between the two Gaussian states. On the other hand, the
influence of the time-varying coupling on the qubit has an
effect only on the nondiagonal element due to the type of
coupling considered here (dephasing). For the nondiagonal
element we saw an important gain of coherence in the qubit,
when the driving produces equilibrated rates of gain and loss
of energy states. The last type of driving explored is due to a
modulation of the angular frequency of the oscillator which
has the effect to shrink or stretch the harmonic potential or
equivalently to increase or decrease the energy level spacing.
For this type of system, an analytical solution was derived
under the adiabatic approximation for which a fundamental
matrix (which is the key point in obtaining an analytical solu-
tion) can be obtained in a closed form. For this type of driving,
the first and second moments of the oscillator are affected
due to the adiabatic modulation of the frequency, unlike the
previous types of driving whose action on the dynamics is
only to drive the system through different regions in the phase
space. In particular, the case of a harmonic modulation has
been explored under the adiabatic limit, where deformation
of the trajectories and a wiggling of the energy profile were
observed due to the periodic flattening and squashing of the
potential. Furthermore, due to the modulation, an initial Gaus-
sian state in its transition to the stationary condition due to the
interaction with the environment is periodically deformed into
a squeezed shape. The error intrinsic in the solution due to the
adiabatic assumptions was also briefly discussed and it was
found that this encounters a maximum value at times which
depend on the modulation parameters. It must be taken into
account that the errors carried in the second moments may
appear as a violation of the uncertainty principle, although
this is not really the case, as this is only a consequence of the
adiabatic limit in which the approximations to the dynamics
are based.
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APPENDIX A: SOLUTION FOR THE DRIVING DUE TO
AN EXTERNAL TIME-DEPENDENT FORCE

In the chord function representation, the master equation is
written as

L̂w = −i[f (τ )s − g(τ )k]w, (A1)

where w = w(	r, τ ) = w(k, s, τ ), we have defined γ+ =
2γ (n̄ + 1/2), and L̂ is a linear differential operator of the form

L̂ = ∂τ + (s + γ k)∂k − (k − γ s)∂s + γ+
2

(k2 + s2). (A2)

The master equation is now a first-order partial differential
equation which can be placed in the form of a set of ordinary
parametric differential equations

k̇ = s + γ k, (A3)

ṡ = −k + γ s, (A4)

ẇ = −
(

if (τ )s − ig(τ )k + γ+
2

(k2 + s2)

)
w. (A5)

Equations (A3) and (A4) can be placed together into a second-
order ordinary differential equation of an undamped harmonic
oscillator k̈ − 2γ k̇ + κ2k = 0, where κ2 = 1 + γ 2 and the
solution for s(τ ) may be obtained through Eq. (A3), s =
k̇ − γ k. The solutions for k and s are therefore

k(τ ) = eγ τ/2(a1 sin τ + a2 cos τ ), (A6)

s(τ ) = eγ τ/2(a1 cos τ − a2 sin τ ) (A7)

and a1 and a2 are the integration constants or characteristic
curves which remain constant at all times. The evolution
matrix R (fundamental matrix) associated with this set of
ordinary differential equations, i.e., 	r (τ + σ ) = R(σ )	r (τ ),
for 	r = (k, s)T , has the form

R(σ ) = eγσ

(
cos σ sin σ

− sin σ cos σ

)
, (A8)

which represents a contracting-expanding and rotatory map.
The matrix R is invertible, i.e., R−1(τ ) = R(−τ ), possesses
group properties R(τ )R(τ ′) = R(τ + τ ′), and is independent
of the angular frequency κ . The solution of the master equa-
tion will be finally obtained by integrating Eq. (A5),∫ w(τ+σ )

w(τ )

dw

w
= −i

∫ τ+σ

τ

dτ ′[f (τ ′)s(τ ′) − g(τ ′)k(τ ′)]

− γ+
2

∫ τ+σ

τ

dτ ′[k2(τ ′) + s2(τ ′)], (A9)

where w(τ ) is the chord function at the initial time τ , and thus
it represents the initial conditions, and w(τ + σ ) is the chord
function at the time τ + σ , and thus it represents the solution
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we are interested in obtaining. With the map described by R,
it is easy to compute the integration of the right-hand side of
(A9) since k and s at the time τ ′ can be written with the help of
the map (A8) as 	r (τ ′) = R(τ ′ − τ − σ )	r (τ + σ ) and now the
integration over the variables becomes an integration over the
components of the map described by R. After performing the
integration of (A9), one can write down an explicit expression
for the evolution of this chord function matrix element from
some initial time τ to an arbitrary final time τ + σ :

w(	r, τ + σ )

= w[R(−σ )	r, τ ] exp
(
−γ+

2
α(σ )|	r|2 − i 	χ (τ + σ ) · 	r

)
.

(A10)

Here w[R(−σ )	r, τ ] are the initial conditions of the oscillator
in the chord function description and whose dependence on
the variables k and s has been mapped backward in time with
the map described by R; α(σ ) is given by

α(σ ) =
∫ σ

0
dτ ′[R′2

11(−τ ′) + R′2
12(−τ ′)

] = 1 − e−2γ σ

2γ

(A11)

and we have defined the vector 	χ (τ + σ ) = [χ1(τ +
σ ), χ2(τ + σ )]T whose components are given by

χ1(τ + σ ) =
∫ σ

0
dσ ′f (τ + σ − σ ′)R21(−σ ′)

−
∫ σ

0
dσ ′g(τ + σ − σ ′)R11(−σ ′), (A12)

χ2(τ + σ ) =
∫ σ

0
dσ ′f (τ + σ − σ ′)R22(−σ ′)

−
∫ σ

0
dσ ′g(τ + σ − σ ′)R12(−σ ′), (A13)

where Rij are the components of the matrix R given in
(A8). Two particular cases must be explicitly written when a
harmonic driving is considered. The first one is of an external
driving force for which f (τ ) = λ cos ντ and g(τ ) = 0. In this
case, the components of the vector 	χ (τ + σ ) take the form

χ1(τ + σ ) = λe−γ σ

2|�−|2 Re[�−e−iντ−iσ ]

+ λe−γ σ

2|�+|2 Re[�+e−iντ+iσ ]

− λ

|�+�−|2 Re[�+�−e−iν(τ+σ )], (A14)

χ2(τ + σ ) = λe−γ σ

2|�−|2 Im[�−e−iντ−iσ ]

+ λe−γ σ

2|�+|2 Im[�+e−iντ+iσ ]

− λ

|�+�−|2 Im[(ν + iγ )�+�−e−iν(τ+σ )],

(A15)

where �+ = ν + 1 − iγ , �− = ν − 1 − iγ , and R21 and R22

are components of the map R given in (A8). The other case

is when the classical pumping type of driving is assumed for
which f (τ ) = λ cos ντ and g(τ ) = λ sin ντ . In this case the
components of the vector 	χ (τ + σ ) take the form

χ1(τ + σ ) = λ

�
{(ν + 1)[cos ν(τ + σ ) − e−γ σ cos(σ − ντ )]

− γ [sin ν(τ + σ ) + e−γ σ sin ν(σ − ντ )]},
(A16)

χ2(τ + σ ) = λ

�
{(ν + 1)[sin ν(τ + σ ) + e−γ σ sin(σ − ντ )]

+ γ [cos ν(τ + σ ) − e−γ σ cos ν(σ − ντ )]},
(A17)

where now � = (ν + 1)2 + γ 2.

APPENDIX B: DERIVATION OF THE SOLUTION FOR THE
NONDIAGONAL ELEMENT w01

For the nondiagonal element master equation (26), the
parametric form of the partial differential equation is

k̇ = s + γ k + 2f (τ ), (B1)

ṡ = −k + γ s + 2g(τ ), (B2)

ẇ01 =
(
i� − γ+

2
(k2 + s2)

)
w01 (B3)

and as before we can write down a second-order ordinary
differential equation for k by coupling Eqs. (B1) and (B2),
yielding

k̈ − βk̇ + κ2k = h(τ ), (B4)

where κ2 = 1 + γ 2, β = 2γ , and

h(τ ) = 2

(
df (τ )

dτ
+ g(τ ) − γf (τ )

)
. (B5)

Equation (B4) is a second-order nonhomogeneous differential
equation, whose solution is the sum of the homogeneous and
the particular parts: k(τ ) = kh(τ ) + kp(τ ). The solution for
the homogeneous part k̈h − βk̇h + κ2kh = 0 is given in (A6)
and the solution for the particular part k̈p − βk̇p + κ2kp =
h(τ ) can be obtained as the convolution of the nonhomo-
geneous part h(τ ) with the Green’s function G(τ ), kp(τ ) =∫ τ

0 dτ ′G(τ − τ ′)h(τ ′), where G(τ ) = eγ τ sin τ is the solution
of the propagator equation G̈ − βĠ + κ2G = δ(τ − τ ′); here
the overdot refers to the derivative with respect to τ . The full
solution of Eq. (B4) may thus be written as

k(τ ) = kh(τ ) + kp(τ )

= eγ τ (a1 sin τ + a2 cos τ ) + �k (τ ), (B6)

where

�k (τ ) =
∫ τ

0
dτ ′eγ (τ−τ ′ ) sin(τ − τ ′)h(τ ′). (B7)

Solving for s in the first parametric equation (B1) and then
plugging in the result for k, one has, for s,

s(τ ) = k̇ − γ k − 2f (τ )

= eγ τ (−a1 cos τ + a2 sin τ ) + �s (τ ), (B8)
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where �s (τ ) = �̇k (τ ) − γ�k (τ ) − 2f (τ ) or

�s (τ ) =
∫ τ

0
dτ ′eγ (τ−τ ′ ) cos(τ − τ ′)h(τ ′) − 2f (τ ). (B9)

Now, if we redefine the variables as

k′(τ ) = k(τ ) + �k (τ ), (B10)

s ′(τ ) = s(τ ) + �s (τ ), (B11)

then one can describe a map that moves any point represented
by the prime vector 	r ′(τ ) = [k′(τ ), s ′(τ )] at the time τ to
another point 	r ′(τ ′) = [k′(τ ′), s ′(τ ′)] at the time τ ′ = τ + σ

through the same map as described by the matrix R given in
(A8), that is, 	r ′(τ + σ ) = R(σ )	r ′(τ ), and together with the
relation 	r (τ ) = 	r ′(τ ) − 	�(τ ), where

	�(τ ) =
(

�k (τ )
�s (τ )

)
, (B12)

one can build the map that describes the motion of any point
[k(τ ), s(τ )] along the characteristics as

	r (τ + σ ) = R(σ )[	r (τ ) + 	�(τ )] − 	�(τ + σ ). (B13)

Integration of the third parametric equation (B3) has the form∫ w01(τ+σ )

w01(τ )

dw01

w01
=

∫ τ+σ

τ

dτ ′
(
i� − γ+

2
|	r (τ ′)|2

)

= i�σ − γ+
2

∫ τ+σ

τ

dτ ′|	r (τ ′)|2, (B14)

where |	r (τ ′)|2 = k2(τ ′) + s2(τ ′). With the map given in
(B13), now one can write k(τ ′) and s(τ ′) appearing in the
integrand of the right-hand side of (B14) as

|	r (τ ′)|2 = |R(τ ′ − τ − σ )[	r (τ + σ ) + 	�(τ + σ )] − 	�(τ ′)|2.
(B15)

Thus, in general terms, this integration can be done, yielding
a solution in the form of the chord function

w01(	r, τ + σ )

= w01[R(−σ )[	r + 	�(τ + σ )] − 	�(τ ), τ ]

× exp
[
i�σ − γ+

2
[α(σ )|	r |2 + 2	ζ (τ + σ ) · 	r ]

]
× exp

[
−γ+

2
�(τ + σ )

]
, (B16)

where α(σ ) is given in (A11),

�(τ + σ ) = α(σ )| 	�(τ + σ )|2 +
∫ σ

0
dσ ′|�(τ + σ − σ ′)|2

− 2 	�(τ + σ ) ·
∫ σ

0
dσ ′ RT (−σ ′) 	�(τ + σ − σ ′),

(B17)

and

	ζ (τ + σ )=α(σ ) 	�(τ + σ )−
∫ σ

0
dσ ′ RT (−σ ′) 	�(τ+σ − σ ′).

(B18)

The solution given in (29) is a general solution for which the
form of the time-dependent couplings f (τ ) and g(τ ) need not
be specified.

APPENDIX C: SOLUTION FOR THE ADIABATIC
MODULATION

The master equation described in (35) in the chord function
representation reads

{∂τ + [�2(τ )s + γ k]∂k − (k − γ s)∂s}w = −γ+
2

|	r |2w,

(C1)

thus, it can be placed as a set of ordinary differential equa-
tions, i.e.,

k̇ = �2(τ )s + γ k, (C2)

ṡ = −k + γ s, (C3)

ẇ = −γ+
2

(k2 + s2)w. (C4)

Under the adiabatic limit, one can write a solution for
Eqs. (C2) and (C3) as

k(τ ) = �(τ )eγ τ {a1 sin[ω(τ )] + a2 cos[ω(τ )]}, (C5)

s(τ ) = eγ τ {a1 cos[ω(τ )] − a2 sin[ω(τ )]}, (C6)

where ω(τ ) = ∫ τ

0 dτ ′�(τ ′). As before, one can write down
the fundamental matrix corresponding to the set of equations
(C5) and (C6), i.e., 	r (τ2) = M(τ2, τ1)	r (τ1), for 	r = (k, s)T ,
in the form

M(τ2, τ1) = eγ δτ

(
�(τ2 )
�(τ1 ) cos[ω(δτ )] �(τ2) sin[ω(δτ )]

− sin[ω(δτ )]
�(τ1 ) cos[ω(δτ )]

)
,

(C7)

where δτ = τ2 − τ1. The map also satisfies the rela-
tions M(τ2, τ1)M(τ1, τ0) = M (τ2, τ0) and M−1(τ1, τ0) =
M (τ0, τ1). Integration of Eq. (C4) can be easily carried with
the employment of the fundamental matrix∫ w(τ+σ )

w(τ )

dw

w
= −γ+

2

∫ τ+σ

τ

dτ ′|	r (τ ′)|, (C8)

where in terms of the fundamental matrix given in (C7), the
integrand on the right-hand side can be written as 	r (τ ′) =
M (τ ′, τ + σ )	r (τ + σ ), yielding the solution for the chord
function

w(	r, τ + σ ) = w[M−1(τ + σ, τ )	r, τ ]

× exp
(
−γ+

2
	r T α(τ + σ )	r

)
, (C9)

where w[M−1(τ + σ, τ )	r, τ ] are the initial conditions of the
oscillator in the chord function representation, whose variable
dependence has been mapped to the time τ + σ according
to map described by the fundamental matrix M, and the
matrix α(τ + σ ) is a symmetric matrix whose components are
given by

αij (τ +σ ) =
∫ τ+σ

τ

dσ ′[M(σ ′, τ + σ )MT (σ ′, τ + σ )]ij .
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