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We consider open quantum systems with factorized initial states, providing the structure of the reduced system
dynamics, in terms of environment cumulants. We show that such completely positive (CP) and trace-preserving
(TP) maps can be unraveled by linear stochastic Schrodinger equations (SSEs) characterized by sets of colored
stochastic processes (with nth-order cumulants). We obtain both the conditions such that the SSEs provide
CPTP dynamics and those for unraveling an open system dynamics. We then focus on Gaussian non-Markovian
unravelings, whose known structure displays a functional derivative. We provide a description that replaces
the functional derivative with a recursive operatorial structure. Moreover, for the family of quadratic bosonic
Hamiltonians, we are able to provide an explicit operatorial dependence for the unraveling.

DOI: 10.1103/PhysRevA.98.042111

I. INTRODUCTION

Stochastic Schrodinger equations (SSEs) were introduced
in the framework of measurement theory, where the effect
of repeated measurements is described by the introduction
of a Wiener process in the Schrodinger equation [1]. In the
following years, different SSEs were proposed in the context
of collapse models where one modifies the Schrodinger dy-
namics in such a way to account for the wave-packet reduction
within a unique dynamical principle [2]. Markovian SSEs, i.e.,
those displaying white noises, have been deeply investigated
thanks to the possibility of exploiting Ito stochastic calculus
[3-5]. The solutions of these SSEs “unravel” (i.e., reproduce
in average) Markovian open systems dynamics. However,
many physical systems cannot be described by Markovian
dynamics, and they need non-Markovian ones [6,7]. This fact
pushed the development and investigation of non-Markovian
SSEs.

The extension to non-Markovian quantum state diffusion
was first tackled by Diosi and Strunz in [8], where Gaussian,
complex, colored stochastic processes were considered. These
seminal works were followed by others both in the realm of
collapse models [9-12], and in that of continuous measure-
ment [13] (for a more detailed historical review, see [7]). We
should mention that in this context one considers stochastic
equations with discontinuous or jump processes, both for
Markovian and non-Markovian dynamics [2,14]. We are in-
stead interested in stochastic processes that are continuous and
continuously differentiable, and we will focus on these in the
remainder of the paper. SSEs are also exploited, as a method
alternative to master equations, to numerically investigate
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open quantum systems. The advantage is that SSEs typically
require less numerical resources than master equations (be-
cause the wave-function Hilbert spaces have smaller dimen-
sionality than those of density matrices). Different expansion
methods have been proposed to investigate non-Markovian
SSEs, but only in a few cases have these equations been
analytically solved [10,11,15,16]. We should also mention the
original method proposed by Tilloy [17], who introduces new
stochastic terms in order to rewrite non-Markovian SSEs as
averages over explicit time-local (bi-)stochastic differential
equations. Recently, the first full characterization of Gaussian
linear stochastic unravelings have been provided in [18]. Such
a characterization is implicit, as it depends on a functional
derivative (further explained in Sec. IV). The symmetries of
these unravelings were analyzed in [19], while a measurement
interpretation in terms of Bargmann states has been provided
in [20].

Most of the results on non-Markovian SSEs in the liter-
ature concern Gaussian stochastic processes, and only few
papers attempt to use continuous, non-Gaussian stochastic
processes in very specific cases [21]. The aim of this paper
is to take a step forward in the theoretical description of
non-Markovian unravelings. On the one side, we show that
it is possible to unravel non-Gaussian, completely positive
(CP) and trace-preserving (TP) non-Markovian open system
dynamics, and we provide the condition for the existence of
such an unraveling (Sec. III). In general, if the open system
dynamics is non-Gaussian, the SSE will display continuous
colored stochastic processes characterized by their nth-order
cumulants. On the other hand, we provide a description of
Gaussian non-Markovian unravelings that does not make use
of the functional derivative and explicitly depends on the
system operators (Sec. IV). In the next section we start by
investigating the structure of (non-Gaussian) CPTP open sys-
tem dynamics, that is the reference dynamics that we want to
unravel.
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II. OPEN QUANTUM SYSTEMS MAP

We consider a system (S) interacting with a generic envi-
ronment (£). The evolution of the open system density matrix
Ds¢ in the interaction picture is described by the von Neumann
equation (A = 1)

19 pse(t) = Vi, pse(®)], ey

where V, is a generic interaction Hamiltonian between the
system and the environment, that can be rewritten in total
generality as

V=) fu®a(), 2)

where f“(t) and (]Aba(t) respectively are Hermitian system
and environment operators. The solution of Eq. (1) can be
formally written as

pse(t) = b, psedl, 3)
with

&, =T exp |:—i/ dt Zﬁx(f)éa(f)]~ )
0 o

The time ordering 7 acts on a generic function of the type
f( fof dt V), by ordering the products of operators V; of its
Taylor expansion:

t . _ & 1 t \" 8nf(x)
Ti(faen) = Sarl(f o) [

n=0 "

x:O’
®)

provided the series exists. Since we are interested in the effec-
tive evolution of the system S we trace over the environment
degrees of freedom to obtain

Ps(t) = Tre[d, pse D). (6)

Under the assumption of factorized initial state pss = ps ®
Pe, the effective evolution can be described by the action of a
dynamical map M, on the system initial state p,. By replacing
Eq. (4) in Eq. (6), one can write the dynamical map as

M,[ps] = <7'efé Jodt Za[f;’(f)¢;(r)+fa'(f)¢of(f)],58>’ (7)

where (...) = Trg[. .. P¢], and the superscripts +/— denote
the superoperators f*p = fp £ p f (similar definitions hold
for the superoperators ¢*). We rewrite the map M, as a
time-ordered exponential with a time-dependent generator, by
means of a cumulant expansion (see Appendix A for explicit
calculation):

Milps1 =T exp [Z(—i)" / drnlén(rn)}ﬁs, ®)
n=l1 0

where T, = (7, ..., 7,) (n denoting the length of the array).
The terms of the expansion are defined as

() =D D fu @) f2(w) - fir(m) ),

q=0 aian

)

where C are the ordered bath cumulants defined in Eq. (A9).
We used the following notation: /; € {+, —}, I = -1, P, is
the permutation of the indexes /; such that ¢ is the number
of plus signs in the array (/5, ..., [,), and «; denotes the sum
over all {«y, ..., a,}. We stress that the first superoperator on
the left in k,(t,) is always f~. This is an important feature
because it guarantees that the map is trace preserving (indeed
Trs[f~ 0o ps] = 0). Note moreover that the time ordering acts
on the basic elements f; hence one has first to replace Eq. (9)
in Eq. (8), and then apply 7.

We eventually notice that Eq. (8) recovers the one derived
by Diosi and Ferialdi [18] when the (Gaussian) environment
is completely characterized by its second cumulant. Indeed, in
such a case Eq. (8) reduces to

/ﬁl =T exp |:—/ dt, Z fo, (T1)
0

o],00

< (Gt + )| a0
that coincides with Eq. (17) in [18].

III. GENERAL UNRAVELING

We now consider a stochastic Schrédinger equation in the
interaction picture,

i3,y = Vilyn), (1)

where V; is an operator valued stochastic field in the Hilbert
space H that can be decomposed as a sum of Hermitian
system operators f, like in Eq. (2), where the operators
are replaced by a set of complex stochastic processes {¢,}. A
decomposition with non-Hermitian operators can be obtained
performing a unitary transformation as shown in [19]. Unlike
previous works on non-Markovian stochastic unravelings, we
consider general stochastic processes, that are completely
characterized by their nth-order correlation functions, with n
arbitrary. Equation (11) is solved by Eq. (4) with ¢ — ¢, and
the average dynamics is described by the map M,, defined as
follows:

M, [ps] = (b, ps D)), (12)

where ps = |¥o)(¥o| is a pure initial state, and now (- --)
denotes the stochastic average. In order for M; to be a
physical map, it must be CPTP. The definition (12) itself can
be understood as the Kraus-Stinespring decomposition of M,,
guaranteeing its CP [22]. By replacing Eq. (4) in Eq. (12),
one can conveniently rewrite M, like in Eq. (7), where now
¢+ = ¢ + ¢* are twice the real and imaginary parts of ¢. In
order to find the conditions under which the averaged map is
TP, we perform—analogous to the quantum case—a cumulant
expansion (see Appendix A), obtaining Eq. (8) where k is
replaced by

kn(Ta) =Y > fi(m) - i@ il @), (13)

q=0 o;, Py

Cg)l'_'_'_l_gn(rn) are the nth-order cumulants of the set of stochastic

processes ¢, (see Appendix A for the explicit expression).
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It is important to stress that the stochastic cumulants C in
principle differ from the quantum cumulants C. This is due
to the fact that the trace over quantum degrees of freedom in
general cannot be described as a stochastic average.

We perform the trace of M,, and we obser_ve that the
contributions of the type f, (t1)--- fu (t,)Cl 7k (z,) (ie.,
those with /; = —) in each k,,(t,,) are killed by the cyclicity of
the trace (remember that f~ is a commutator, and accordingly
Te{f~ O} = 0):

THM 51} =T T exp | [ de, 353 3oy

n=1 g=1a;,P,

X f (@) f2 () - [ (o) Coh () | ps
(14)

Recalling that M, is TP if Tr{M,[ps]} = Tr{ps}, one finds
that this condition is satisfied only if the exponent in the
previous equation is zero, i.e., if either the series or each of
its terms are zero. In the first case one needs to fine-tune
the stochastic cumulants C (by manipulating the processes
¢,) in such a way that the series in the exponent sum to
zero. This is in general a very difficult task and we are not
aware of any technique that allows one to provide an explicit
constraint. The second option, though being a more stringent
requirement, allows one to find an explicit constraint:

Corzar () =0, Vn, (15)
i.e., all the cumulants obtained tracing at least one purely
imaginary noise ¢~ are zero. Accordingly, the average map
M, is TP if it is generated by an interaction potential V (¢) that
displays only real stochastic processes ¢, . In this case V (1) is
purely Hermitian, and Eq. (13) is replaced by (¢, = ¢})

kn(Tn) =Y for (@) - o (T)ChE (). (16)

However, it is well known that a SSE of this kind generates
a dynamics that cannot describe dissipative phenomena [10].
Dissipative dynamics are indeed unraveled by SSEs display-
ing an interaction potential (2) with complex stochastic pro-
cesses [11,23] (provided that the system operators are Her-
mitian). Since the previous calculations explicitly show that
the unraveling (11) with complex noises leads to a dynamics
that is not TP, we now investigate whether it is possible to
obtain such a TP map starting from a SSE different from (11).
We do so by adding new terms to the stochastic map &,
and we seek the conditions on these new terms such that the
average map is TP. We stress that one might make M, trace
preserving by modifying directly the k,(z,) of Eq. (13). This
operation, though leading to a TP map, does not guarantee that
M, preserves the factorized structure of Eq. (12), which is an
essential requirement to obtain a SSE unraveling it.

The most general modification of ®, is obtained by adding
to the exponent an operator functional g( fot dt ﬁ), that for

later convenience we Taylor expand around fot dt f, =0

(see, e.g., Appendix A of [24]). This leads to a new map Z,:

=T exp |:—i/ d‘EZﬁx(T)‘Pa(T)
0 o
- / drnoym)} (17
n=1 0

where the operators O, (t,) are defined by

t R 1 t . n "
/ dtn On(Tn) = - / dtfr g(X)
0 n! \Jo ax" | o

‘We stress that 0,1(1,1) are deterministic: if they were stochas-
tic they would lead to a new map that could be rewritten in
the form (4) (with new stochastic processes), therefore not
solving the trace issue. The stochastic map (17) generates
the average dynamics NV, [ps] = (&, ps @,T). We remark that
this dynamics is CP even if &, is truncated at the nth order,
because the Kraus-Stinespring structure of Eq. (12) is pre-
served. Exploiting the identity 7 ¢!@+?) = T ¢!Tlog(¢")+b apd
the calculations in Appendix A, one finds that

o)

(18)

N, =T exp [Z fo AT, (=) ky(T4) — Onm))}, (19)
n=1

with
On(rn) = Hn+(rn) + A;(rn) (20)

The superoperators H,", A, are built—with the known
rules—respectively from the Hermitian and anti-Hermitian
parts of On: I—?,, = (On + OAJ)/Z and A,, = (On — OAJ)/Z. By
performing the trace of Eq. (19), one finds that the averaged
map N; is trace preserving if the following condition is

satisfied (see Appendix B):

An@) = YN ) T -

q=1 a;,P,
Jijff,,(rn)C;’_fj,‘x'fl(r,,), Q1

where the superoperators fi are defined as O j‘i =0f+

fO, the arrow denoting the fact that these superoperators
are acting on the left. We recall that I; = — because of the
trace operation [see Eq. (14)]. We then find that the request of
N; being TP map can be satisfied—for a generic noise—if a
multitime anti-Hermitian operator of the form in Eq. (21) is
added to the map Z,. Accordingly, by replacing Eq. (21) in
Eq. (17) we obtain the structure of a general stochastic map
that generates an average CPTP dynamics. Interestingly, the
fact that only the anti-Hermitian A, are involved in the TP
condition implies that the Hermitian contributions H, can be
chosen freely. This degree of freedom can be exploited to tune
the average dynamics ; obtained from a stochastic evolution,
in such a way that it recovers an open system dynamics M.
By matching the exponents of Eq. (19) and Eq. (8), one finds
that &, unravels M, if

H(t,) = (=)' (ka(T2) = k(7)) = A, (T,).  (22)
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One might question whether it is possible to find a more
explicit expression for this formal equation, e.g., by de-
composing the operator O, over the set {f,} in Eq. (17).
Unfortunately, such a decomposition is helpful only in the
Gaussian case. The calculations showing this are rather in-
structive and we reported them in Appendix B. As a matter of
fact, there are two cases for which one can obtain a simpler
expression for H,: when all operators f, () commute at any
time ([ fa(t), fa(‘t)] = 0), and the Gaussian case (stochastic
processes characterized only by their first two cumulants). The
first case is trivially solved and we will not report it here, while
the Gaussian case is more interesting and it will be considered
in the next section.

IV. GAUSSIAN UNRAVELING

We consider complex Gaussian stochastic processes, i.e.,
those completely characterized by their first two cumulants:

(92 (1)) =2C5 (),
(b (1D (1)) — (B (1)) (¢ (1)) =4C5 (1, 7). (23)
The CPTP stochastic map (17) associated to such processes

simplifies to

& =T exp {—i /0 dn [ (m)lga(z) — C; (2]
+ /0 ds e 7 () (ta)+ 77 ()Co5 (x)]

- /0 dri By () — /0 drzﬁz(rz>}, 24)

where we are now making use of the Einstein convention of
summing over repeated indexes. In this specific case we can
set H (t) = 0, and determine the operator H,(t,) in such a
way that the average map reproduces the effective Gaussian
map generated by the trace over an environment:

() = @l )y (o) + 7 @) ).
(25)

Replacing this equation in Eq. (26) we obtain the following
expression for the stochastic map:

) :Texp{—i /0 dv f*“(0)(du(t) — C; () (26)

+/ d‘fzfa(fl)fﬁ(fz)(caﬂ(Tz)+Ca+(T2))}~
0

Since C, (7) in (26) simply gives a shift of the mean value
of ¢, we absorb it as follows: ¢, (1) — C, (t) = ¢¢(7), in
order to simplify the notation. This leads to

&, = T{e o dr " @gu@i fydn flekn@mll — (27)
with the following conditions on the new ¢:
(¢a (D)) = (Pa(1)"),
Kap(t, 1) = 5 (a0 $p(11)) = (Pa(DPp(T)N01r, . (28)

Equation (27) is the most general Gaussian, non-Markovian
stochastic map that unravels a CPTP dissipative dynamics,

and coincides with the one first obtained in [18] for (¢, ) = 0.
In order to find the SSE associated to this map, we need to
differentiate it with respect to ¢, obtaining

t

%8 =—i (O (E — T{ [f"(t)/ dt Kap(t. ) [P (1)
0

o~ o dt FH@lgu(r)—i [§ di f () Kap(r. )1] } 29)

The main issue with this equation is that the operator /() in
the second line is entangled with the exponential through the
time ordering. The approach most widely used to deal with
this issue is to exploit the Furutsu-Novikov theorem [25], that
allows one to rewrite Eq. (29) as follows:

&, =—z[f“(z)¢a(t)—zf°‘(r>/ dt Keg(t, r)8¢ = )]:
(30)

where §/3¢4(7) denotes a functional derivative. However, this
is just a formal and elegant rewriting of Eq. (29), that is very
difficult to exploit for practical purposes [10,11,15,26]. We
propose an alternative perturbative scheme, that has the merit
of allowing for a recursive definition of the expansion terms
for the time local generator. We rewrite Eq. (29) as follows:

B = —i[f*()pa(t) + ANE,, (31)

where A, is a time-local representation of the non-Markovian
contribution to the dynamics. When inverted, this equation
allows one to write a formal expression for A,:

FO)a(t) ENE. (32)

We adopt the same strategy as in [27]: we Taylor expand the
stochastic map (26) to obtain

t n—k
s =33 | (1 [ ar o)

n=0 k=0

~

At l 3,;_4;

¢ k
x (— / dnf“(n)fﬂ(rz)Kaﬁ(rz)) } (33)
0

then after some manipulation and explicitly solving the time
ordering (see Appendix D), we write the map &, as follows:

o0
& =D (i, (34)
n=0
with
t
&n =/ dt, Z S (t1) -+ fa, (Tn)
0 @
[n/2]
X Z Z Koo, (Tal > Taz) o Koy iay (T“Zkfl ’ T”Z")
k=1 P(a)

X ¢)Ol2k+1 (T¢12k+1) te ¢ay, (Tan)0T112k+] o Tap ? (35)

where |n/2] denotes the floor function of n/2 (i.e., the
greatest integer less than or equal to n/2) and P(a) is the
permutation of the indexes a; € {1, ..., n}. We also expand
the right-hand side of Eq. (32) (see Appendix D for detailed
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calculation):

i 0,8 — o) EJ =D (=i)'dur,  (36)

where

dyyy = Zfa(r)fo ATy fo, (1) -+ fu, ()

[n/2]

X Z Z KOIOZ](I’ Tlll) o K“Zk—zazk—](razk—Z’ Tazk*l)
k=1 P@ k elements

X d)agk (Tqu) ¢O{n( a ) t"zk “Tay * (37)

(n—k) elements

Exploiting the result in Appendix B of [27] we can now
rewrite the inverse map as

oo
&' =) (=)' M, (38)
n=0
with My = 1 and
My =) Mi&, . (39)

Recollecting these results, replacing them in Eq. (32), and
following the strategy in Appendix C of [27], we eventually
obtain the following perturbative series for the generator A;:

= Z L, (40)
n=1

whose elements L, are defined by the following recursive
formula:

n

~ A A

Lo=d, =Y L, 41)
k=1

It is important to stress that the order » in the expansion terms
£,, d,, and L, denote the power of operators f,, displayed by
them. This allows one to understand the series as an expansion
in the coupling strength of the interaction, which provides a
useful tool for the practical analysis of non-Markovian un-
ravelings. Equation (30) instead, though much more elegant,
cannot be directly used—unless the functional derivative is
known—for explicit calculations. The explicit form of the
L, is still rather involved, making the evaluation of higher
orders demanding. However, for a specific class of physical
systems this problem can be solved and an explicit unraveling
obtained.

Bosonic quadratic Hamiltonian

We assume that the system of interest is bosonic and its
free dynamics is described by a quadratic Hamiltonian. The
advantage provided by this family of systems is that they allow
one to apply Wick’s theorem to disclose the time ordering
of Eq. (29). Indeed, these systems display linear Heisen-
berg equations of motions, and accordingly the commutators
[f"‘(r), fAﬂ(s)] are ¢ functions. An example of a system

falling in this category is a damped harmonic oscillator: in this
case the operators f are simply position and momentum of
the oscillators, and contractions are a combination of sine and
cosine functions [28]. The strategy we adopt is the following:
we start from Eq. (33) and, instead of solving explicitly the
time ordering, we keep its formal expression. Differentiating
Eq. (33) and exploiting the properties of the Cauchy product
of two series we obtain

i9,8, = f/()¢;(1) & (42)
—if“(r)’r[/ dt Kop(1, r)fﬁmzz ]
n=0 k=0

where the dots denote the same argument of the series of
Eq. (33). Note that this is just a convenient rephrasing of
Eq. (29). Our aim is to achieve an equation of the type (31),
ie., to express 9,E, in terms of Z,. By applying Wick’s
theorem we find that the time ordering in the second line of
Eq. (42) can be rewritten as follows:

} / dt Kep(t, 1)

T{f dr Kop(t, ) fP(0) Y ) -
0
x (f"(r)—i / dr ¢Pi(z, n)%(rn) g
0

n=0 k=0

t [ SR
—T{/ drfﬁ(nK;?(r,r)ZZ---}, (43)

0 n=0 k=0
where K (f) is a suitably defined kernel and ¢#%(z;, 1) =
[f’g(r] ), f¥(1)]0,. is a Wick contraction (see Appendix E).
We have been able to decompose the initial time ordering in
two terms: one proportional to &, and one displaying a time
ordering that has the same structure as the initial one, but
with a different kernel. We can then apply Eq. (43) to this
new time ordering, and iterating this procedure we obtain (see

Appendix E)

8,8 = [—if“(r)%(z)—if“(r)fo dtKap(t, 7)

x(—if*“(r)+ / dr ¢Po(x, n)%,(r]))]ét, (44)
0

where K = "> K™, with K = K and K™ defined re-
cursively through the following formula:

K3t 1) = / dTa KV (t, 1) (12, 1)K oy 5(T1, ),
(45)

with Emﬁ(ﬁ, 7) = Ko p(11, T) + Kpqo, (7, T1). The condition
for convergence of the series is
lim K\t 1) = 0. (46)
n—00
This equation provides the explicit non-Markovian unraveling
for the family of bosonic quadratic systems, generalizing the
result obtained in [10] for a specific model. Eventually, the

average dynamics associated to this equation is described by
the master equation obtained in [28].
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V. CONCLUSIONS

We have first investigated open quantum systems with
factorized initial states, and we derived the structure of the
reduced CPTP map, making explicit its dependence on bath
cumulants. We then considered the class of linear SSEs with
continuous stochastic processes, exploring the possibility of
using them to construct CPTP dynamics. We found that when
real stochastic process are considered the structure of the
unraveling is trivial. On the other hand, we showed that, when
SSEs with complex noises are considered, the conditions such
that these provide average CPTP maps are rather involved.
Furthermore, we provided the condition that SSEs have to
fulfill in order to unravel open quantum systems dynamics.

We eventually focused on Gaussian unravelings, providing
a perturbative expansion that relies on a recursive equation.
This expansion, though being less elegant than the known
one displaying a functional derivative, allows one to compute

J

recursively the nonlocal term of the unraveling. Furthermore,
for the family of quadratic bosonic systems, we have been
able to provide an explicit operatorial expression for the
unraveling.
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APPENDIX A

In this Appendix we provide explicit calculation leading to Egs. (8) and (9). We start from Eq. (7):

M;[ﬁs] =

(T e 2 o 4 Laltd 000 0+ 0100001

Ps). (A1)

where f* (¢%) are superoperators acting respectively on the system (environment) Hilbert space (definition in the main text),

and (- -

-) denotes the average over a certain measurable space (in this case the trace over the environment degrees of freedom).

Exploiting Eq. (5) we can define the time-ordered logarithm as follows:

Tlog[l—i-f(/otdrf/f)}

oo

—y T[ f( / dr v)}

n=1

(A2)

provided that | f( fot V)| < 1. One can check that such time-ordered logarithm satisfies the identity 7T~ log(Tefor dr ‘7’) =

fot dt V.. Exploiting this in Eq. (A1) we find

M, =T exp{T log (T e~ Jodv Lall @05 01417 @7 @MY}

(A3)

The exponent of this expression can be rewritten as the following limit:

lim 7 log (Te L o dTl(f (O+ed (D)bg (O+(f (T)+iey (r))¢>+(r)]>

e (1)—0

(A4)

and exploiting functional calculus [29], one can conveniently rewrite the logarithm in Eq. (A3) as follows:

T log (Te—g Jydt Zw[f}f(r)¢;(t)+f;(t)¢;r(t)])

= lim 7T e ' /dr Xalfd (@8/dec )1+ 1, (r>5/35+(r>|10g (Tez Jo dt X ylep (D)5 (0)+e5 ()y (r)])

eX(1)—>0

(A5)

where §/8¢Z(7) denotes a functional derivative. This expression is convenient because it allows one to evaluate independently
the system and the environment contributions to the system dynamics. One may notice indeed that, in the right-hand side (RHS)
of Eq. (A5), the superoperators f* acting on the system are all collected in the first exponential, while the remaining degrees
of freedom are displayed only by the logarithm. Expanding the exponential function of the system superoperators f(t) and
resolving its time ordering one obtains

T log (T ¢4 fo 4% Sl (Oieg 007 (147 (01 )5 )

—Z —1)71/ dTnT{ZI:f;-(.C)S
—Z(—z)" f 03 Y e S h . ° 0

I 0
q=0 P, oy-ap I(7:1) 880(,,(77;1)

+ [ (T )8 e ):| }10g<7'e§fédTZﬁ[eﬁ(rMﬁﬁ(r)+sﬁ(r)¢,§r(f)]>

log (Te% Jidr zﬁ[s;mcpg(z)+e;<r>¢;<r>1)
(A6)
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where P, denotes all the permutation of the indexes k, € {+, —}, such that there is a ¢ number of minus superoperators.
Performing the limit of si(r) — 0 one eventually obtains

T log (T ¢7s it XU 0 (0 (6500 Z(—z)” f a0 3 Y £ £ B (o) (A7)

Jj=0a;,P,

where the contribution given by the auxiliary degrees of freedom is described by the ordered cumulants:

Cl| I (Tn) — 9” . 5%”‘{” log (Te%fdtea,rqbaAr)

oy

(A8)

Sal.rl aj. =0"

A more explicit expression for the cumulants can be obtained by exploiting Ursell formula [30], that allows one to write

(1P —D)! ¢aﬂ(f )
Coh @ n):Z( = ]_[< <]_[ 2 >>9 (A9)

PeP pEP
where P is a partition of {1, ..., n} with cardinality |IP|, P € IP is a set of the partition P, and p one element of the set P.
Exploiting Eq. (A7) in Eq. (A1) and introducing the new symbol
kn(a)= > fi(@) - fo@)Chh (x,), (A10)
011\,734

we eventually obtain Eq. (9) of the main text.

We stress that the derivation provided in this Appendix holds also if q)i in Eq. (A1) are stochastic processes and (- - -) denotes
the stochastic average. The final result is Eq. (A10), where k—kand C - C, ie., Eq. (13). It is important to remark that in
general C and C differ because quantum trace and stochastic average have different properties.

APPENDIX B

In this Appendix we provide calculations leading to Eq. (21). The map A; in Eq. (19) is TP if Tr[N;ps] = Tr[ps] or
equivalently 9, Tr[N; ps] = 0. Performing the trace and taking the time derivative we get

19, Tr{N;[ps]} =Tr{ T f dz, ZZ Z(—z)" OFT) e fi @) ol (xn) — i AT (2)

n=1 g=1«;,P,

xexp [Z /0 dr, (=) ken(z) - On(Tn)):|ﬁs}- (BD)
n=1

Exploiting the cyclicity of the trace we can rewrite the equation as

i, Tr{N[ps]} = Tr{ T / dt, ZZ Z(—z)”f%(r)ﬁl(n) P )Clin ) — iA(ry)

n=1 g=1 o;,P,

X exp [Z /0 AT, (=) kn(T0) — @n(rn»]ﬁs} =0, (B2)
n=1

where the superoperator k(t,) is k(t,), where all the £’ have been replaced by fji. From the above equation we immediately

obtain Eq. (21) for the operator A(rn). This condition is rather cumbersome, and one might argue that a simpler one can be
obtained by expanding the operators O,(t,) over the set { f,} as follows:

On(T) =D fu, (1) fu, (%) K ey, (Tn), (B3)

where the K, ..o, are complex kernels. However, we now show that a decomposition of this kind works only in the Gaussian
case, while it is not instructive for noises with cumulants higher than the second. With the choice (B3), the stochastic map (17)
generates the average dynamics (19) with (see Appendix C)

Ou(y) = Z Z Fi@) e @)K, (T), (B4)
4=0 o;,P,
where ¢ = + when g is even, ¢ = — when g is odd, and we have introduced K* = (K £ K*)/2. One notices that the structure

of the superoperators O, (t,) is close to that of k, (7). The relevant difference is that, unlike C, K depends only on the number
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q of plus signs of the array (/, ..., [,), not on the array itself (note different superscripts). Substituting Egs. (13) and (B4) in
Eq. (19) one finds

Nilpsl =T exp / AT, Y Y (=i fh @) e fr @) (CL (1) — KS g, (T0) | fs. (B5)
0

n=1 g=1 o;,P,

By performing the trace of this equation, one finds that the averaged map N is TP only if the following conditions are satisfied:
VneN, g <n,

C (g, — K

oy oty

(t.) =0, qeven, Clil(r,)—Kg ., (t,)=0, g odd. (B6)

oy,

We recall that [; = — because of the trace operation [see Eq. (14)]. Since the identities of Eq. (B6) must hold for any array
(2, ..., 1), they represent a system of 2"~! independent equations. However, at any order n there are only two free variables:
K;[l___a"(r,,) and Ka‘lman(rn). This is a consequence of the fact that C depends on the array (—, L,...,1,), while K depends
only on the number of minus signs in such an array. Accordingly, we can conclude that the system (B6) admits solution only for
n < 2, and that the decomposition (B3) allows one to obtain the condition for a TP map only in the Gaussian case.

APPENDIX C

In this Appendix we derive Eqs. (B4) for the modified map A;. It is convenient to introduce the left-right formalism denoting

by a superscript L (R) the operators acting on p from the left (right) [31]. The map N; = (E;p E,T), defined in the main text, can
then be written as

n=1 0 o4

v <T - {Z(—”" f 1,01 (2,) + (=) OF (el —i / dfz[f;u)qss(rnfaR<r>¢§(r>]}>. (¢
0

We introduce the superoperator O, (t,):
On(Ta) = Oy (1) + (=)' O (), (€2)
which, making use of Eq. (B3) and of the identity K* = (K 4 K*)/2, can be rewritten as follows:
On(T) =[fi(T1) -+ fr (T) + ()" [ (@) -+ [k @)K o (T) + [fa (1) -+
@) = (' @) - [l @] K o, (T0)- (C3)

Further rewriting f®/ in terms of f* = (fL + f®)/2, we obtain

Iseees n

......

.....

(C4
where P, is the permutation of the indexes /; such that ¢ is the number of plus signs in the array (I, ..., [,) and «; denotes the
sum over all {a, ..., a,}. The last line of this equation shows that the terms proportional to K+ (K ™) with odd (even) g are
zero, allowing one to rewrite the O,(t,) as follows:

On(ta) =YY fi(r)-+ fir(t)Kg 0 (Tn), (C5)
q=0 Ol,',Pq
where ¢ = 4 when ¢ is even and © = — when ¢ is odd, providing us with Eq. (B4).
APPENDIX D

In this Appendix we provide explicit calculation for the series expansion of Egs. (35)—(37). Since our aim is to provide a
series in powers of interaction operators ', we need to rearrange the series in Eq. (33) because this contains terms with powers
of interaction operators in the range [n, 2n]. The strategy is to disentangle the two series in Eq. (33) by exploiting the properties
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of the Cauchy product of two series:

) 0o o0 1 t R n t ~ R k
S =TZZ@<—I' /0 drf“(r)qsa(r)) (— / drzfa‘(n)f“z(fz)Kmaz(Tz)) : (D1)

n=0 k=0 0

Notice that, at each increment of k, the order of the f¢ increases by two, while at each increment of 7 it increases just by one.
We replace k — |k/2] in order to have the same order of operators f* in both series and obtain

R t R "1 t R R Lk/2]
g, :ZZn'Lk/ZJ' {(—i/o drt f“(f)%(f)) 5(-/0 defa‘(ﬁ)faz(Tz)sz(fz)) } (D2)

=0 k=0

The extra factor one-half appearing in the second line of this equation is needed to compensate the extra contributions given by
the introduction of |k/2], that counts twice the terms of the series (| (2k + 1)/2] = [(2k)/2]). We can now exploit again the
properties of the Cauchy product in order to entangle back the series, obtaining

& =) (=i, (D3)
n=0
where
) n 1 t R n—kl t R . Lk/2]
g’:Z(n—Lk/zj)!Lk/zj!T{(/o dr f (T)%(T)) 5(/0 dry f*' () f (fz)Kmaz(Tz)) } (D4)

k=0

This series is such that the order n coincides with the power of operators £¢. In order to make this fact more evident we replace
k — 2k to get

oo |n/2]

o n-2k | , . X k
E=TY > o {(—i / drf“(rm(r)) 5(— / drzf“'(n)f“Z(rz)Km(rz)) } (DS)

n=0 k=0

This equation shows that at each increment of k one removes two terms of the type fot dt f “(1t)¢(t) and adds one term of

the type fot dt, f“‘ (1) f“z(rz)Kmaz(rz). In order to obtain Eq. (35) one only needs to make the time ordering explicit by
conditioning the integrals with unit step functions. Doing so we eventually obtain Eq. (35) in the main text, i.e.,

ln/2]
%‘n / drn Z fotl (7:1) fct,,(fn) Z Z Kotlctz Tal 5 faz Kaz;(,lotzk (TaZA,] ) Tagk)‘paz“l (faz/(“) ¢Ot/,( a ) Tagpyy Tan * (D6)

k=1 Py

In order to find Eq. (36), we replace Eq. (D1) in Eq. (32) obtaining
[i9: 8 — f*(1)a (1) E:]

t A R o0 00 1 t R n t R R k
=T { —i /0 dt f“(r)f%)Kaﬁ(r,r)ZZm(—i /0 drf “(rm(r)) (— fo defa'(Tl)faz(fz)Kalaz(T2)> }

n=0 k=0
(D7)
Following the steps that lead to Eq. (D3) one obtains Eq. (37).

APPENDIX E

In this Appendix we show how one can obtain Eq. (44) by applying Wick’s theorem to Eq. (42). As preliminary steps we
separately study the following two cases:

. R POty | roo "
T(f(fo)e_lf()drf(r)¢(r)):T{f(TO)Z;<_i\/(; dT f(T)¢(T)> } (El)
n=0
and
[ anTixc. m)f(m)eféd”f(”)f”z)’“m}zT{ / dnK t, m)f(ro)z (— | drzf(rl)ﬂmK(rz)) } E2)
0 n= () 0

where for the sake of simplicity we have dropped the indexes «;. Let us start with Eq. (E1). Each term of the equation is composed
by a string of n integrated operators:

[0 dt, T1f () f (1) -+ f(T)l. (E3)
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Applying Wick’s theorem one obtains

/0 T, TIf ) (@) -+ fa) = /0 dt, fe) T @) - ot > /O AT, T ) -+ P, F(Ean) - F(E)
i=1

- /0 dt, f ) TLA (@) - F()] + 1 /0 4T, &(t0, 7T (@) - F()l, (E4)

vzhere (g, 1) = [ f (t1), f (70)104, .+, 1s @ Wick contraction. Exploiting Eq. (E4) in Eq. (E1) we are able to extract the operator
f (1) from the time ordering, at the cost of introducing an extra term proportional to the contraction:

T(f(‘[())e—i Jydt fa(t)%(f)) = (f(TO) — i/ dt¢(1, ‘[1)> Z %T(—l/ dr fa(f)(Pa(T))
0 n=0 " 0
= (f(ro)—i/ dt1€(‘l:0,r1)>7'e—if<§df.f"(r)¢u(r)' (ES)
0

The next step is to show how one can extract the term £ (t) from the time ordering in Eq. (E2). Applying Wick’s theorem for the
nth term of the series one gets

t R 1 d N A "
T{/o droK(t,To)f(To);<—/0 def(ﬁ)f(Tz)K(Tz)) }

t R 1 t R R n
- /O de(m)f(ro)’r{;(— fo drzfm)f(rz)K(rz)) }

t t . N 1 t . . n—1

-/ droK(z,mT{ | amateem, w e + e, Tz)f(fl)]K(Tz)(n_l),<— | def(ﬁ)f(Tz)K(Tz)) }
t R 1 t R R n
-/ de(um)f(ro)T{;(— / def(T1)f(Tz)K(Tz)> }

t t o R 1 t R R n—1
_ / dr, / 4K (1, 1)€(T0, 7)T K(rl,mf(rz)—(— / drzf(fl)f(rz)K(Tz)) , (E6)
0 0 (n—1)! 0

where K (11, o) = K (11, &) + K (12, 71). Applying this result to Eq. (E2) one obtains
1 s ~
T{f(t) / dt K (t,7) f () odmi >f<f2>'<<fz>}
0

t ~ ~
_ —T{/ dr FOK(t, 1) b dfzf(fu)f(fz)K(Tz)}
0

+ 1) / dn K (t, rl)(f(n)—i / dr c(n,r)cp(r))’refi}’d”f(’”f“z)’“’”. (E7)
0 0

As one can see, unlike the previous case, in this specific case we are not able to close the equation at the first step because we
obtain an extra term. However, such a term has the same structure as the one in the LHS of Eq. (E7), allowing one to reapply
this equation to it. Iterating this procedure we obtain

T{K, ) f(r)e hdraf@ )f(l’z)K(Tz)}

S t N A t y ~ N
= Z/ dt K™, 1) f (1) T e Jodma /@)K () —T{/ dr F(D)K(t, v)e b dfzf(fu)f(fz)K(Tz)}7 (ES)
n=1 0

0

with KM = K and

t
K™, 1) = f 4K D1, 0)E (T, 1)K (11, 7). (E9)
0

Equation (E8) shows that one can extract the term f (7) from the time ordering only if

lim K™ =0 (E10)

n—oo
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(otherwise an extra term would be left, not allowing one to close the procedure). This condition can be understood as a constraint
on the convergence of the perturbative series. With Eqgs. (ES) and (E8) in hand it is straightforward to obtain Eq. (44) from

Eq. (43).
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