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quantum-state-selected OCS molecules

Dimitris Sofikitis,1,2,* Jaime Suarez,3,† Johan A. Schmidt,4,5 T. Peter Rakitzis,2,6

Stavros C. Farantos,2,7 and Maurice H. M. Janssen1,‡
1LaserLaB, Department of Physics and Astronomy, VU University, De Boelelaan 1081, Amsterdam 1081 HV, The Netherlands
2Institute of Electronic Structure and Laser, Foundation for Research and Technology–Hellas, 71110 Heraklion-Crete, Greece

3Departamento de Qumica, Modulo 13, Universidad Autonoma de Madrid, Cantoblanco 28049, Madrid, Spain
4Department of Chemistry, University of Copenhagen, Universitetsparken 5, DK-2100 Copenhagen Ø, Denmark

5Airlabs, Ltd., Ole Maaloes Vej 3, Copenhagen, DK-2200, Denmark
6Department of Physics, University of Crete, 71003, Heraklion-Crete, Greece

7Department of Chemistry, University of Crete, 70013, Heraklion-Crete, Greece

(Received 11 May 2018; published 26 September 2018)

In a recent letter [Phys. Rev. Lett. 118, 253001 (2017)] we have described how studies of the recoil velocity
distribution in the photodissociation of OCS in the energy interval 42 600–42 900 cm−1 revealed an unexpected
behavior: the recoil velocity distribution of only the lowest-kinetic-energy photofragments exhibited rapid,
resonantlike variations with energy and caused complete inversion of the recoil direction. Periodic orbit analysis
and quantum nonadiabatic calculations unveiled the existence of a resonance state localized at large bending
angles towards the exit of the dissociation channel. In this article, we present an extensive theoretical study and
we show how the fingerprints of these resonances are identified by the analysis of the nonadiabatic transitions and
the stereodynamics of photofragments trajectories. Additionally, the experimental study is extended to a second
photolysis energy region, 43 300–43 650 cm−1, where a similar rapid variation of the recoil direction is detected.
The energy separation between this second resonance region and the one previously reported is ∼800 cm−1,
which is twice the calculated period of the localized resonant state, offering a second point of convergence
between the experiment and the theory.
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I. INTRODUCTION

Studying the photodissociation of small molecules elu-
cidates the way in which energy is transferred in the var-
ious molecular degrees of freedom and can give valuable
information for the construction of the potential energy
surfaces (PESs) which govern the molecule’s energetics [1].
This information provides the means to achieve control over
elementary chemical processes, such as the coherent control
of chemical reactions [2,3]. Furthermore, detailed experimen-
tal and theoretical studies of the photodissociation of small
molecules like N2O and OCS are of profound importance for
modeling global atmospheric budgets and climate-regulating
mechanisms [4,5]. Two climate-regulating mechanisms are
intricately linked to OCS, despite the fact that it makes up
only a tiny fraction of the Earth’s atmosphere; thus the role of
OCS is currently an active area of atmospheric research [6–8].

The stereodynamical aspects of photodissociation can be
studied using a variety of modern spectroscopic techniques,
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such as ion imaging [9], velocity map imaging (VMI) [10,11],
recoil-ion and electron momentum spectroscopy [12], or Ry-
dberg tagging [13]. Such studies have demonstrated that the
dissociation reactions, even in the case of small molecules,
can be the result of complicated underlying mechanisms
[14–17], such as the roaming mechanism [18–23] or the
interference between multiple dissociating states [24–28].

The angular (spatial) distribution of the photofragments
resulting from the simple, one-photon photodissociation of
nonoriented molecules, and in the absence of any angular
momentum polarization, is described by the well-known ex-
pression [29]

I(θ ) ∝ 1 + β2P2(cosθ ), (1)

where β2 is the spatial anisotropy parameter, which ranges
from –1 to 2, and Pn are the Legendre polynomials.

When photodissociation of laboratory-frame-oriented
molecules is considered, more free parameters have to be
used to describe photofragment spatial distribution, again
through an expansion in Legendre polynomials [29–36]:

I(θ ) ∝ 1 + β1P1(cos θ ) + β2P2(cos θ )

+β3P3(cos θ ) + β4P4(cos θ ). (2)

The β1 parameter is related to up-down asymmetries, the β2 is
related to parallel-perpendicular, and the β3 and β4 are related
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to high-order asymmetries. In the absence of orientation all
terms except β2 are zero.

In recent work [37], we have studied the photodissociation
of laboratory-frame-oriented OCS molecules in the range
42 600–42 900 cm−1 and observed that more than 30 rota-
tional states of carbon monoxide are produced. By dissoci-
ating single quantum-state-selected OCS (v2 = 1|J, l = 1, 1),
we have observed that the CO (v = 0) and S(1D2) correlated
photofragments associated with the JCO = 66 rotational state,
which is the highest rotational excitation and consequently
the lowest-kinetic-energy state at this photolysis energy, recoil
in the opposite direction with respect to the recoil direction,
followed by the CO(v = 0;J ), S(1D2) photofragments asso-
ciated with all other states (JCO � 65). With J we denote
the total angular momentum, with l the projection of J on
the linear symmetry axis. A closer examination reveals that
the recoil direction of these fragments, described by the
aforementioned β parameters, varies rapidly, in a resonant
fashion, as a function of the photolysis energy, hereby referred
to as a “recoil resonance.” The “recoil resonance” affects only
fragments of the lowest kinetic energy, which can be related
to cold-molecule collisions and orbiting resonances, which in
turn are related to (cold) association reactions in outer space
or low-energy barrierless reactions [14,38–41].

In this article we present an experimental study and ex-
tended theoretical calculations and discussion of the phe-
nomenon in terms of periodic orbit (PO) analysis and
grid-based nonadiabatic quantum dynamical analysis. In the
previous investigation [37], the emphasis was given in study-
ing the inversion in the recoil direction of a single CO rovi-
brational state, coming from the dissociation of laboratory-
frame-oriented parent OCS molecules; this recoil inversion
is detected through the β1 coefficient, which takes negative
values. However, the fingerprints of the long-lived resonant
state that uncovers the recoil inversion are also evident in the
resonantlike variation of the β2 parameters with energy that
accompanies the phenomenon. Since extracting the β2 param-
eters does not require laboratory-frame orientation, studying
the resonant state dynamics through the variation of the β2

parameters offers a solution which is less demanding from an
experimental point of view.

We have recorded the recoil velocity distribution of sev-
eral JCO rotational states in the energy range of 42 600–
42 900 cm−1 and show that only the recoil geometry of the
lowest-kinetic-energy fragments exhibits a resonant behavior.
This is a practical way to examine the photodissociation
dynamics in the presence and in the absence of the resonant
state; since only the fragments of minimum kinetic energy are
affected by the subtleties of the molecular potential, we can
minimize their effect on the dissociation dynamics by simply
extending the study to CO states with reduced rotational
excitation, and therefore increased kinetic energy.

Additionally, we extend the first experimental study [37] to
a second energy region, namely, 43 300–43 650 cm−1, where
a similar “recoil resonance” is detected. This new resonance
is found at an energy which is ∼800 cm−1 higher than the one
previously reported [37]. This difference is twice the vibra-
tional period of the resonant state identified by the periodic
orbit and quantum nonadiabatic analysis. The new “recoil
resonance” is more diffused (expressed by a Beutler-Fano–

type shape [42]), in accordance to the theoretical calculations,
which demonstrates that the resonance states at higher ener-
gies show a stronger mixing of the discrete with the continuum
part of the spectrum.

II. EXPERIMENTAL

A. Details

The experimental setup to measure the OCS photofragment
distributions has been explained elsewhere [43]. Briefly, it
consists of a hexapole, quantum state-selector which focuses
OCS molecules in the v2 = 1 vibrationally excited bending
state, and the |J, l〉 = |1, 1〉 state of the OCS molecules par-
ticipating in a molecular beam, to the intersection volume of
the photolysis and ionization lasers. The l angular momentum
projection is generated by rovibrational angular momentum of
the ν2 degenerate bending modes.

The photolysis field is generated by frequency doubling
of the output of an Nd-YAG pumped, pulsed dye laser. The
polarization is linear and parallel to the orientation direction.
The S(1D2) atomic fragments are ionized using an additional
nanosecond laser, set at frequency around 34 308 cm−1 via the
1F3 sulfur line. When instead of the atomic S fragments the
molecular CO fragments are detected, the ionization lasers
are tuned to around 230 nm, depending on the JCO rotational
state to be probed [44]. The ionization laser is also linearly po-
larized parallel to the orientation axis of the OCS molecules,
while the photolysis and ionization lasers counterpropagate.
Both the photolysis and ionization lasers have a pulse duration
of ∼6 ns and a bandwidth close to 0.5 cm−1. After dissocia-
tion, additional electric fields are actuated to focus the ions to
a two-dimensional position-sensitive detector using the VMI
technique [10,43].

B. Results

The photodissociation of carbonyl sulfide has experimen-
tally been studied by VMI and hexapole quantum state selec-
tor techniques in a range of energies of 42 300–43 650 cm−1.
A detailed analysis was carried out for photolysis energies
around 42 700 cm−1 with laboratory-frame-oriented parent
molecules in [37], whereas here, the study is extended to
photolysis energies around 43 500 cm−1 using nonoriented
molecules. The β2 anisotropic parameter, which characterizes
the angular (spatial) distribution of the photofragments, was
extracted from the experimental measurements and revealed
resonantlike variations only for the lowest-kinetic-energy
photofragments, and thus, for the highest JCO states.

Specifically, for an energy of 42 700 cm−1 we observed
for photolysis of laboratory-frame-oriented OCS a resonance,
which brings the sulfur atom closer to the oxygen rather than
the carbon atom [37]. This resonant state is associated with
high-angular-momentum product CO states.

In these photolysis energies, the CO fragments are gen-
erated in the ground vibrational state [25,45] and in more
than 30 rotational states. In Fig. 1 we see the sliced ion
images corresponding to five different values of CO rotational
angular momentum, JCO = 61, 62, 63, 64, and 65, which
correspond to a photodissociation energy of 42 607.6 cm−1
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FIG. 1. Characteristic symmetrized sliced ion images of CO ions
resulting from the photodissociation in two different wavelengths,
Ediss = 42 607.6 nm and Ediss = 42 716.8 nm. The CO states de-
tected are JCO = 61, 62, 63, 64 and 65, while ions which correspond
to different rotational numbers have been cropped out. The hori-
zontal arrows mark the propagation directions of the photolysis and
ionization lasers, respectively, while the vertical arrow marks their
polarizations.

(λdiss = 234.74 nm) and to a slightly larger photodissociation
energy of 42 716.8 cm−1 (λdiss = 234.1 nm).

For these velocity-mapped images, the diameter of the
ion sphere is proportional to the fragment’s kinetic energy
after dissociation. For the rotationally highly excited JCO, the
kinetic energy is reduced, since a large part of the photolysis
energy is converted to rotational energy. As we see in the
figure, the higher kinetic energy fragments, namely, JCO = 61
and 62, are preferentially emitted to a direction parallel to
the photolysis polarization direction. As the kinetic energy of
CO(J) fragments is reduced with increasing rotational state for
JCO = 63, 64, and 65, the angular recoil velocity distribution
becomes more isotropic.

In all these cases, the velocity distribution of the fragments
produced by dissociation at λdiss = 234.7 nm and λdiss =
234.1 nm is similar, with the exception of the lowest ki-
netic energy fragments, correlated to the highest JCO val-
ues. The JCO = 65 photofragments produced using a pho-
tolysis wavelength of λdiss = 234.1 nm are emitted isotrop-
ically. In contrast, the velocity distribution of the JCO = 65
photofragments at λdiss = 234.7 nm are emitted preferen-
tially perpendicularly to the polarization of the photolysis
laser.

It is thus reasonable to ask how would the recoil direc-
tion change for photofragments of different kinetic energy
at various nearby photolysis energies. An improved method
for achieving this objective is to employ an indirect detection
of the various JCO rotational states by probing the correlated
S(1D2) cofragment. In Fig. 2(a) we see a characteristic sliced
ion image of the sulfur ions created after photodissociating
|J, l〉 = |1, 1〉 OCS molecules at a photolysis energy of
∼42 600 cm−1. We see that the image contains several distinct
velocity groups. Each group corresponds to the production
of CO fragments in a different rotational state JCO. For the
focusing conditions chosen here, the following JCO states are
resolved: From inner to outer, the rings correspond to JCO =
65, 64, 63, 62, 61 (brighter ring) and 60. The broad ring is

FIG. 2. (a) Sliced ion image of sulfur ions produced by disso-
ciation of OCS with a photolysis laser energy of 42 594.14 cm−1.
(b) The β2 parameters extracted from the figure shown in (a). (c)
Sliced ion image of sulfur ions produced by dissociation of OCS with
a photolysis laser energy of 42 719.83 cm−1. (d) The β2 parameters
extracted from the figure shown in (c).

formed by ions corresponding to 34 � JCO � 54 (unresolved).
Thus, by detecting the sulfur ions one can study the correlated
angular distribution of the recoil velocity for multiple JCO

rotational states in a single image.
The value of the β2 parameter can range from values close

to +2 to values close to –1 [30]. When linear polarization of
the photolysis is considered (as is the case here), values close
to +2 correspond to recoil parallel to the photolysis polar-
ization. Values close to –1 correspond to recoil perpendicular
to the photolysis polarization. Finally, values close to zero
describe nearly isotropic velocity distributions.

In Fig. 2(b), we see the values of β2 corresponding to
the ion image shown in Fig. 2(a). In Fig. 2(c) we see a
similar ion image produced in the photodissociation energy
∼42 719 cm−1, while Fig. 2(d) shows the β2 values extracted
from the image shown in Fig. 2(c). We can analyze the
dynamics of the system by comparing the values of the β2

parameters for the two wavelengths.
As we see, for the lower values of JCO, which correspond

to higher kinetic energy, the velocity distributions are similar,
and the corresponding β2 parameters are large and positive
(albeit larger in the case of photolysis energy 42 700 cm−1).
For the case of the lower-kinetic-energy photofragments, the
differences in recoil velocity distributions are much larger,
while in the case of photolysis energy 42 600 cm−1 [Figs. 2(a)
and 2(b)], the lowest-kinetic-energy fragments associated
with JCO = 65 recoil perpendicularly to the photolysis po-
larization (negative β2). For a photolysis energy ∼100 cm−1

larger, this does not happen and the values of β2 for the
JCO = 65 ions are close to zero, corresponding to nearly
isotropic velocity distributions. (Note that for this photolysis
energy, an additional rotational state, namely, the JCO = 66,
has appeared.) In all the studies mentioned, the β4 coefficients
are within error of zero, suggesting negligible contribution of
any polarization effects.

In order to extract a more complete picture of the dy-
namics, we have repeated this study for various photolysis
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FIG. 3. Evolution of the β2 parameter with respect to the photol-
ysis energy around 42 700 cm−1. Panel (d) has been adapted from
Ref. [37].

energies, ranging from 42 600 to 42 950 cm−1, with the results
shown in Fig. 3. As we see, the lowest-kinetic-energy frag-
ments, corresponding to JCO = 66, show a rapid, resonantlike
variation of the β2 parameter: its value is negative for energies
∼42 680 cm−1. For a small range of energies 42 690 �Ediss �
42 750 cm−1 (hereby denoted as recoil resonance area), β2

switches sign and as the photolysis energy increases, β2

switches sign again and remains negative for energies as high
as 42 900 cm−1.

The ions correlated to the JCO = 65 rotational state also
show variations of the β2 parameter with increasing photolysis
energy, although not as large as for JCO = 66. The β2 values
are negative in the low end of the photolysis energy spectrum
and gradually increase and take positive values, albeit close
to zero, in the high end of the photolysis spectrum. For the
next CO rotational state JCO = 64, the β2 parameter shows
a slow variation from positive values close to zero at the
low end of the spectrum towards larger values close to one
at the high end. As JCO decreases, the values of the β2

parameter approach unity and their variation with respect to
the photolysis energy becomes smaller.

Since the rotational constant for the ground X1�+ state
of the CO molecule is 1.93 cm−1 [46], the energetic distance
between the highest JCO = 66 rotationally excited state and

JCO = 69 JCO = 69

JCO JCO

β2 β2

64 65 66 67 68 69
-1.0
-0.5
 0.0
 0.5
 1.0
 1.5

 0.0
 0.5
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(a) (c)

(b) (d)

FIG. 4. (a) Sliced ion image of sulfur ions produced by disso-
ciation of OCS with a photolysis laser energy of 43 434.6 cm−1.
(b) The β2 parameters extracted from the figure shown in (a). (c)
Sliced ion image of sulfur ions produced by dissociation of OCS with
a photolysis laser energy of 43 497.6 cm−1. (d) The β2 parameters
extracted from the figure shown in (c).

the JCO = 63 state is ∼750 cm−1, which is well above the
height of the local minimum of the X-PES, which is close
to 250 cm−1. Thus, it is safe to assume that the dynamics
of the lowest rotational excitation state JCO = 63 shown here
will not reflect the effects of the resonant state and will be
more representative of the conventional dissociation dynamics
for this molecular system. Note that the β2 parameter of the
JCO = 63 state has a constant value for photolysis energies
over the 42 600–42 900 cm−1 interval.

Note that these resonancelike, rapid variations in the recoil
direction are not accompanied by any modification in the
JCO = 66 product state population [37], nor by any (impor-
tant) variation of the total cross section [47]. This is consistent
with previous studies which reveal a uniform distribution of
the probability for production of S(1D) atoms, contrary to the
production of S(3P ) atoms, which is characterized by resonant
features [48].

As presented in the theory section, the rapid modification
of the recoil velocity directions are attributed to resonances
with neighboring eigenenergy differences of ∼400 cm−1. We
have repeated the study of the evolution of the β2 parame-
ter with respect to energy for a photolysis energy close to
43 500 cm−1, i.e., two vibrational periods away from the
resonance reported in [37]. In this photolysis energy region,
an additional, yet more diffused resonance is identified by the
theoretical calculations.

In Fig. 4(a) we show a characteristic sliced ion im-
age of sulfur atoms produced at a photolysis energy of
43 434.6 cm−1. Here, the lowest-kinetic-energy photofrag-
ments are associated with the JCO = 69 rotational state, and
we see that these ions are preferentially emitted in a direction
perpendicular to the polarization of the photolysis laser, as
well as the ions associated with the next JCO = 68 rotational
state. The values of the β2 parameter for the various JCO

states are shown in Fig. 4(b). In Fig. 4(c) we show a sliced
ion image for a photolysis energy of 43 497.6 cm−1, while
in Fig. 4(d) we show the β2 parameters extracted from this
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FIG. 5. Evolution of the β2 parameter with respect to the photol-
ysis energy around 43 500 cm−1.

image. We see that by increasing the photolysis energy by
∼60 cm−1, the recoil geometry changes dramatically, since
the ions associated with the rotational states JCO = 69 are
now isotropically emitted. Note that the photolysis energy
increase is enough so that an additional rotational state is now
produced.

In Figs. 5(a)–5(d) we see the β2 parameters of the states
for 66 � JCO � 69 as a function of photolysis energy. Again,
for the JCO state that is closest to threshold, where JCO = 69
[Fig. 5(d)], there is a variation of the β2 parameter, however,
not as sharp as the one depicted in Fig. 3(d). A similar
variation, albeit of smaller amplitude, is found in the evolution
of the β2 parameter of the JCO = 68 photofragments, shown
in Fig. 5(c).

The evolution of the β2 parameter with respect to the
photolysis energy becomes even more smooth as the kinetic
energy of the fragments increases (and thus, the rotational ex-
citation decreases) to the point that by the time the rotational
excitation reaches JCO = 66, no resonant features are present
but rather the β2 parameter gradually increases from values
near unity to values near 2. Again, the lowest rotational state,
here JCO = 66, has a kinetic energy higher by ∼780 cm−1

with respect to the “near-threshold” state JCO = 69, and we
can assume that the photodissociation dynamics for the JCO =
66 state will not be affected by the shallow local minimum

of the X-PES, similar to the JCO = 63 state in the previous
photolysis energies around 42 700 cm−1. However, for the
JCO = 66 state around 43 500 cm−1, the evolution of the β2

parameter is not constant with respect to the photolysis energy
but rather a smooth increase that changes β2 by a one within
300 cm−1. This smooth increase seems to be present also in
the evolution of the β2 parameter of the higher excited state
with JCO = 67, 68, and 69. The simultaneous presence of both
a resonant feature and a slowly varying background in these
states might be responsible for the dispersive shape of the β2

spectrum and calls for further examination.

III. NUMERICAL CALCULATIONS

A. Adiabatic potential energy surfaces

The three-dimensional potential energy surfaces, which
are mainly involved in the dissociation process of OCS,
in the range of photodissociation energies under consid-
eration (42 600–43 600 cm−1), correspond to the X and A
electronic states. Analytical potential functions were con-
structed via three-dimensional spline interpolation from
electronic-structure calculations in Cs symmetry for the two
lowest A′ adiabatic states. The method of multiconfigura-
tion reference internally contracted configuration interaction
(MRCI) was employed with wave functions obtained by
state-averaged full-valence complete active space self con-
sistent field (CASSCF) calculations. Details are given in
Refs. [49–51]. It should be mentioned that the analytical
potential functions were constructed such as to describe
more accurately the short-range rather than the long-range
interactions.

Contours of the adiabatic PESs are depicted in Figs. 6(a)
and 6(b), projected in the (R, γ ) Jacobi coordinate plane. R

is the distance of the sulfur atom from the center of mass
of CO, and γ the angle between the CO bond length (r)
and R; the γ = 0 degree corresponds to the OC-S nuclear
configuration and γ = 180 degrees to S-OC. We denote with
ξ the three Jacobi coordinates, ξ = (R, r, γ )T (the superscript
[T ] denotes the column vector).

In Fig. 6 the CO bond is kept fixed at its equilibrium value,
2.2 bohr. In the middle part of the A surface [Fig. 6(b)], there
is a local minimum at ξ = (4.2 bohr, 2.2 bohr, 48o) and an
associated saddle index 1 at ξ = (5.5 bohr, 2.14 bohr, 46.7o).
Similarly, a metastable minimum is present in the X surface
[Fig. 6(a) at ξ = (3.4 bohr, 2.16 bohr, 85o) and a saddle index
2 at ξ = (4.6 bohr, 2.16 bohr, 86.5o).

The A surface is directly accessed by the photolysis laser,
which transfers population from the (bend vibrationally ex-
cited) ground electronic X state. Most of the population pro-
ceeds to dissociation directly from this surface. Nevertheless,
as has been shown in Ref. [37], part of the population is
nonadiabatically transferred to the X state, which is respon-
sible for the production of the highest rotational states of CO,
58 � JCO � 66 [52].

Comparing the resonant quantum states depicted in Fig. 6
here and the corresponding Fig. 3 in Ref. [37], we observe
a more prominent nodal structure along the dissociation co-
ordinate R for the currently examined photolysis energies of
∼43 050 cm−1 [Fig. 6(b)] and ∼43 400 cm−1 [Fig. 6(c)] in
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FIG. 6. (a) Contours and periodic orbits of the adiabatic X-PES for the ground electronic state projected in the (R, γ ) Jacobi coordinate
plane, with rCO = 2.2 bohr. The energy ranges covered by the POs are (33 000–49 000) cm−1 (blue) and (35 000–48 000) cm−1 (brown).
Overlaid is a resonant quantum state in the X-PES with energy 34 430 cm−1. (b) Contours of the adiabatic PES for the A electronic excited
state. In the same figure representative periodic orbits of the CSA1 family covering the energy range of 38 000–49 000 cm−1 are also shown. A
resonant quantum state at 43 073 cm−1 (R5) in the adiabatic A-PES is depicted. (c) Same as (b) but for a resonant state at 43 383 cm−1, called
R6 in this work.

the A-PES. This new structure at internuclear distances larger
than 5 bohr indicates a higher contribution from the contin-
uous part of the wave function. This increased interaction
supports the experimental findings shown in Fig. 5(d) and the
dispersive shape of the “recoil resonance” in the photolysis
area around 43 500 cm−1.

B. Diabatic potential energy surfaces

Due to the presence of an avoided crossing between X-
PES and A-PES, which was already pointed out by Suzuki
et al. [53] and McBane et al. [52], realistic three-dimensional
wave-packet propagations on the A state should include nona-
diabatic transitions to the ground electronic state. These tran-
sitions are implemented in the nuclear quantum-mechanical
equations by means of a diabatization procedure. Following
a similar strategy to the one used for the fragmentation of
H2O+ [54], a new set of diabatic states (�X,�A)T is obtained
by means of a unitary transformation Û of the adiabatic elec-
tronic states (�X,�A)T = Û (�X,�A)T . The new diabatic
potentials given by the 2 × 2 matrix V̂ d are obtained by the
linear transformation of the adiabatic V̂ a

X(A) PESs:(
V d

XX V d
XA

V d
XA V d

AA

)
= Û †

(
V a

X 0

0 V a
A

)
Û , (3)

where

Û (ξ ) =
(

cos �(ξ ) sin �(ξ )
− sin �(ξ ) cos �(ξ )

)
, (4)

and � is the transformation angle of the diabatization. From
the infinite number of possible transformations, we choose
the one that minimizes the dynamical couplings along the
nuclear coordinates ξ . The angle can thus be obtained from
the expression [55]

�(ξ ) =
∫ ξ

ξ0

dξ ′〈�X| ∂

∂ξ ′ |�A〉, (5)

where 〈�X| ∂
∂ξ ′ |�A〉 denotes the nonadiabatic coupling vector

(NACV). ξ0 is chosen such as at the initial time the wave
packet is on the A surface with negligible coupling to the X
state. Similarly to N2O, in the OCS molecule, motion along
R and r yields dynamical couplings much smaller to those
associated to the angular γ coordinate, and thus they can be
neglected [52,53,56]. Moreover, due to the stiffness of CO
bond, its internuclear distance r is kept fixed at 2.2 bohr along
the nonadiabatic transitions. Apart from that, the dynamics
are carried out in three-dimensional configuration space for
both states. The integral 〈�X| ∂

∂γ
|�A〉 has been previously

calculated by McBane et al. [52] using the MOLPRO program
at the CASSCF level and with the aug-cc-pVTZ basis set.

C. Classical and quantum-mechanical calculations

Both classical and time-dependent quantum calculations
have been carried out separately in the two adiabatic PESs.
The classical calculations are used in the periodic orbit anal-
ysis for the detection of localized trajectories above the dis-
sociation threshold in the pertinent PES. Theory and method-
ologies for locating periodic orbits as well as computing the
continuation-bifurcation diagrams of their families by varying
the period of POs have been described before [57,58]. This
kind of classical mechanical analysis is based on semiclas-
sical arguments which claim that time-invariant structures in
phase space, such as tori and remnants of them, may identify
quantum-mechanical eigenfunctions localized in the same
regions of configuration space as the projections of periodic
orbits [59].

Quantum molecular wave-packet propagations have been
carried out using a grid-based parallel FORTRAN 95 code
(grid-time-dependent Schrödinger equation (GTDSE) compu-
tational package [54,60]). The nuclear dynamics of the system
are governed by the time-dependent Schrödinger equation,
which for the specific case of total angular momentum J = 0
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FIG. 7. Continuation-bifurcation diagrams projected in the energy-frequency plane for two families of periodic orbits in the X-PES (CSX1,
CSX2) and A-PES (CSA1, CSA2), respectively.

reads as follows:

− h̄2

2μRR

∂2

∂R2
[R�(ξ, t )] − h̄2

2μrr

∂2

∂r2
[r�(ξ, t )]

− h̄2

2

(
1

μRR2
+ 1

μrr2

)(
∂2

∂γ 2
+ cot γ

∂

∂γ

)
�(ξ, t )

+V (ξ )�(ξ, t ) = ih̄
∂�(ξ, t )

∂t
. (6)

�(ξ, t ) represents the total wave packet evolving in time.
The direct integration of Eq. (6) is achieved by means

of finite difference algorithms, employing a grid of NR =
301, Nr = 50, and Nγ = 400 points, respectively, for the R ∈
[3, 15] bohr, r ∈ [1.6, 3.6] bohr, and γ ∈ [0, π ] coordinates.
The values of the wave function on the selected grid of Ng =
NR × Nr × Nγ points are stored as a complex vector, while
the Hamiltonian operator turns into a sparse Ng × Ng matrix,
where the off-diagonal terms are the Fornberg coefficients
used in the finite difference approximation to account for the
derivatives in the Laplacian [58]. The diagonal part of the
matrix is determined by the value of the potential energy.

Finally, the time evolution of the wave packet is carried out
by means of a second-order difference scheme, which usually
requires small time steps (�t = 5 × 10−3 fs in the present
calculations). The total integration time was up to 320 fs.

In order to prevent the reflection of the wave packet at
the borders of the grid, as is characteristic of dissociative
processes, the wave packet is absorbed through a Gaussian
damping function [61,62] that is introduced at R∞, before
the limit RL of the dissociative coordinate (R∞ = 12 and
RL = 15 bohr).

The analysis of the rotational distribution in the time-
dependent scheme is performed by Fourier transforming the
coefficients Cνj (t ) given by the expression [63]

Cνj (t ) =
∫ ∞

0
r2dr

∫ π

0
dγ sin γ

[
φνjY

m
j (γ )

]∗
�(R∞, r, γ, t ),

(7)

as explained by Balint-Kurti et al. [64], where φνj are the
CO rovibrational eigenfunctions and Ym

j (γ ) the spherical
harmonics.

Nonadiabatic effects are introduced in the quantum equa-
tions of motion by means of a previous diabatization proce-

dure [54], employing the NACV between the A- and the X-
PES. In the diabatic representation, the potential energy is not
diagonal as in the adiabatic case, but instead, the off-diagonal
element V d

XA in Eq. (3) couples the evolution of the wave
packet in both surfaces A and X. Nevertheless, the numerical
scheme is almost identical to the one employed for a single
adiabatic state, with the difference that the wave function
has now two components (X and A) evolving simultaneously,
coupled on the same nuclear configuration grid of points.

D. Results

Once the wave packet is transferred to the (excited) A
surface by the photolysis field, it evolves in time in a nontrivial
fashion. A periodic orbit analysis as well as quantum dynam-
ical calculations in the adiabatic A-PES have revealed local-
ized resonant eigenfunctions in the region of R ≈ 4.5 bohr.
In Figs. 6(b) and 6(c) we show representative periodic orbits
localized towards the saddle index 1 of the A-PES. These
unstable POs belong to the CSA1 family emanating from a
center-saddle bifurcation [Fig. 7(a)].

In a Franck-Condon transition the initial wave packet
�(ξ, 0) in the quantum calculations is prepared by taking the
ground electronic-vibrational state multiplied by the transition
dipole moment. It is projected in an area of the A-PES close
to the linear configuration (R = 4.2 bohr, γ ∼ 7o) of the OCS
molecule. At later times, while most of the population disso-
ciates in relatively small angles (γ < 60o), part of the wave
packet is trapped near the local minimum of A-PES shown in
Figs. 6(b) and 6(c).

The total photodissociation cross sections are computed
from the Fourier transform of the autocorrelation function
C(t ) = 〈�(ξ, 0)|�(ξ, t )〉 shown in Fig. 8 with the red line.
The smooth curve with no peaks indicates that there are no
recurrences of the wave packet to the initial region of con-
figuration space. On the other hand, an initial Gaussian wave
packet centered at R = 4.6 bohr produced a spectrum with
peaks separated by ∼400 cm−1, thus revealing resonances
(black line).

We have extracted the wave functions, which correspond to
the peaks R1 − R6 marked by the blue perpendicular lines in
Fig. 8. In Figs. 6(b) and 6(c) we plot such resonant eigenstates
alongside the periodic orbits. All extracted eigenfunctions
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FIG. 8. Photodissociation cross sections calculated numerically
from two different initial wave packets: the Franck-Condon ini-
tial wave packet (broken red line), centered at R = 4.2 bohr, r =
2.2 bohr, γ = 7◦; and a Gaussian wave packet (solid black line) cen-
tered at R = 4.6 bohr, r = 2.2 bohr, γ = 7◦. The resonances found
for the latter are marked with vertical dotted blue lines at photolysis
energies 41 350 cm−1 (R1), 41 762 cm−1 (R2), 42 150 cm−1 (R3),
42 625 cm−1 (R4), 43 073 cm−1 (R5), and 43 383 cm−1 (R6).

exhibit a nodal structure arranged along γ and small variation
in R, thus demonstrating motion mainly along the angle.

The diffused character of the resonances R5 and R6 at
43 073 cm−1 and 43 383 cm−1, respectively, compared to
the prominent nodal pattern at 42 625 cm−1 (R4, depicted
in Fig. 3(b) of Ref. [37]), is the result of a higher contribu-
tion from the direct dissociating flux, which blurs the nodal
structure. In fact, the intensity of the signal in Fig. 8 at both
resonant peaks is lower for R5 and R6 than for R4, which
could explain why the effect on the recoil velocity distribution
diminishes at high energies.

Most importantly, the resonances found in the excited
electronic state are localized in that region of configuration
space where nonadiabatic coupling to the X state is expected
to be high [52,53]. Similar to the A state, classical and
quantum calculations in the adiabatic X-PES unveil reso-
nances, now localized at higher angles but at smaller R

distances. Figure 6(a) depicts representative periodic orbits
of two families originated from center-saddle bifurcations
[Fig. 7(b)] and a resonant quantum state extracted from the
GTDSE calculations. Notice that in these resonances sulfur
bounces in the repulsive part of the potential, predicted at
small R distances but larger angles with motion mainly along
γ . Trajectories run from this region dissociate the sulfur atom
from the oxygen side with high angular momentum. Hence,
the observed highly excited JCO states, as well as large and
negative β1 values in the experiment [37], are in accord to the
mechanism that emerged from the calculations.

In a series of quantum-mechanical calculations with the
Franck-Condon initial wave packet, separately on the A state
and with the adiabatic surface, we determined the distributions
of the JCO values for the dissociated product CO molecule
as is shown in Fig. 9 (blue dashed line). We see that only
states up to 55 are produced. Contrary to that, nonadiabatic
calculations gave a second band with JCO ∈ [56 − 69]. In
Fig. 9 we plot the contributions to each JCO state from the
two diabatic surfaces, as well as their sum (black smooth

20 30 40 50 60 70
JCO
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0.02

0.04

0.06

0.08

0.10

0.12

P J C
O

A diab

X diab

Adiab + X diab

Aadiab

FIG. 9. Distribution of the JCO product states in the dissociation
of OCS on the A adiabatic surface is depicted with the dashed blue
line. Contributions to each JCO state from the two diabatic surfaces,
as well as their sum (black smooth curve), are also presented from
the nonadiabatic calculations.

curve). These quantum results are in accord with the classical
surface-hopping calculations of McBane et al. [52]. In the
Supplemental Material we include a video with the motion
of the wave packet on both surfaces at the adiabatic repre-
sentation [65]. A favorable comparison with the experimental
relative intensities has been found and presented in Ref. [37],
Fig. 4.

The appearance of the two bands in the JCO distributions,
one covering the range of 34 � JCO � 54 and the second
59 � JCO � 69, calls for further investigation. In Fig. 10
we show the time evolution of the square of the overlap
integral between the excited Franck-Condon wave packet
from the ground to the upper surface and the six resonance
eigenfunctions examined in the A state. Single adiabatic state
calculations demonstrate that the overlap integral remains
almost constant between 10 and 150 fs and is zero after 170 fs
(red lines). In contrast, we do find population transfer to the
ground electronic state in the nonadiabatic calculations. The
dip shown in the blue curves of Fig. 10, in the time interval
of 50–100 fs, occurs in coincidence with the increase of the
overlap integral in the ground state (black curves) and unveils
a reflection of the wave packet from the ground back to the
excited state.
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FIG. 10. Time evolution of the squared overlap integral between
the excited wave packet and the resonance wave functions (R1 − R6)
of the A state for both diabatic and adiabatic calculations.
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FIG. 11. Squared overlap integral of the evolving excitation
wave packet in the A and X states with the product states JCO =
61–68 wave functions in the nonadiabatic calculations.

In association with this, Fig. 11 depicts the time evolution
of the overlap integrals of the evolving wave packet with
the high JCO = 61 − 68 product states. These states start
gaining intensity only after the elapse of ∼150 fs, a time
which coincides with the diminishing of the overlap of the
wave packet with the resonance states (Fig. 10). In Fig. 10
we underline the increasing overlap with the energy of the
resonance states, reaching its maximum at R4 (42 625 cm−1)
and then decreasing again, as is deduced from the intensity of
the highest studied resonance.

IV. DISCUSSION AND CONCLUSION

Resonantlike variations in the recoil velocity distribution
are identified at energies around 42 700 and 43 500 cm−1,
which indicates that a family of resonances exists which
affects the high-JCO states.

Nonadiabatic time-dependent quantum-mechanical calcu-
lations have been used to extract resonant states in the same
energy range as the experimental one and were found to be
localized in regions of nuclear configuration space previously
identified by a periodic orbit analysis. These calculations
show that population is trapped above shallow local minima in
the two involved adiabatic PESs, the X and A states, coupled
by nonadiabatic matrix elements with a major contribution
from the angular derivative of the electronic wave function.
Nonadiabatic transitions from the excited to the ground state
lead to population exchange, which results in high torques
exerted on the CO fragment, and thus to the production of

the highest rotational states, 58 � JCO � 69, a result which
is in agreement with classical, surface-hopping calculations
reported in Ref. [52].

These highly excited rotational states are generated much
later than all the lower rotational states, around 160–250 fs,
thus revealing their associations with the resonance states.
The localized quantum resonances along the angular degree
of freedom and the production of high-JCO states in relatively
short times (150 fs) support dissociation dynamics where the
sulfur atom leaves the triatomic molecule from the oxygen
side of CO and thus the recoil inversion observed in [37].

A major difference between the dissociation dynamics
observed in the two different areas of photolysis energies,
namely, around 42 700 cm−1 and around 43 500 cm−1, is
the existence of increased interaction of the discrete and the
continuous parts of the wave function. This results in different
spectral shapes for the “recoil resonance,” which resembles a
Fano-type resonance [42] in the latter case.

In the experimental study, we can monitor the dissociation
dynamics for several rotational states of the CO fragment
and thus gain insights into how the dissociation proceeds
for fragments of different kinetic energy. We expect that
fragments of reduced kinetic energy are largely affected by
the resonances present in the A-PES, while the fragments
of higher kinetic energy not so, thus presenting a picture
of the dissociation process in the absence of the resonant
states discussed here. The study reveals that for photolysis
energy around 42 700 cm−1, and for the high-kinetic-energy
fragments, the recoil geometry does not depend on small
variations of the photolysis energy, while in the area of 43 500
cm−1 the recoil distributions become increasingly parallel
to the polarization of the photolysis laser as its frequency
increases.

The interaction of this slowly varying background with the
resonant feature of the wave function indicates that a disper-
sive shape of the “recoil resonance” should be expected. Such
variations in the observables of the experiments are indicative
of the richness of these stereodynamic effects, which might be
common in near-threshold dissociation experiments but might
manifest themselves very differently in different photolysis
energies and/or molecular systems.

The resonant eigenstates in the A state have been identified
by families of POs emanating from center-saddle bifurcations
named CSA1 and CSA2 in Fig. 7. These periodic orbits
show that the frequencies exhibit a linear dependence with
the energy. Semiclassically, these frequencies correspond to
the energy difference between adjacent quantum levels and
are estimated at ∼370 cm−1, in good agreement with the
resonance energies deduced from the experiment.

We emphasize that these types of resonances occur at sev-
eral energies and not just at one specific energy. This is very
important for demonstrating the effectiveness of nonlinear
resonances, which are ubiquitous in excited small molecules.
In the present article we have systematically investigated how
the nonlinear resonances located in the adiabatic potential
energy surfaces are perturbed by the nonadiabatic coupling
elements. Conical intersections are not rare events at all,
even in small polyatomic molecules. Hence, nonlinearity and
nonadiabatic couplings may dramatically change the dynam-
ics of the molecule and produce new physics and chemistry.
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Nevertheless, as both are local effects (in configuration space
as well as in phase space), this may result in diverse dynamical
behaviors for different molecules [57].
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