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The paper presents a theory that solves analytically the time-dependent three-level problem of the scheme

discrete |0〉 weak−−−−−→
as pulse ω1

resonance |1〉 moderately strong−−−−−−−−→
fs pulse ω2

resonance |2〉, where |0〉 is a discrete state, and |1〉 and |2〉 are

energy-normalized resonance states. The attosecond and femtosecond pulses with central frequencies ω1 and
ω2 (ω1 � ω2) act with ultrashort time delay, tD . The formalism leads to analytic expressions for photoelectron
emission probabilities, Pi (E, t ), i = 1, 2, in the energy region of the two resonance states, whose calculation in
terms of N-electron matrix elements and external control parameters can be carried out economically for any such
three-level system. The problem is first solved analytically, within the rotating wave approximation, for the case
where the femtosecond pulse is rectangular. The weak attosecond pulse can have any temporal shape. The final
solution for two pulses with arbitrary shape (Gaussian in our case) is then achieved by fitting numerically the shape
of the femtosecond pulse to a sum of rectangular pulses. The formulas for Pi (E, t ) involve, among other things, the
Fano discrete-resonance asymmetry parameter q, and the resonance-resonance asymmetry parameter Q, defined
by us in previous work. They also involve the complex energy poles of the two resonances, a result which accounts
for the whole contribution of the open channels of energy-normalized scattering states into which they decay. The
theory is applied to the calculation from first principles, using compact state-specific discrete and resonance wave
functions, of observable aspects of the time-resolved dynamics associated with the processes He 1s2 1S → (2s2p)
1P o ↔ (2p2) 1D. Calculations show that the (2p2) 1D resonance is 0.295 eV (4200 nm) below the energy of (2s2p)
1P o, (60.15 eV), and its width is 0.067 eV. For the transition 1s2 1S → (2s2p) 1P o, the full width at half maximum
(FWHM) of the Gaussian pulse is 160 as. The few-cycle midinfrared pulse coupling the resonance states is also
Gaussian, whose duration is varied in the range of a few decades of femtoseconds. Its intensity is in the range
5×1010–5×1011 W/cm2. The external control parameters are the intensity and the FWHM of the femtosecond
pulse, as well as the tD . For a given value of tD , the FWHM of the second pulse is a crucial control parameter. The
results include the time-resolved formation of either the (2s2p) 1P o or the (2p2) 1D resonance, while they are
coupled with each other. For the (2s2p) 1P o state, comparison is made with the case where the time-dependent
buildup of its asymmetric profile, excited from 1s2 1S by the same attosecond pulse, is calculated in the absence of
coupling to another resonance. The result is in harmony with that of our earlier work on this problem. For the (2p2)
1D resonance excited from (2s2p) 1P o, the time-resolved buildup of its profile does not develop into an asymmetric
peak due to the fact that Q has the very large value of ≈ −1300. Instead, it finishes as an Autler-Townes doublet.

DOI: 10.1103/PhysRevA.98.023428

I. INTRODUCTION

We consider the known problem of an atom interacting with
two ultrashort pulses, one with attosecond (as) duration and
central frequency ω1 and the other with few-cycle femtosecond
(fs) duration and central frequency ω2 (ω1 � ω2). The external
control parameters are the time delay tD , with which the two
pulses act (positive, zero, or negative), the peak intensities of
the two fields, and the duration of each pulse. Given that, in
the realistic case, the temporal shapes of the pulses are best
represented by a Gaussian function, the duration is defined
here by the value of its full width at half maximum (FWHM).
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From the theoretical point of view, the solution of problems
with real atoms and molecules arising from such ultrashort
interactions rests on the possibility of determining reliably, and
of using efficaciously in the appropriate theoretical context, the
many-electron time-dependent wave function �(t ), containing
the relevant physical information. The �(t ) satisfies the many-
electron time-dependent Schrödinger equation (METDSE),
where the total Hamiltonian H (t ) has the form H (t ) =
Hatom + V 1(ω1, t ) + V 2(ω2, t + tD ). The present paper dis-
cusses a practical solution of the METDSE with such a H (t ),
for the quantitative understanding of aspects of the physics that
takes place under special conditions of an atomic spectrum, in
connection to the characteristics of the two pulses.

A. The problem

In earlier proposals and results regarding possible ap-
plications of the then emerging prospects of spectroscopy
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using attosecond pulses, we singled out as a fruitful area of
investigation the time-dependent coherent excitation (by one
or two ultrafast pulses) and decay of strongly correlated doubly
excited states (DESs) and of inner-hole excited states, caused
by effects of evolving superpositions and of ultrafast electron
rearrangements inside the continuum of scattering states [1–4].
The wave functions of such states are a superposition of
localized (square-integrable) and of asymptotically scattering
components. If this superposition is described accurately, then
their intrinsic properties, namely the energy position in the
continuum and the energy width, as well as probabilities (or
rates) of transitions involving such states, can be determined
reliably.

As the prototypical case for testing such ideas, we developed
theory and carried out calculations which revealed quantita-
tively the time-resolved evolution of the low-lying 1P o DESs of
helium, pulse-excited from the 1s2 1S or the 1s2s 1S metastable
state. Indeed, the prediction for the time-resolved formation
of the photoionization profile for He 1s2 1S → (2s2p)1P o at
60.15 eV [3] was recently verified experimentally by Kaldun,
Blättermann et al. [5,6], via a measurement technique capable
of attosecond time resolution.

In this paper, we first report on a formalism for the
solution of a problem involving the time-dependent coupling
by ultrafast pulses of resonance states. Then, by choosing an
experimentally convenient case from the helium spectrum that
is again based on the attosecond-pulsed transition He 1s2 1S →
(2s2p)1P o (see below), we report the quantitative findings
from ab initio calculations that have employed state-specific
wave functions.

Specifically, this formalism leads to analytic expressions for
time-dependent probabilities of photoelectron emission in the
region of resonances, as a function of parameters of ultrashort
pulses and of the time delay in their application, for the
following discrete-resonance-resonance excitation-coupling
scheme, scheme (A):

discrete|0〉 weak−−−−−→
as pulse ω1

resonance|1〉 moderately strong−−−−−−−−−→
fs pulse ω2

resonance|2〉.

ω1 and ω2 are equal to the corresponding differences between
the state energies, although small detunings may be present.
The energy of |2〉 may be above or below that of |1〉.

As a paradigm for the computational application of the
theory for scheme (A), we chose the two-color process in
scheme (B):

He1s2 160 - as Gaussian pulse−−−−−−−−−−−→
60.15 eV

(2s2p)1P o fs Gaussian pulse−−−−−−−−→
0.295 eV

(2p2)1D.

The parentheses on the configurational label signify the fact
that this is the main configuration in the superposition of the
localized and asymptotic components of the resonance state.

The He (2p2)1D resonance lies at about 0.295 eV (λ ≈
4200 nm) below the (2s2p) 1P o in the continuous spectrum
[7]. Its width is about 0.067 eV [7] and the energy for its
ionization to the He+2p threshold is 5.5 eV. The duration
(i.e., the FWHM) of the weak attosecond Gaussian pulse is
chosen to be 160 as, the value that was used recently in the
experiment of Kaldun et al. [5]. The intensity of the few-cycle,
femtosecond midinfrared (MIR) Gaussian laser pulse is in
the experimentally practical range of 5×1010–5×1011W/cm2,

which, as it turned out, is sufficient for allowing the demon-
stration of distinguishable phenomena as a function of external
control parameters. The time delay tD ranges from positive to
negative femtosecond values, including the region of zero.

We point out that the energetics do not allow ionization by
the mid-IR pulse of either the (2s2p) 1P o or the (2p2)1D state.
This fact, in conjunction with the choice of low intensities for
the MIR laser, eliminates the need to consider additional effects
caused by field-induced ionization.

Scheme (A) involving the He (2s2p) 1P o resonance, has
been examined before, experimentally as well as theoretically,
with respect to coupling to the (2s2) 1S resonance below it
(≈540-nm fs pulse), or to the (2p2) 1S resonance above it,
(≈800-nm fs pulse) [8–17]. The discussions in [8–17] explain
their methods and results. Here, it suffices to note that the
emphasis has been on the exploration of the changes that occur
for the asymmetric photoionization profile of the process He
1s2 1S → (2s2p)1P o, when (2s2p) 1P o is coupled resonantly
to (2s2) 1S or (2p2) 1S, as a function of the field strength and
of tD .

The published theoretical work has produced probabilities
of photoelectron emission as well as of photoabsorption in
the energy region of the (2s2p) 1P o resonance. As regards
the types of calculations, these may be separated into two
categories, distinguished by the way they tackle the problem of
determining the physically relevant �(t ). In the first category,
�(t ) is first written as a superposition of two-electron wave
functions with time-dependent coefficients. The two-electron
wave functions are constructed in terms of a common basis set,
and represent states of both the discrete and the continuous
spectrum. The calculation solves numerically the coupled
equations into which the two-electron TDSE is transformed
upon substitution of this �(t ) [13,15,17]. Even for helium,
the size of the calculations that are based on such an expan-
sion is considerable, given that, for a thorough study of the
phenomena, the external control parameters of the two pulses
have to be varied systematically. For example, in the first such
calculation for helium, involving the coupling of the (2s2p)
1P o and (2p2) 1S resonances by an intense 800-nm laser with
duration of 42 fs, Tarana and Greene [13] commented briefly
on the increased computational requirements in such studies,
concluding that, “there is no method which enables a routine
theoretical calculation of the photoabsorption spectra in the
presence of a strong dressing-laser pulse” (page 1 of [13]).

In the second category [10–12], the expansion of �(t )
is reduced to a time-dependent three-level (TD3L) model,
employed by Madsen et al. [18] for the calculation of ion
yields in a problem of earlier interest, where the pulses
were assumed to be long. As with all models of a few
resonantly interacting states, such a reduction ignores the
possible mixing of states and of scattering continua in higher
order. Yet a number of complexities concerning the calculation
of the reduced �(t ) describing scheme (A) remain. In the
approach of [10–12], approximations that neglect certain
couplings, including the “adiabatic elimination of continua”
were made. For example, Chu and Lin [12] note that, “with
our first approximation [i.e., the neglect of the cross dipole
matrix elements between the localized and the asymptotic
components of the two resonances], q cannot be defined
for the |b2〉-|E2〉resonance” (page 2 of [12]). (|b2〉 is the
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localized component and |E2〉 is the scattering component of
the second resonance.) Using such simplifications, Chu and
Lin [10–12] solved the resulting system of coupled equations
numerically, for the 1s2 1S → (2s2p)1P o ↔ (2s2)1S and the
1s2 1S → (2s2p)1P o ↔ (2p2)1S ultrafast excitation-coupling
schemes, and presented a series of results and conclusions for
different values of external parameters.

Finally, we note that effects on the photoexcitation profile
in the energy region of an autoionizing state that is coupled to
another resonance by a relatively strong field were computed
and observed in the laboratory for doubly excited states of
the two-electron helium [19] and of the pseudo-two-electron
magnesium [20], in frameworks that are applicable to long
pulses (ac field). The corresponding formalisms and possibil-
ities of analysis are less versatile, since they do not depend on
the ab initio solution of the METDSE where the matter-field
interaction involves ultrashort pulses. In treatments such as
those of [19,20], even in principle no information can be
obtained on time scales of attoseconds or a few femtoseconds.

B. Introductory comments on the present approach

The present study is also based on the reduction of the full
expansion to a TD3L model corresponding to scheme (A), but
without the simplifying approximations that were made previ-
ously. In addition, the theory achieves analytic expressions for
the photoelectron emission probability. These refer not only
to the vicinity of resonance |1〉 but also to the vicinity of |2〉.
Once the N-electron wave functions and corresponding matrix
elements are available, the calculations using these expressions
are managed easily, and can be repeated for different values of
the external parameters with great economy of time, even on
small computers.

The reduction of the exact problem of having to solve
the METDSE with the electronic Hamiltonian H (t ) in terms
of an “infinite” number of coupled equations involving the
stationary states of the discrete and the continuous spectrum to
that described by a TD3L system is an approximation whose
degree of validity is linked to the quantity of interest, to the
choice of the atomic (molecular) spectrum and of the field
parameters, and to the method used to calculate �(t ) in the
restricted space.

Obviously, if rigor and accuracy are the goals, it cannot be
a priori justified for the case where the field of the pulse
coupling the two resonance states becomes very strong. (The
phrase “very strong” depends on each case and its borderline
is quantifiable only after quantitative calculations.) This is
because once an autoionizing state |1〉 has been prepared by a
weak excitation from a discrete state, |0〉, its interaction with
a dc or an ac field, or with an ultrashort pulse of radiation,
perturbs the wave function to a degree that depends on the
spectrum, on the electronic structures, and on the charac-
teristics of the interaction. A thus perturbed wave function
has consequences for the properties of the resonance energy
position and width, as well as for transition processes in
which it is involved, such as the photoabsorption profile, which
depends on the matrix elements of the total Hamiltonian and on
the field parameters. Indeed, if the strength of the field coupling
the two resonances becomes strong, it is inevitable that the
field-atom interaction will cause extra effects due to the field-

induced mixing of other quasidiscrete (resonance) or discrete
states and of additional scattering channels contributing in
higher order. For example, some time ago, the implementa-
tion of a time-independent nonperturbative formalism with
state-specific wave functions showed quantitatively how the
energies and the rates of decay, including induced radiative
autoionization, of DESs that are coupled to other DESs via ac
or dc electric [21,22] or magnetic [23] fields, vary as a function
of frequency or intensity, while many scattering continua
contribute in higher order. Effects such as those discussed
in [21–23] (e.g., variation of stability via the field-induced
crossing of DESs of thresholds in the multichannel continuum)
can, in principle, also be present in the context of ultrashort
pulsed interactions.

In our work on the time-resolved photoionization in the
region of the He (2s2p) 1P o resonance state [3], which is the
first step of scheme (B), the problem was solved from two
very different approaches. In the first, �(t ) was calculated by
solving nonperturbatively the METDSE in terms of the state-
specific expansion approach (SSEA) [24]. In the SSEA, the
number of the coupled equations is normally in the thousands
or even in the few hundreds of thousands (the overwhelm-
ing number coming from the energy-normalized scattering
functions representing the continuous spectrum), and contain
energies and bound-bound, bound-free, and free-free matrix
elements [25]. The solution, �SSEA(t ), is transparent and valid
for weak as well as for strong fields. However, its calculation is,
in general, computationally demanding and time consuming.
Hence, given the nature of the problem in [3], we also pro-
posed and implemented an analytic, time-dependent two-level
approach, which is valid for weak ultrashort pulses and which
allows very economic calculations of the discrete-to-resonance
state time-dependent excitation probability. The agreement
between the results of the two approaches for weak pulses
was excellent (Fig. 2 of [3]), demonstrating that the theory
leading to the analytic expression and to its implementation
is not restricted to descriptive phenomenology, and that its
numerical results, obtained using state-specific wave functions
for discrete and resonance states, are reliable.

The pulse-dependent analytic formula of [3] was derived by
choosing the stationary representation of the resonance state
according to the energy-normalized superposition of localized
with scattering components given by the Fano formalism [26].
It is a product of three energy-dependent factors:

(1) A Lorentzian distribution function.
(2) A spectral-asymmetry function modifying the

Lorentzian to an asymmetric Fano shape.
(3) A function which depends on the pulse and is associated

with the time dependence of the process.
The probability that the photoelectron remains temporally

trapped for time intervals of the order of the lifetime of the
autoionizing state is obtained by subtracting from the product
the value which it acquires on the complex resonance energy,
Er − i� (� is the half width).

Similar features, albeit incorporated into more complex
formulas, are found in the formalism of the present paper for the
solution of problems that are described by scheme (A). Indeed,
one of the special results of the theory for both the two-level
and the three-level systems is the appearance in the analytic
expressions of complex energy poles of the resonances, which
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take into account in a condensed way the contribution of the
whole energy continuum into which each resonance state is
embedded.

The formulas derived in the next section for scheme (A)
give the photoelectron emission time-dependent probability
not only for scattering energies in the vicinity of |1〉, but
also for energies in the vicinity of the second resonance, |2〉.
The formalism and its underlying concepts are such that the
possible applications are not restricted to two-electron systems.
Extension to resonances embedded in multichannel continua
is feasible.

The main features of the formalism are the following:
(1) The formulas for the two channels, |1〉 and |2〉, derived

in the following sections, are expressed as products of the three
types of factors discussed above in connection to our two-level
model for discrete to resonance state transitions, albeit with the
time-dependent factor now being a much more complicated
function. Thus, the transparency of the simpler two-level case
has been retained, while accounting in a comprehensive way
for the contributions of the main couplings. The derivation
of these formulas is achieved based on two legitimate as-
sumptions: First, the rotating wave approximation (RWA) is
good. Second, the effect on the observables of the extremely
small coupling between the open-channel components of the
resonance wave functions is negligible.

(2) Both pulses can have any of the commonly used shapes,
including the realistic Gaussian one, with a duration in the
range of attoseconds or femtoseconds. For example, in the ap-
plication to scheme (B) presented in this paper, (Sec. IV), both
pulses have a Gaussian shape. The intensities are within exper-
imentally controllable ranges. The coupled equations for the
time-dependent complex expansion coefficients of the station-
ary states describing the scheme (A) are solved analytically.

(3) As in our previous work, the theory for scheme (A)
is constructed by using the stationary description of energy-
normalized resonance states, in the superposition of localized
and scattering components which was formulated by Fano [26].

The results of the theory are applicable to both |1〉 and
|2〉 resonances and the corresponding continua. The solutions
produce the photoelectron probability distributions in the two
open channels. The scope of the theory for this TD3L model
does not include the ab initio calculation of possible minute
effects of spontaneous radiative emission (widths can be added
for, say, the fast radiative decay of inner-hole states of heavy
atoms) or possible effects of energy shifts and ionization widths
induced by very strong fields. If needed, the formalism can be
expanded in order to approximate their contributions in terms
of additional parameters.

(4) The analytic formulas involve, among other things, the
use of two computable quantities that have to do with the two
steps of (A): One quantity is Fano’s q, corresponding to the
discrete-resonance transition [26]. The second quantity is Q,
corresponding to the resonance-resonance transition [27]. Its
utility for the proper interpretation of the details in resonance-
resonance radiative transitions was demonstrated in [28], in
connection to the measurements and interpretation reported in
[29] concerning spectra of Rydberg series of resonances.

(5) Last but not least, the theory is not restricted to the use of
parameters that are either assumed or are taken from published
work, nor to cases of two-electron systems only. Instead,

its formalism can be implemented in terms of computable
N-electron matrix elements involving the states of interest.
The state- and property-specific approach which is used in
our case for the calculation of the required wave functions is
reviewed in [30,31]. Examples of calculations of such wave
functions and properties of helium DESs can be found in
[1–3,7,27,32]. Their principal characteristic is the introduction
and implementation of methods that combine advanced theory
of decaying states and of multichannel scattering theory with
electronic structure theory which is based on the solution of
state-specific Hartree-Fock (HF) or multiconfigurational HF
(MCHF) equations and on the additional calculation of the
corresponding systematic corrections that are due to property-
specific electron correlations [30,31].

The theory is presented in Sec. II. Because the derivation
is necessarily long, the essential features are summarized in
Sec. III. Section IV contains the results of the first application
of the theory, which has to do with the calculation of observable
aspects of the time-resolved electron dynamics associated with
process (B).

II. PHOTOELECTRON EMISSION PROBABILITIES
IN THE TD3L SYSTEM WITH TWO ULTRASHORT

PULSES AND RESONANCE-RESONANCE COUPLING

The mathematical development which follows is divided
into six subsections A–F. In subsection A, the problem is
formulated in terms of a time-dependent superposition that
includes the localized and the asymptotically scattering com-
ponents of the two states. The sought after amplitude of
photoelectron emission probability for each channel, AiE (t ),
i = 1, 2, is defined in terms of the time-dependent mixing
coefficients, which satisfy a system of integrodifferential equa-
tions. Subsection B presents certain physically important func-
tions of transition matrix elements entering the calculation and
the justifiable approximations which are made in order to ren-
der the system of equations solvable analytically. In subsection
C, a simple transformation of the mixing coefficients allows
the energy integrals to be evaluated by contour integration. The
system of integrodifferential equations is transformed into a
system of ordinary differential ones. In subsection D, the latter
system is solved analytically, assuming a rectangular temporal
shape for the second pulse. The case where the second pulse
has an arbitrary shape is solved semianalytically, by fitting its
shape to a sum of rectangular pulses. Finally, the formal results
are presented in subsections E and F.

A. Formal expression for the photoelectron emission probability

The time-dependent wave function of the atomic system is
expanded in terms of the eigenstates as (h̄ = 1)

|�(t )〉 = |�g〉e−iEgt cg (t ) +
2∑

i=1

∫
dE|�iE〉e−iEt ciE (t ). (1)

The electronic Hamiltonian is thus diagonal in the continuous
part of the spectrum for each angular momentum. �g

is the ground state (or initial discrete state) of angular
momentum L, and i = 1, 2 denotes the L ± 1 and L ± 2
or L states respectively. In the stationary representation on
the real energy axis, the resonance state wave function is
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written in terms of its localized, φi , and scattering, |uiE〉,
components as [26]

|�iE〉 = αi (E)

[
|φi〉 + P

∫
dE′|uiE′ 〉 1

E − E′ ViE′

+ |uiE〉E − Ei

ViE

]
. (2)

In our work, the zero-order scattering orbitals entering
|uiE〉 are obtained in the term-dependent fixed-core HF
approximation, so as to eliminate intrachannel coupling.

The symbol P stands for principal-value integration. Also,

ViE = 〈φi |Hatom|uiE〉 and αi (E) = ViE√
(E − Ei )2 + �2

i

(3a)

for i = 1, 2, where �iE = πV 2
iE is the half width of the

resonance. As usual, it is assumed to be equal to its value
at the resonance energy Ei , where

Ei = 〈φi |Hatom|φi〉 + P

∫
dE′ViE′

1

E − E′ ViE′ . (3b)

The factor αi (E), whose square is the Lorentzian distribution,
will play an important role in the formalism that follows.

The quantity of interest is the probability Pi (E, t ) ≡
|AiE (t )|2 for i = 1, 2, to observe an outgoing electron into one
of the ionization channels with L ± 1 and L ± 2 or L angular
momentum. In order for it to be accurate for times when the
autoionizing states have not been depleted, we subtract the
survival amplitude from the total one:

AiE (t ) = 〈�iE |�(t )〉 − αi (E)〈φi |�(t )〉. (4)

The �(t ) satisfies the METDSE,

i
∂

∂t
�(t ) =

⎡
⎣Hatom +

2∑
j=1

V(j )(ωj , t )

⎤
⎦�(t ), (5a)

where

V(j )(ωj , t ) = zFjgj (t ) sin(ωj t − ϕj ) (5b)

represents the perturbation by two laser pulses with ω1 ≈ E1 −
Eg and ω2 ≈ E2 − E1. The two linearly polarized pulses act
with a time delay tD . For the symmetries of the problem, the
only nonzero dipole matrix elements are

Dg,1E = 〈�g|z|�1E〉 and D1E,2Ē = 〈�1E |z|�2Ē〉. (5c)

Substituting Eq. (1) into Eq. (5a) and taking matrix elements
leads to the system of equations for the time-dependent
coefficients:

ie−iEgt ċg = F1g1(t ) sin(ω1t − ϕ1)
∫

dE′ Dg,1E′e−iE′t c1E′ ,

(6a)

ie−iEt ċ1E = F1g1(t ) sin(ω1t − ϕ1)D1E,ge
−iEgt cg

+F2g2(t ) sin(ω2t − ϕ2)
∫

dE′D1E,2E′e−iE′t c2E′ ,

(6b)

ie−iEt ċ2E = F2g2(t ) sin(ω2t − ϕ2)
∫

dE′D2E,1E′e−iE′t c1E′ ,

(6c)

where the dot symbolizes the time derivative.
In terms of the coefficients, Eq. (4) becomes

AiE (t ) = e−iEt ciE (t ) − αi (E)
∫

dE′αi (E
′)e−iE′t ciE′ (t ).

(7)

Therefore, it is necessary to obtain the coefficients ciE (t )
from the integrodifferential Eqs. (6). To this end, we must have
the explicit expressions for the dipole matrix elements Dg,1E

and D1E,2Ē . The fulfillment of this task leads naturally to the
introduction of the spectral-asymmetry functions.

B. Spectral-asymmetry functions: The emergence of Fano-type
complex generalized quantities (parameters)

Substituting the wave function (2) into the definitions (5c)
we obtain

D1E,g = α1(E) b1E ≡ α1(E)

[
d1g (E) + E − E1

V1E

d1E,g

]
(8a)

and

D1E,2Ē ≈ α1(E)α2(Ē) b1E,2Ē

≡ α1(E)α2(Ē)

[
d1,2(E, Ē) + E − E1

V1E

d1E,2

+ Ē − E2

V2Ē

d2Ē,1

]
. (8b)

In deriving (8b), we have ignored the contribution of the
extremely small dipole matrix elements d1E,2E′ = 〈u1E |z|u2E′ 〉
involving the unperturbed continua.

These expressions define the spectral-asymmetry functions
b1E and b1E,2Ē . The quantities d1g (E) and d1,2(E, Ē) include
the contributions from the integral of the second term in Eq. (2).
The full expression for the formula (8b), which includes the
free-free transitions, can be found in Ref. [27].

The function b1E for the discrete to resonance transition
derived from Eq. (8a) is expressed in terms of the asymmetry
parameter q = d1g/πV1E1d1E1,g , where the matrix elements
are considered constant in the vicinity of the resonance:

b1E=πV1E1d1E1,g

[
q + E − E1

�1

]
(9a)

When the square of this function multiplies the Lorentzian
distribution, it produces the Fano result for the spectral profile.

Similarly, we express the spectral-asymmetry function
b1E,2Ē for the resonance to resonance transition derived from
Eq. (8b),

b1E,2Ē ≈ (
πV1E1d1E1,2 + πV2E2d2E2,1

)

×
[
Q + E − E1

�1
γ1 + Ē − E2

�2
γ2

]
, (9b)
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in terms of a generalized Fano-type Q parameter,

Q = d12/
(
πV1E1d1E1,2 + πV2E2d2E2,1

)
, (9c)

which results from the treatment of free-free transitions [27].
The definition of the quantities γ1, γ2 and Q results

easily from Eq. (8b), e.g., γ1 = πV1E1d1E1,2/(πV1E1d1E1,2 +
πV2E2d2E2,1), etc. The quantities γi are a kind of branching
ratio. According to their definition, γ1 + γ2 = 1. Again, matrix
elements appear in these formulas with their values on the
corresponding resonance. Note that, since the basis functions
are real, the matrix elements of Eqs. (9) are also real, and
b1E,2Ē = b2Ē,1E .

As will be shown, it is not the function (9b) itself which
appears in the spectra but its values on one of the two poles,
Eqs. (10b) and (10c) below. For the sake of completeness, we
also give explicitly the constants (10a) and (10d) which also
appear in the formulas,

b1z1 = πV1E1d1E1,g (q − i), (10a)

b1z1,2E = (
πV1E1d1E1,2 + πV2E2d2E2,1

)

×
[
Q − iγ1 + E − E2

�2
γ2

]
, (10b)

b1E,2z2 = (
πV1E1d1E1,2 + πV2E2d2E2,1

)

×
[
Q − iγ2 + E − E1

�1
γ1

]
, (10c)

b1z1,2z2 = (
πV1E1d1E1,2 + πV2E2d2E2,1

)
(Q − i). (10d)

The quantity b1z1,2E of Eq. (10b) is linked to the transition
to the second channel. Its role for this channel is the same
as that of b1E of Eq. (9a) for the transition from the ground
state to the first channel, i.e., it contributes to the asymmetry
of the resonance to resonance transition, Eq. (46) below, which
would otherwise be symmetric due to the Lorentzian α2

2 (E).
However, as seen from Eq. (10b), this transition involves the
complex generalized parameter (Q − iγ1)/γ2.

The same role is fulfilled by the quantity b1E,2z2 in Eq. (38)
below, for the term describing the transition to the first channel
from the population accumulated at the second one, with the
complex generalized parameter (Q − iγ2)/γ1. On the other
hand, the first term in Eq. (38) describing the discrete to reso-
nance transition contains the Fano asymmetry function b1E .

The resonance profiles are generally asymmetric and the
asymmetry is controlled by the inverse of the asymmetry
parameter. A large asymmetry parameter results in an essen-
tially symmetric curve—the imaginary part contributes to the
symmetric part. In the case of the resonance to resonance
transition, the quantity Q is typically large for the normally
considered doubly excited states, as the dipole matrix elements
from the localized parts to the continua are small. Hence, the
asymmetry becomes noticeable only in the case of a small
dipole matrix element connecting the localized parts.

C. Transition to a system of differential equations

The system of the integrodifferential Eqs. (6) will now
be reduced to a manageable system of differential equations.
Substituting the matrix elements (8a) and (8b) in the system of
Eqs. (6) we obtain

ċg = −iF1e
iEgtg1(t ) sin(ω1t − ϕ1)

∫
dE′ α1(E′) b1E′e−iE′t c1E′ , (11a)

ċ1E = −iα1(E)F1e
−i(Eg−E)t g1(t ) sin(ω1t − ϕ1) b1Ecg − iα1(E)F2e

iEtg2(t ) sin(ω2t − ϕ2)
∫

dE′b1E,2E′α2(E′)e−iE′t c2E′ ,

(11b)

ċ2Ē = −iα2(Ē)F2e
iĒtg2(t ) sin(ω2t − ϕ2)

∫
dE′b2Ē,1E′α1(E′)e−iE′t c1E′ , (11c)

where b1E and b1E,2Ē are defined in Eqs. (8a) and (8b). From inspection of Eqs. (11), it follows that the coefficients ciE are
proportional to the quantities αi (E).

Accordingly, we transform to the more convenient variables CiE ,

c1E = α1(E) C1E, c2E = α2(E) C2E, (12)

which satisfy the equations (the time dependence is indicated explicitly)

ċg (t ) = −iF1e
iEgtg1(t ) sin(ω1t − ϕ1)

∫
dE′ α2

1 (E′) b1E′e−iE′tC1E′ (t ), (13a)

Ċ1E (t ) = −iF1e
−i(Eg−E)t g1(t ) sin(ω1t−ϕ1) b1Ecg (t )−iF2e

iEtg2(t ) sin(ω2t−ϕ2)
∫

dE′b1E,2E′α2
2 (E′)e−iE′tC2E′ (t ), (13b)

Ċ2Ē (t ) = −iF2e
iĒtg2(t ) sin(ω2t − ϕ2)

∫
dE′b2Ē,1E′α2

1 (E′)e−iE′tC1E′ (t ). (13c)
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Consequently, the energy integrations can be performed
noting that, from the definition (3a),

α2
i (E) = 1

π

�i

(E − Ei )2 + �2
i

. (14)

The Lorentzian distribution α2
i (E) can be written as a

function with two poles in the complex plane:

α2
i (E) = 1

2πi

[
1

E − z∗
i

− 1

E − zi

]
,

zi = Ei − i�i (15)

Performing in Eqs. (13) the contour integration in the lower
half plane, traversed in the clockwise sense, the first term of
(15) gives zero while the second results in

1

2π

∫
dE

e−iEt

E − zi

F (E) = − ie−izi tF (zi ) (16)

for any analytic function F (z). In addition, the assumption
of the RWA leads to the following system of differential
equations:

ċg (t ) = − 1
2e−iϕ1F1g1(t ) b1z1e

i(Eg+ω1−z1 )tC1z1 (t ), (17a)

Ċ1E (t ) = 1
2eiϕ1F1g1(t )b1Eei(E−Eg−ω1 )t cg (t )

− 1
2e−iϕ2F2g2(t )b1E,2z2e

i(E+ω2−z2 )tC2z2 (t ), (17b)

Ċ2Ē (t ) = 1
2eiϕ2F2g2(t )b2Ē,1z1

ei(Ē−ω2−z1 )tC1z1 (t ). (17c)

This is a remarkable result, as the contribution of an
uncountable infinity of terms is replaced by the contribution
from the two poles.

Equations (17) for the coefficients of the eigenstates present
in the expansion (1) [via the transformation of Eq. (12)]
constitute the basis of the present theory. It is for this reason
that the derivation has been given in reasonable detail.

The same procedure, applied to Eq. (7), results in the form

AiE (t ) = αi (E)
[
e−iEtCiE (t ) − e−izi tCizi

(t )
]
, i = 1, 2.

(18)

Consequently, the solution of Eqs. (17) determines the
photoelectron emission amplitudes.

In order to perform the time integration in Eqs. (17), the
functional dependence on time of the coefficients C1z1 (t ) and
C2z2 (t ), i.e., the value of CiE (t ) at the pole zi , is needed. These
satisfy the equations

ċg (t ) = − 1
2e−iϕ1F1g1(t ) b1z1e

i(Eg+ω1−z1 )tC1z1 (t ), (19a)

Ċ1z1 (t ) = 1
2eiϕ1F1g1(t )b1z1e

i(z1−Eg−ω1 )t cg (t )

− 1
2e−iϕ2F2g2(t )b1z1,2z2e

i(z1+ω2−z2 )tC2z2 (t ), (19b)

Ċ2z2 (t ) = 1
2eiϕ2F2g2(t )b2z2,1z1e

i(z2−ω2−z1 )tC1z1 (t ). (19c)

As is evident from the derivation of Eq. (18) from Eqs. (7)
and (4), the quantities e−izi Cizi

(t ) are the coefficients of the
localized parts of the resonances. Similar equations appear in
[9–12,18], where the total wave function is not expanded in
terms of the exact resonance eigenfunctions, but in terms of
the zero-order basis functions |φi〉 and |uiE〉, and the coupled
equations are solved numerically. The relation between the

two sets of coefficients have been given in our Ref. [3] [see
Eqs. (17) where, however, the e−iEt factor has not been written
explicitly].

Because of the assumption of a weak and short initial
pulse, we take cg ≈ 1. Consequently, Eq. (17a) is decoupled
from the system of Eqs. (17), and Eq. (17b) now has an
inhomogeneous term. This term takes into account the action of
the first pulse. For its envelope we choose a Gaussian function,
g1(t ) = e−(t−ta )2/2σ 2

a , centered at t = ta . These considerations
apply to the system of Eqs. (19) as well.

We approximate the envelope of the second pulse,g2, by a
rectangular function,

g2(t ) ≈ St (t − t0) − St (t − t1). (20)

St (t ) is the step function which is unity if the argument is
positive and zero otherwise. This pulse is centered at about tb,
where tb = (t1 − t0)/2.

For times t < t0, when g2(t ) is zero, Eq. (17b) can be
immediately integrated to give C1E . Defining

G(E, t ) =
∫ t

−∞
dt ′ei(E−Eg−ω1 )t ′g1(t ′)

≡
∫ t

−∞
dt ′ei(E−E1+�ω1 )t ′g1(t ′) (21)

we obtain

C1E (t ) = 1
2F1e

iϕ1b1EG(E, t ), t � t0. (22)

C1z1 is the value of Eq. (22) at E = z1 while C2Ē and C2z2 are
equal to zero. Substituting this form into Eq. (18), we obtain
the solution for a single pulse, given in [3].

In the following section, we shall derive the analytic solution
of Eqs. (19b) and (19c) for t0 < t < t1 when g2(t ) is nonzero.
We shall then generalize the results to the case where g2(t ) is
approximated by a sum of rectangular pulses, each defined in
a time interval ti < t < ti+1, with different heights gi . In this
way, any realistic pulse shape can be approximated reliably
by using a large enough number of intervals [ti , ti+1]. In the
applications of the present work, we have chosen Gaussian
temporal shapes.

In subsections E and F we shall use these solutions to
integrate the basic Eqs. (17b) and (17c). The analytic forms
provide significant insight and facility of computation. The
reader who is interested only in the final result may avoid the
lengthy derivation by going straight to the final formulas (36)
and (42).

D. Analytic solution when the second pulse is rectangular
and extension to the case of an arbitrary temporal shape.

We now proceed to solve the system of Eqs. (19b) and (19c)
when the second pulse is a rectangle. We start by defining real
and complex quantities for detuning:

�ω1 = E1 − Eg − ω1,

a1 = z1 − Eg − ω1 = �ω1 − i�1, (23a)

�ω2 = E2 − E1 − ω2,

a = z2 − z1 − ω2 = �ω2 + i(�1 − �2). (23b)
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The exponentials appearing in the system are expressed in
terms of the complex detunings. We also define the coupling
parameter,

� = g2F2b1z1,2z2 . (24)

Although g2 is presently equal to unity, it is included in the
definition for later purposes. It is important to realize that the
imaginary part of b1z1,2z2 results from the part of the transition
(8b) connecting the localized component to the scattering one.
Through the complex detuning (23b) and the complex coupling
parameter (24), a complex Rabi frequency is defined as

λ =
√

a2 + �2 (complex Rabi frequency). (25)

The quantity λ represents the frequency of oscillations be-
tween the two decaying states. Note that, according to defini-
tion (23b), the complex detuning remains nonzero even when

its real part �ω2 is zero. Therefore, λ is never equal to the
coupling parameter �. The possibility of λ = � holds only
for discrete states.

The method of solving the system of Eqs. (19b) and (19c)
is described in Appendix A. The solution is written in terms of
the integrals,

G(1)(w±, t ) =
∫ t

t0

dt ′eia1t
′
ei(a∓λ)t ′/2g1(t ′)

, t < t1,

≡
∫ t

t0

dt ′eiw±t ′g1(t ′) (26a)

where

w± = a1 + (a ∓ λ)/2. (26b)

In the case where the envelope function is a Gaussian, the
analytic expression of the G(1) integrals is given in terms of
the error function (see Appendix B). We obtain

C1z1 (t ) = 1

2
eiϕ1F1b1z1

[
(a + λ)

2λ
e−i(a−λ)t/2(c+ + G(1)(w+, t )) − (a − λ)

2λ
e−i(a+λ)t/2(c− + G(1)(w−, t ))

]
, (27a)

C2z2 (t ) = − i

2
eiϕ1F1b1z1e

iϕ2F2b1z1,2z2g2(t )

[
1

2λ
ei(a+λ)t/2(c+ + G(1)(w+, t )) − 1

2λ
ei(a−λ)t/2(c− + G(1)(w−, t ))

]
. (27b)

The values of the coefficients c+ and c− are computed by the
matching of the solutions Eqs. (22) and (27) at the time t = t0.
This is done below for the generalized form of g2 which is a
sum of rectangular functions as the one introduced in Eq. (20),
namely,

g2(t ) ≈
n∑

i=1

gi[St (t − ti−1) − St (t − ti )], (28)

with n being an odd number. For the central rectangle, N =
1
2 (n + 1), we put gN = 1, while for i = N , gi < 1. If we
require the function to be symmetrical, then gN+k = gN−k . The
values of gi can be made to fit any envelope function—a Gaus-
sian e−(t−tb )2/2σ 2

b in our case -, centered at t = tb. This is done
in a systematic way in Appendix C where the chosen function
is represented in a series of successively refined partitioning of
time, until convergence is secured. The chosen parameters are
k = 10 and p = 2, corresponding to 2k − 1 rectangles of width
2pσb/2k−1, which approximate the Gaussian in the interval
[tb − 2pσ , tb + 2pσ ].

The coefficients C1z1 (t ) and C2z2 (t ) are given again by
Eqs. (27) at each time interval ti � t � ti+1 in terms of
the quantities �i = giF2b1z1,2z2 , λi =

√
a2 + �2

i , w±
i = a1 +

(a ∓ λi )/2, and G
(1)

i (w±
i , t ), the latter calculated for ti as

the lower bound. The constants c+
i and c−

i at each interval
are determined from those of the interval at the left by
the continuity conditions C1z1(i)(ti−1) = C1z1(i−1)(ti−1) and
C2z2(i)(ti−1) = C2z2(i−1)(ti−1) where we have set C1z1(0)(t ) =
1
2F1e

iϕ1G(z1, t )b1z1 and C2z2(0)(t ) = 0 for values of time t <

t0. Defining C̄1z1 and C̄2z2 from the relations

C1z1 (t ) = 1
2eiϕ1F1b1z1C̄1z1 (t ) and

C2z2 (t ) = −i 1
2eiϕ1F1b1z1e

iϕ2F2b1z1,2z2g2(t )C̄2z2 (t ), (29)

we obtain from Eqs. (27)

c+
j = ei(a−λj )tj−1/2C̄1z1(j−1) − (a − λj )

× e−i(a+λj )tj−1/2 gj−1

gj

C̄2z2(j−1), (30a)

c−
j = ei(a+λj )tj−1/2C̄1z1(j−1) − (a + λj )

× e−i(a−λj )tj−1/2 gj−1

gj

C̄2z2(j−1). (30b)

It follows from the above discussion and results that
the Rabi frequency at each interval is different. Note that,
as �1 → 0, at the start of the Gaussian pulse, λ → a,
w+ → a1, and G(1)(w+, t ) → G(z1, t ) − G(z1, t0), and
therefore C1z1(1)(t ) → 1

2F1e
iϕ1b1z1 [G(z1, t ) − G(z1, t0)] and

C2z2(1)(t ) → 0. At the end of the second pulse, C1z1 and C2z2

have attained constant values.
At this point, it is worth mentioning that one can relax the

condition cg ≈ 1 for the coefficient of the ground state, by
approximating the first pulse by a sum of rectangular func-
tions, getting an analytic solution for the three-level problem.
However, this approach would complicate significantly the
semianalytic solution with no substantial gain for a weak initial
pulse.

The coefficients C1z1 (t ) and C2z2 (t ) are now known. From
them, the coefficients C1E (t ) and C2E (t ) can be computed for
all energies. This is done in the next two subsections.

E. Analytic results for the first ionization channel

With the form of C2z2 known, Eq. (17a) is inte-
grated in the region t0 � t ′ < t , with the restriction t � t1,
and an expression for the coefficient C1E (t ) is obtained.
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Assuming the RWA, one has

C1E (t ) = 1

2
eiϕ1F1b1EG(E, t ) − 1

2
e−iϕ2F2b1E,2z2

∫ t

t0

dt ′g2(t ′)ei(E−z2+ω2 )t ′C2z2 (t ′)

≡ 1

2
eiϕ1F1b1EG(E, t ) − 1

2
e−iϕ2F2b1E,2z2

∫ t

t0

dt ′g2(t ′)ei(E−z1 )t ′e−iat ′C2z2 (t ′). (31)

Substituting C2z2 (t ) from Eq. (27b), the integrals to be evaluated have the form

G(2)(ζ±, w±, t ) =
∫ t

t0

dt ′g2(t ′)ei(E−z1 )t ′e−i(a∓λ)t ′/2[c± + G(1)(w±, t ′)]

≡
∫ t

t0

dt ′eiζ±t ′ [c± + G(1)(w±, t ′)], t � t1, (32a)

where

ζ±(E) = E − z1 + 1

2
(−a ± λ) = E − E1 + 1

2
(−�ω2 ± Reλ) + i

2
(�1 + �2 ± Imλ). (32b)

Then

C1E (t ) = 1

2
eiϕ1F1b1EG(E, t ) + i

8λ
eiϕ1F1b1z1F2b1E,2z2�[G(2)(ζ+, w+, t ) − G(2)(ζ−, w−, t )]. (33)

As it is shown in Appendix B, the integrals G(2)(ζ±, t ) in Eqs. (32a) and (33) are expressed in terms of the integrals G(1)(w±, t )
and G(1)(w± + ζ±, t ).

Since w± + ζ± = E − E1 + �ω1, the second integral is independent of the parameter λ, therefore the upper and the lower
sign lead to the same result. It is equal to G(1)((E − E1 + �ω1), t ) ≡ G(E, t ) − G(E, t0) [see Eq. (25)]. Defining

P1E (t ) = 1

4λζ+ eiζ+t [c+ + G(1)(w+, t )] − 1

4λζ− eiζ−t [c− + G(1)(w−, t ) ]

− 1

4λζ+ eiζ+t0c+ + 1

4λζ− eiζ−t0c− + 1

4ζ+ζ− [G(E, t ) − G(E, t0)] (34)

and substituting (B2) to Eq. (33), we obtain

C1E (t ) = 1
2eiϕ1F1b1EG(E, t ) + 1

2eiϕ1F1b1z1F2b1E,2z2�P1E (t ). (35)

It is easy to check that in the limit E → z1, when ζ± →
(−a ± λ)/2 from the definition (32b), Eq. (35) reduces to
C1z1 (t ) of Eq. (27a). Bringing together these results, we obtain
the expression for the amplitude:

A1E (t ) = α1(E) 1
2eiϕ1F1

[
e−iEtb1EG(E, t ) + F 2

2 b1z1b1z1,2z2

× e−iEtb1E,2z2P1E (t ) − e−iz1t b1z1C̄1z1 (t )
]
, (36)

where C̄1z1 (t ) is defined in Eq. (29). We observe that, in
forming the probability |AiE (t )|2, the symmetric Lorentzian
distribution α2

1 (E) is multiplied by a factor composed of three
terms. The first term describes the effect of the first pulse in the
absence of the second one. The last term is also present in this
case, albeit modified. The spectral-asymmetry function b1E

is responsible for changing the Lorentzian to an asymmetric
Fano spectral line and the time dependence is controlled by the
integral G(E, t ) (see also [3]). In the presence of the second
pulse, the amplitude is modified by the second term which
contains the function b1E,2z2 and whose time dependence is
controlled by the more complicated function P1E (t ). Finally,
we note that the second term of Eq. (36) is multiplied by the
intensity F 2

2 of the second pulse.
Presently, the approximation by a single rectangular pulse,

Eq. (20), is replaced by a summation of rectangular pulses,

Eq. (28), and the integral in Eqs. (31)–(32b) is replaced by a
sum of integrals

m∑
i=1

gi

∫ t

ti−1

dt ′ei(E−z1 )t ′e−iat ′C2z2(i−1)(t
′), t � tm

For t > tn, i.e., after the end of the last pulse, this function
becomes a constant equal to its value at t = tn.

F. Analytic results for the second ionization channel

In the same framework, Eq. (17b) is integrated in the region
t0 � t ′ < t , with the restriction t � t1, and an expression for
the coefficient C2E (t ) is obtained:

C2E (t ) = 1

2
eiϕ2F2b1z1,2E

∫ t

t0

dt ′g2(t ′)ei(E−z1−ω2 )t ′C1z1 (t ′)

≡ 1

2
eiϕ2F2b1z1,2E

∫ t

t0

dt ′g2(t ′)ei(E−z2 )t ′eiat ′C1z1 (t ′).

(37)
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Substituting C1z1 (t ) from Eq. (27a), the integrals to be evaluated have the form

G(2)(ξ±, w±, t ) =
∫ t

t0

dt ′g2(t ′)ei(E−z2 )t ′ei(a±λ)t ′/2[c± + G(1)(w±, t ′)]

≡
∫ t

t0

dt ′eiξ±(E)t ′[c± + G(1)(w±, t ′)], t � t1, (38a)

where

ξ±(E) = E − z2 + 1

2
(a ± λ) = E − E2 + 1

2
(�ω2 ± Reλ) + i

2
(�1 + �2 ± Imλ). (38b)

Then,

C2E (t ) = 1

8λ
eiϕ1F1b1z1e

iϕ2F2b1z1,2E[(a + λ)G(2)(ξ+, w+, t ) − (a − λ)G(2)(ξ−, w−, t )]. (39)

The G(2) integrals have the same form as Eq. (33). However, in this case they contain the characteristics of the second resonance.
As in the previous section, the integrals G(2)(ξ±, t ) are expressed in terms of the integrals G(1)(w±, t ) and G(1)(w± + ξ±, t ).

Since w± + ξ± = E − E2 + �ω2 + �ω1, the second integral is independent of the parameter λ, therefore the upper and the
lower sign lead to the same result. Using (B2) of Appendix B and defining

P2E (t ) = a + λ

4λξ+ eiξ+t [c+ + G(1)(w+, t )] − a − λ

4λξ− eiξ−t [c− + G(1)(w−, t )]

− a + λ

4λξ+ eiξ+t0c+ + a − λ

4λξ− eiξ−t0c− − 1

2ξ+ξ− (E − z2)G(1)((E − E2 + �ω2 + �ω1), t ), (40)

we obtain

C2E (t ) = − i

2
F1e

iϕ1b1z1e
iϕ2F2b1z1,2EP2E (t ). (41)

It is easy to check that in the limit E → z2, when ξ± → (a ± λ)/2 from the definition (40b), Eq. (42) reduces to C2z2 (t ) of
Eq. (27b). Bringing together the previous results, we obtain the expression for the amplitude:

A2E (t ) = − i

2
α2(E)eiϕ1F1b1z1e

iϕ2F2
[
e−iEtb1z1,2EP2E (t ) − e−iz2t b1z1,2z2C̄2z2 (t )

]
. (42)

As in the case of the first channel, we observe that, in
forming the probability |A2E (t )|2, the symmetric Lorentzian
curve α2

2 (E) is modified by the spectral-asymmetry function
b1z1,2E of Eq. (10b) and by the time-dependent factor P2E (t ).

The approximation by a single rectangular pulse, Eq. (20),
is replaced by a summation of rectangular pulses, Eq. (28),
and the integral in Eqs. (37) and (38a) is replaced by a sum of
integrals,

m∑
i=1

gi

∫ t

ti−1

dt ′ei(E−z2 )t ′eiat ′C1z1(i−1)(t
′), t � tm

For t > tn, i.e., after the end of the last pulse, this function
becomes a constant equal to its value at t = tn.

III. SYNOPSIS OF THE FORMAL RESULTS

The formalism involves ten basic quantities. These are as
follows:

(1) The energies of the ground state Eg and of the two
resonances E1 and E2, as well as the matrix elements V1E1 ,
V2E2 , coupling the localized part of the resonance to the
corresponding continuum.

(2) The dipole matrix elements dg1 and dg1E1 , connecting
the ground state to the localized part and to the continuum
of the first resonance, the matrix element d12, connecting the

localized parts of the resonances, and d1E2 , d2E1 , connecting
each localized part to the continuum of the other resonance.

In the calculation enter the amplitudes F1, F2 of the fields,
and the central frequencies ω1, ω2. Further, the form of the
envelope functions g1(t − ta ) and g2(t − tb ) must be decided
on. These functions are symmetric about the times ta and tb
respectively. The time delay is defined as tD = ta − tb.

The external control parameters are the field strength F2,
the time delay tD , and the duration of the pulse coupling the
resonance states.

From the matrix elements mentioned above, the half widths
�1, �2, and thus the two resonance complex poles, are com-
puted. These poles and the frequencies of the fields provide
the complex detuning parameters a1 and a. Subsequently, the
composite parameters q, Q, γ1, γ2 are obtained and their
values are used for the calculation of the spectral-asymmetry
functions b1E , b1E,2z2 , b1z1,2E and of the constants b1z1 , b1z1,2z2

resulting from them.
A chosen shape of the envelope function, g2, is approxi-

mated by a series of rectangular pulses. Within each rectangle,
the coupling parameter � = g2F2b1z1,2z2 and the complex Rabi
frequency λ = √

a2 + �2 are constant. The coupled differ-
ential equations (19b) and (19c)—rewritten in the compact
form (A1a) and (A1b)—are solved analytically, providing the
coefficients C1z1 and C2z2 via the formulas (27a) and (27b). The
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analytic solution in each rectangle is connected to that of its
neighbouring rectangles by the conditions of continuity (30a)
and (30b), allowing the propagation of the initial conditions in
time.

The integration of Eqs. (17b) and (17c), which provides
the values of the coefficients C1E and C2E at any energy, is
subsequently done analytically within each rectangle. Finally,
the coefficients and the spectral-asymmetry functions multi-
plying the symmetric Lorentzian distribution are combined
in the formulas (36) and (42) for the photoelectron emission
probability amplitudes as a function of time and energy.

The approach is transparent with respect to the parameters
entering the calculation and, being analytic, with respect to
the contribution made by the various parts. The formulas (27),
(30), (36), and (42), used for the computation, can be easily
implemented for different pulse characteristics. The results are
obtained quickly and accurately.

IV. APPLICATIONS

As the first quantitative application of the present formalism
for scheme (A), we calculated the time-dependent electron
dynamics of the experimentally tractable scheme (B), and
obtained photoelectron emission probabilities in the open
channels of both the He (2s2p)1P o and the He (2p2)1D

resonance states.
In order for any theoretical analysis that deals with real

N-electron systems to be credible, it is crucial that the N-
electron wave functions which are used for the calculation of
matrix elements, i.e., of properties and phenomena, represent
the corresponding states accurately, and in forms that are
practical for analysis and for calculation. For example, in
investigations such as the present one, the values of the
quantities q and Q must be accurate. In our work, the orbitals
in the configurations are obtained from the solution of the
state-specific HF or MCHF equations. We have shown that,
by starting the calculation of resonance states in this way,
regardless of their electronic structure, this approach to the
quantitative implementation of theories of resonance states
is accurate as well as economic [30,31]. The calculation of
the corresponding localized correlated wave functions and of
concomitant properties of the helium DESs has been explained
and justified in our work from the early 1980s, e.g., [7,32],
where it was shown that determining the state-specific MCHF
solutions for the 1D resonances is feasible, in spite of the heavy
configurational mixing of the configurations 2p2, 2p3p, and
2s3d. The label used here means, as usual, that the coefficient
of this configuration is the largest.

The scattering orbitals for the open channels, 1sεp and
1sεd, are calculated numerically in the potential of the ion,
with energy-normalized asymptotic boundary conditions, in
the fixed-core HF approximation, a procedure which eliminates
intrachannel coupling.

The XUV Gaussian pulse was chosen to have the duration
of 160 as, which is the one used in the experiment of [5,6].
The femtosecond pulse at λ ≈ 4200 nm is coupled resonantly
with the (2p2) 1D state below, with intensities in the range
5×1010−5×1011 W/cm2. The lifetimes of the two resonance
states are ≈18 fs for (2s2p) 1P o and ≈10 fs for (2p2) 1D.

As we already mentioned in the Introduction, the choice of
the He (2p2)1D resonance secures that the MIR femtosecond
pulse does not ionize it during its coupling with the He
(2s2p)1P o state. This is because its ionization energy is about
18 times larger than the energy of the femtosecond pulse.
At the same time, because the electric dipole matrix ele-
ment 〈(2s2p)1P o|r|(2p2)1

D〉 is large, this choice also favors
“strong” coupling even when the intensity is not very strong.
Therefore, phenomena of “strong coupling,” such as Rabi
oscillation, are possible even at relatively low intensities such
as the ones chosen here (5×1010−5×1011 W/cm2).

It is worth adding that such optimal choices can often be
recognized ahead of calculation of the fully correlated wave
functions, by considering the “Fermi-sea” zero-order wave
functions and the state-specific HF orbitals only, in accordance
with the concepts and methods that we have proposed and im-
plemented over the past few decades, e.g., [31] and references
therein. For example, suppose that one chose as the coupling
resonance, instead of the state He (2p2)1D (which is the lowest
DES of 1D symmetry [7]), the second 1D DES, whose dominant
configuration is the 2p3p, and its energy is 3.34 eV above that
of He (2s2p)1P o [7]. Then, the zero-order two-electron electric
dipole matrix element would be proportional to the product
of the radial integrals 〈2s|r|2p̄〉〈2p|3p̄〉. The very small one-
electron overlap 〈2p|3p̄〉 between the nearly orthogonal 2p

and 3p̄ orbitals reduces drastically the dipole transition ampli-
tude. Indeed, a state-specific calculation using the correlated
wave functions shows that the dipole matrix element for the
transition (2s2p)1P o → (2p2)1D is about seven times larger
than that for the (2s2p)1P o → (2p3p)1D transition. Thus, a
simple electronic structure calculation would suggest that the
intensity needed to achieve strong coupling is much higher in
the case of the (2p3p) 1D resonance (or of higher-lying ones)
than in the optimal case of (2p2)1D. However, since the pulse
coupling (2s2p)1P o to (2p3p) 1D causes direct ionization
of the latter, using high values of intensity would introduce
complicating effects of higher order, theoretically as well as
experimentally. Our test calculations, which we do not include
for reasons of economy, support this conclusion.

The tFWHM of the temporal shape of the intensity of the MIR
pulse, where tFWHM = 2

√
ln(2)σb, is chosen to be 80 fs. Since

the field cycle at λ ≈ 4200 nm is 14 fs, the field completes five
cycles. In Fig. 3, larger values of tFWHM, up to 140 fs, are used.
The intensity is chosen to be 5×1011W/cm2. In Figs. 4 and 5,
smaller intensity values are used, down to 5×1010W/cm2.

We define the reduced ionization probability densities
|AiE (t )/σaF1|2 derived from Eqs. (36) and (42), in order to
remove the common factors with the characteristics of the first
pulse, leaving the subtle dependence on the root-mean-square
width of the first Gaussian pulse, σa , which is indicated by
Eqs. (B4) and (B5) of Appendix B (see also Ref. [33]). These
quantities are given in Figs. 1–5, where they are calculated at
t = 750 fs, and in Figs. 6 and 7 for different points in time. The
external control parameters are the time delay between the two
pulses, the intensity, and the temporal width of the femtosecond
pulse. The point t = 750 fs is far beyond the time necessary for
the profile of the (2s2p)1P o resonance to be complete, which
is about 180 fs [3,33]. In addition, we give the time evolution
of the photoelectron spectrum for specific values of the above
control parameters.
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In Fig. 1, the |A1E (t )/σaF1|2 is shown for various time
delays tD = ta − tb between the two pulses, where we put
tb = 0. tD may range from large negative values (the short
XUV pulse peaks before the second pulse) to large positive
ones (the short XUV pulse peaks after the second pulse). For
reasons of comparison, the result where the second pulse is
absent is also shown. The results are identical in the limit of
large time delays, positive or negative, in which case the second
resonance state is hardly populated. The curves in the figure
reflect the presence of interference between the two energy
dependent terms of Eq. (36). At tD = 20 fs, the inversion of the
Fano shape, known from previous studies [12,17], is observed.
As tD increases, the resonance disappears leaving a smooth
background. For still larger values of tD , smaller population
transfer occurs. Consequently, the second term is progressively
diminished and the curve where the second pulse is absent is
gradually reached.

In Fig. 2, the |A2E (t )/σaF1|2, Eq. (42), is shown for various
time delays. Two Autler-Townes peaks are observed which, for
larger values of tD , progressively merge into one at tD = 40 fs.
However, if the calculation is repeated for this value of tD but
with larger values of tFWHM, the two peaks reappear, as seen in
Fig. 3.

This phenomenon is discussed below. In this context, we
point out that a similar phenomenon of spectral recursion,
having to do with the inversion of the Fano profile as a function
of the laser intensity, was found and discussed by Argenti et al.
[17] in their experimental-theoretical study of the attosecond
transient absorption spectrum of helium in the energy region
above 60 eV.

FIG. 1. Reduced ionization probability densities,
calculated at long times (t = 750 fs), for the helium
(2s2p)1P o resonance, during the process of scheme (B),

He1s2 160 - as Gaussian pulse−−−−−−−−−−−→
60.15 eV

(2s2p)1P o
fs Gaussian pulse−−−−−−−−→

0.295 eV
(2p2)1D, for different

values of time delay tD . The midinfrared (MIR) Gaussian pulse has
intensity I = 5×1011W/cm2 and tFWHM = 80 fs. (a) Solid line
curve: tD = 20 fs; (b) dashed line: tD = 35 fs; (c) dotted line:
tD = 48 fs; (d) dash-dot: tD = 60 fs; (e) thick grey line: the same
quantity calculated in the absence of the second pulse. It shows
the characteristic asymmetric profile of the prototypical helium
(2s2p)1P o resonance.

FIG. 2. Reduced ionization probability densities, calculated at
long times (t = 750 fs), for the (2p2)1D resonance, during the process
of scheme (B), for different values of time delay tD . The MIR Gaussian
pulse has intensity I = 5×1011W/cm2 and tFWHM = 80 fs. (a) Solid
line curve: tD = −20 fs; (b) dashed line: tD = 0 fs; (c) dotted line:
tD = 20 fs; (d) dash-dot: tD = 40 fs. Contrary to the (2s2p)1P o case,
no signs of interference-induced asymmetry are present. Instead, the
profile starts with an Autler-Townes doublet when there is enough
population due to the XUV attosecond pulse excitation (tD = −20 fs),
and ends being symmetric for tD = 40 fs.

A given width of the second pulse corresponds to a
maximum number of Rabi oscillations. This number can be
calculated from the expression Nosc = F2d12

1
2
√

2π ln(2)
tFWHM,

which connects tFWHM to the number of Rabi oscillations
between two bound states interacting resonantly via a Gaussian
pulse. The formula constitutes a good approximation in the
case of two resonances when Q is large. It allows one to
estimate the number of Rabi oscillations that the system

FIG. 3. Reduced ionization probability densities, calculated at
long times (t = 750 fs), for the second channel, for the process of
scheme (B), for different values of the tFWHM of the MIR pulse. tD =
40 fs and I = 5×1011W/cm2. (a) Solid line curve: tFWHM = 80 fs;
(b) dashed line: tFWHM = 100 fs; (c) dotted line: tFWHM = 120 fs;
(d) dash-dot: tFWHM = 140 fs. The qualitative effect of the gradual
increase of the tFWHM of the MIR pulse is the same as the one
of the intensity—see Fig. 5. In both cases, the curve ends as an
Autler-Townes doublet.
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FIG. 4. Reduced ionization probability densities, calculated at
long times (t = 750 fs), for the first channel, for the process of
scheme (B), for different values of peak intensity of the MIR pulse.
tD = 20 fs and tFWHM = 80 fs. (a) Solid line: I = 5×1010W/cm2; (b)
dashed line: I = 1×1011W/cm2; (c) dotted line: I = 2×1011W/cm2;
(d) dash-dot line: I = 3×1011W/cm2; (e) dash-dot-dot line: I =
5×1011W/cm2; (f) thick grey line: the same quantity calculated in the
absence of the second pulse. The curves show that the field-induced
so-called “inversion” of the Fano profile is fully developed already at
the rather low intensity of I = 5×1011W/cm2.

undergoes after the ultrafast XUV pulse has acted. Actually,
Nosc is reduced by the factor 1

2 [1 − erf (tD/σb )], which for large
negative time delays tends to unity while for large positive ones
tends to zero. Since this factor is, in general, smaller than unity,
it modifies the number of Rabi oscillations.

The above brief analysis helps to explain the behavior of
|A2E (t )/σaF1|2 for the larger values of tD , where the two peaks
merge into one. This behavior is due to the fact that the number
of Rabi oscillations becomes smaller than 1. In Fig. 3, where
the calculation is performed with the same tD but with larger

FIG. 5. Reduced ionization probability densities, calculated at
long times (t = 750 fs), for the second channel, for the pro-
cess of scheme (B), for different values of peak intensity of
the MIR pulse. tD = 0 fs and tFWHM = 80 fs. (a) Solid line: I =
1×1011W/cm2; (b) dashed line: I = 1.7×1011W/cm2; (c) dotted
line: I = 2.3×1011W/cm2; (d) dash-dot line: I = 3×1011W/cm2;
(e) dash-dot-dot line: I = 5×1011W/cm2.

FIG. 6. Evolution of the profile of the (2s2p)1P o resonance, for
the process of scheme (B), as a function of time t . The MIR pulse has
tFWHM = 80 fs and I = 5×1011W/cm2. tD = 20 fs. (a) Black solid
line: t = 50 fs; (b) black dashed line: t = 70 fs; (c) black dotted line:
t = 90 fs; (d) black dashed-dot line: t = 150 fs; (e) Gray lines: The
same quantity calculated in the absence of the second pulse. The
curves evolve towards the corresponding ones in Fig. 1, for t = 750 fs.

values of tFWHM, the two peaks appear again as the system is
allowed to perform at least one Rabi cycle.

In conclusion, in addition to the intensity, the width of
the second pulse is a crucial parameter for the control of the
photoelectron emission probability in the discrete-resonance-
resonance transitions, for a given value of time delay.

In contradistinction to Figs. 2 and 3, Fig. 1 shows no Autler-
Townes splitting. This is because the lifetime of (2p2) 1D is
only ≈10 fs, i.e., smaller than that of the (2s2p) 1P o resonance
(≈18 fs), resulting in a small transfer of population to the first
channel. Note that, as mentioned above, the observed structure
is the result of interference between the energy dependent terms
of Eq. (36).

Figures 4 and 5 show the findings for the effect of the peak
intensity of the MIR pulse on the photoelectron spectra of
the first and the second channel respectively, for fixed values
of the time delay. The chosen values are, tD = 20 fs for the
first channel, where the intensity is gradually reduced down to
5×1010W/cm2, and tD = 0 fs for the second channel, where
the intensity is gradually reduced down to 1011W/cm2. In
Fig. 4, the decrease of the intensity results in a photoelectron
spectrum which gradually approaches the spectrum that is
formed when the second pulse is absent. In Fig. 5, the effect
of the decrease of the intensity is the disappearance of the
Autler-Townes splitting, as the number of Rabi oscillations
becomes smaller than 1.

In Fig. 6, the quantity |A1E (t )/σaF1|2 is given as a function
of time t for a fixed value of time delay. This value is tD = 20 fs,
for which, as seen from Fig. 1, the inversion of the Fano shape
has taken place. For reasons of comparison, we include the
same quantity calculated in the absence of the second pulse.
This curve evolves towards the one in Fig. 1, where it is given
for t = 750 fs.

Finally, Fig. 7 depicts the time-dependent formation of the
(2p2) 1D resonance. The quantity |A2E (t )/σaF1|2 is given as
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FIG. 7. Time evolution of the profile of the (2p2)1D resonance,
for the process of scheme (B). The MIR pulse has tFWHM = 80 fs and
I = 5×1011W/cm2. tD = 20 fs. (a) Solid line: t = 30 fs; (b) dashed
line: t = 40 fs; (c) dotted line: t = 50 fs; (d) dashed-dot line: t =
60 fs; (e) dashed-dot-dot line: t = 80 fs. The curve evolves toward
the corresponding one in Fig. 2 for t = 750 fs.

a function of t for a fixed value of time delay, tD = 0 fs. The
profile starts as a broad line, whose width diminishes as time
increases until it is split in two Autler-Townes peaks. Note that
as time evolves, the peak does not acquire any asymmetry due
to interference, as is the case with the (2s2p) 1P o resonance.
This result is due to the fact that the value of Q is very large
(≈ − 1300). (See the results and discussion of Sec. II B.)

V. CONCLUSION

The theory of this paper first solved analytically the TD3L
problem described by scheme (A), for the case where the
second pulse has a rectangular temporal shape. Based on this
result, we solved this TD3L problem for any shape of the
two pulses, including a Gaussian one. Assuming excitation by
an attosecond pulse, the second pulse can have any central
frequency and any moderately strong-field strength that is
physically acceptable for each system of interest.

In principle, the METDSE describing the interaction
of an N-electron atomic state with two-color attosecond-
femtosecond pulses reaching resonance states in the continuum
and applied with positive, zero, or negative time delay tD
can be solved numerically for arbitrary electronic structures
via the state-specific expansion approach (SSEA), e.g., [24].
However, since this endeavor is computationally demanding,
it is desirable to be able to tackle certain interesting problems,
such as the TD2L [3,33] or the present TD3L (scheme A),
in terms of analytic models that provide accurate solutions
under physically appropriate conditions. The availability of
such analytic expressions reduces by orders of magnitude the
size of the computation, especially because the contribution
of the scattering continuum, which in the case of the SSEA is
computed by including in the expansion of �(t ) thousands
of numerically calculated state-specific energy-normalized
scattering wave functions, is now included in terms of properly
defined calculable analytic expressions.

Central to our approach is the expansion in eigenfunctions,
so that the field-free Hamiltonian is diagonal within each angu-

lar momentum subspace. This is in contrast to the expansion
in terms of the localized and scattering components used in
the literature for the solution of this three-level problem. In the
latter case, the coefficients of the scattering components are
initially decoupled through an additional assumption, as men-
tioned in the Introduction. In contradistinction, the eigenstate
expansion permits a neat way of dealing with the continuum
of scattering states without any approximation. Thus, one is
led to the simplicity of Eqs. (17) where the coefficients of
the eigenstates depend solely upon their values at the complex
energy poles. To solve the resulting intermediate equations (19)
we chose an approach leading to semianalytic results which can
be evaluated in a couple of seconds once the necessary wave
functions and matrix elements have been computed.

As summarized in Sec. III, the final analytic formulas
involve calculable N-electron matrix elements. Of course, the
accurate calculation of these matrix elements is a crucial
desideratum for reliable numerical predictions. In our work,
the corresponding wave functions for the discrete and for
the resonance wave functions are calculated according to the
state- and property-specific theory, e.g., [30,31]. In this first
application, we dealt with the calculation of the photoelectron
emission probabilities for the case

He1s2 160 - as Gaussian pulse−−−−−−−−−−−→
60.15 eV

(2s2p)1P o fs Gaussian pulse−−−−−−−−→
0.295 eV

(2p2)1D.

Emission probabilities in both channels were studied, for
various times, thereby determining the time-resolved forma-
tion not only of the first resonance, (2s2p) 1P o, but also of the
second one. As control parameters we used the intensity, the
temporal width of the femtosecond pulse, and the time delay
(Figs. 1–7).

APPENDIX A

We solve the system of equations,

Ċ1z1 (t ) = 1
2eiϕ1F1g1(t ) b1z1e

ia1t − 1
2e−iϕ2�e−iatC2z2 (t ),

(A1a)

Ċ2z2 (t ) = 1
2eiϕ2�eiatC1z1 (t ). (A1b)

This is an inhomogeneous system of linear differential equa-
tions for the coefficients of the localized components of the
two resonances. The exponential factors are removed from the
second term of (A1a) and from (A1b) by the transformation

C1z1 (t ) = B1z1 (t )e−iat/2, (A2a)

C2z2 (t ) = B2z2 (t )eiat/2. (A2b)

The new dependent variables satisfy the equations

Ḃ1z1 (t ) − i 1
2aB1z1 (t ) = 1

2eiϕ1F1e
−i(ε−a)t/2eia1t g1(t ) b1z1

− 1
2e−iϕ2�B2z2 (t ), (A3a)

Ḃ2z2 (t ) + i 1
2aB2z2 (t ) = 1

2eiϕ2�B1z1 (t ). (A3b)

By excluding the inhomogeneous term, (A3) becomes
a time-independent homogeneous system which is solved
as a complex eigenvalue problem with eigenvalues ε = ±λ

where λ is the complex Rabi frequency. Thus, the general
solution of the homogeneous system is a linear combination
of the two eigenvectors with coefficients determined from
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the boundary conditions at t = t0. The general solution of
the nonhomogeneous system is subsequently obtained by
adding the solution of the homogeneous system to a particular
solution of the inhomogeneous one according to a standard
procedure (see below). Finally, after the B1z1 (t ) and B2z2 (t )
coefficients are determined, they are multiplied by e−iat/2 and
eiat/2 respectively to give C1z1 (t ) and C2z2 (t ).

The homogeneous system resulting from that of Eqs. (A3)
is of the form ẋ = i

2Ax. Its solution is found by putting x(t ) =
x0e

iεt/2 and by solving the resulting eigenvalue problemAx0 =
εx0. In our case,

A =
(

a i�e−iϕ2

−i�eiϕ2 −a

)
. (A4)

We find the eigenvalues ε = ±λ and (un-normalized) eigen-
vectors x±

0 where

λ ≡
√

a2 + �2 (A5)

and

x+
0 = 1

2λ

(
λ + a

−i�eiϕ2

)
, x−

0 = 1

2λ

(
λ − a

i�eiϕ2

)
. (A6)

The general solution of the homogeneous system is x(t ) =
c+x+

0 eiλt/2 + c−x−
0 e−iλt/2.

The system of Eqs. (A3) is a nonhomogeneous system of the
form ẋ = Ax + f . Its general solution consists of the general
solution of the homogeneous system plus a particular solution
of the inhomogeneous one. The latter is found by the following
procedure: The matrix A is diagonalized by the similarity
transformation T −1AT = Ad where the matrix T contains in
its columns the eigenvectors x±

0 and the diagonal matrix Ad

contains the eigenvalues ±λ. Thus, the inhomogeneous system
can be written as ẋ = T AdT

−1x + f and putting y = T −1x

and h = T −1f we obtain the equivalent system ẏ = Ady + h.
Since Ad is a diagonal matrix, the equations of the equivalent
system are decoupled and can be solved by standard methods.
The solution has the form

y± = c±e±iλt/2 + e±iλt/2
∫ t

t0

dt ′e∓iλt ′/2h±(t ′). (A7)

When multiplied by T , the first term produces the general
solution of the homogeneous system, while the second term
produces a particular solution of the inhomogeneous one. In
what follows we shall focus on the latter.

Define the integral operators

K±φ ≡ e±iλt/2
∫ t

t0

dt ′e∓iλt ′/2φ(t ′), (A8)

operating on a test function φ and, through them, the diago-
nal matrix Kd with matrix elements calculated through K±.

The particular solution of the inhomogeneous system is now
written as y = Kdh, giving, after the back transformation,
x = T KdT

−1f . Note that the second component of f is zero
since Eq. (A1b) has no inhomogeneous term. This procedure
leads to Eqs. (27) of the main text.

APPENDIX B

The integrals G(2)(ζ, t ) of Eq. (32a) are evaluated through
integration by parts with the result

G(2)(ζ,w, t ) ≡
∫ t

t0

dt ′eiζ t ′ [c + G(1)(w, t ′)]

= 1

iζ
eiζ t [c + G(1)(w, t )] − 1

iζ
eiζ t0c

− 1

iζ

∫ t

t0

dt ′ei(w+ζ )t ′g1(t ′). (B1)

The integral in the third term of (B1) is equal to G(1)(w +
ζ, t ) therefore

G(2)(ζ,w, t ) = −i
1

ζ
eiζ t [c + G(1)(w, t )]

+ i
1

ζ
eiζ t0c + i

1

ζ
G(1)(w + ζ, t ). (B2)

The same result applies for G(2)(ξ,w, t ) of Eq. (40a).
In the case where the envelope function is a Gaussian, i.e.,

g1(t ) = e−(t−ta )2/2σ 2
a , the integrals G(1)(w, t ) of Eq. (29a) are

expressed in terms of the error function defined as
∫ t

0
dt ′e−c2t ′2 =

√
π

2c
erf (ct ). (B3)

From the basic integral (B3) one easily obtains

G(1)(w, t ) ≡
∫ t

t0

dt ′e−c2(t ′−ta )2+iwt ′

=
√

π

2c
eiw[ta−(1/2)tw]{erf[c(t − ta + tw )]

− erf[c(t0 − ta + tw )]}, (B4)

where

tw = −iw/2c2. (B5)

In the above formulas, c = 1
σa

√
2
. Consequently, Retw =

σ 2
a Imw and the real part of time tw, although expected to be

small from Eq. (27b), can have a significant value in the case
of a broad Gaussian.

APPENDIX C

In this appendix a Gaussian pulse e−(t−tb )2/2σ 2
, centered at

tb and having root-mean-square width σ , is approximated by
a sum of n rectangular pulses as

g2(t ) ≈
n∑

i=1

gi[St (t − ti−1) − St (t − ti )] (C1)
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in a series of successive approximations. We start with a single
rectangle

g2(t ) ≈ St (t − t0) − St (t − t1), (C2)

where t0 = tb − pσ , t1 = tb + pσ , i.e., a pulse of duration δ =
2pσ centered at tb and p is a positive number. We require the
presence, at each level of approximation, of a central rectangle
of height equal to 1 as in (C2) from whose center the time delay
will be calculated.

Each successive level of approximation consists of a number
of pulses nk = 2nk−1 + 1 of duration δk = 1

2δk−1 where nk−1

and δk−1 are the corresponding values at the previous level, the
first one being the single rectangle. Consequently, nk = 2k − 1
and δk = 1

2k−1 2pσ for k � 1. Thus, the rectangles of the kth

approximation have their widths subdivided compared to those
of the (k − 1)th while the new rectangles appear between the
positions of the old ones.

The interval of the central pulse in the kth approximation
is [tb − 1

2k−1 pσ, tb + 1
2k−1 pσ ] while the first rectangular pulse

starts at t0 = tb − nkδk/2. The centers of the nk intervals at
the kth level of approximation for k > 1 occur, besides tb, at
nk−1pairs of points about tb specifically at tb ± mδk , 1 < m �
nk−1. The heights of the Gaussian at these points provide the
values of the weights gi .

For large values of k we obtain t0 → tb − 2pσ . Thus the
Gaussian is approximated in the interval [tb−2pσ , tb+2pσ ]
at the end points of which it has fallen at e−2p2

of its height.
This procedure can be applied for any pulse shape which is
symmetric about tb.
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