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Precision spectroscopy of HD at 1.38 μm
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The technique of frequency-stabilized comb-calibrated cavity ring-down spectroscopy was used to observe
the weak R(1) transition of the deuturated molecular hydrogen (HD) first overtone band in the near infrared.
Like molecular hydrogen, HD is a benchmark system to test quantum electrodynamics, looking for new physics
beyond the standard model. The spectral line shape was measured with an extremely high fidelity at relatively
low gas pressures. The use of a very refined line-shape model allowed us to retrieve the unperturbed line-center
frequency of the R(1) line with a global uncertainty of about 100 kHz (δν/ν = 5×10−10). Our value may solve
the ambiguity that recently emerged for this line from a pair of sub-Doppler experiments. We also determined
other parameters of interest, such as the line strength, the transition dipole moment, and the pressure-broadening
coefficient.
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I. INTRODUCTION

Deuterated molecular hydrogen (HD) is the simplest het-
eronuclear (and neutral) diatomic molecule, which has gained
a growing interest in recent years for a variety of reasons. HD
has been the subject of many astrophysical studies. Detection
of HD lines from the interstellar medium in galaxies provides
useful constraints on physical conditions, due to the fact that
HD is fragile and easily photodissociated [1]. Moreover, the
spectroscopic observation of HD aimed to estimate its abun-
dance in the remote Universe is of the utmost importance in
modern cosmology, as it provides important constraints on the
baryonic matter density, thus testing the current assumptions
on primordial nucleosynthesis in the very early universe [2].
HD is also involved in many fundamental measurements. Its
electronic transitions have been used as a probe for detecting
the proton-electron mass ratio on a cosmological timescale
[3], while highly accurate laboratory measurements of line-
center frequencies can be interpreted to put constraints on the
strengths of putative fifth forces in nature, looking for new
physics beyond the standard model [4]. Similarly, the nuclear
magnetic resonance spectrum enables one to investigate the
short-range spin-dependent interactions between protons and
deuterons at the Å scale [5].

The HD infrared spectrum exhibits very weak electric
dipole transitions and even weaker electric quadrupole com-
ponents. The small electric dipole moment (≈20 μD) is due
to breaking of inversion symmetry in conjunction with the
breakdown of the Born-Oppenheimer approximation. The first
observation of the electric dipole spectrum of HD dates back
to 1950, when Herzberg used a long-path technique to detect
a few components of the second and third overtone bands [6].
Recently, extensive measurements have been performed by us-
ing cavity ring-down spectroscopy (CRDS) in the continuous-
wave (cw) regime [7]. From the theory side, we have recently
seen significant progress regarding the calculation capabilities
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in the framework of quantum electrodynamics. Consequently,
rovibrational energy levels of HD have been calculated with
high accuracy by including nonadiabatic, relativistic, and
quantum electrodynamic effects, as well as finite nuclear size
corrections [8]. Similarly, accurate calculations of transition
dipole moments are also possible [9].

In this work, we report on the determination of the line-
center frequency of the R(1) transition belonging to the first
overtone vibrational band of HD, by using frequency-stabilized
CRDS, assisted by a self-referenced fiber-laser-based fre-
quency comb. Very recently, this line has been the subject of
two sub-Doppler investigations: the former is based upon the
observation of saturated absorption by means of the technique
of noise-immune cavity-enhanced optical heterodyne molecu-
lar spectroscopy [10], and the latter exploits a comb-locked
CRDS technique to perform Lamb-dip spectroscopy [11].
The two measurements of the line-center frequency present
a disagreement of 0.895 MHz, larger than the uncertainty of
each determination. In both experiments, the probe radiation
intensity approached the level of 107 W/cm2. This work is
aimed to provide a third comb-calibrated measurement for the
R(1) line under a linear regime of laser-gas interaction so that
any perturbation arising from the light power could be avoided.
The use of the CRDS technique enabled us to obtain a relatively
high signal-to-noise ratio (SNR) at low pressures (smaller than
1500 Pa), a circumstance that leads to a good accuracy level
even in the Doppler-limited regime.

II. EXPERIMENTAL APPARATUS

A schematic diagram of the experimental apparatus is
shown in Fig. 1. The probe laser (PL) was an extended-cavity
diode laser (ECDL) with an emission wavelength in the range
between 1.38 and 1.41 μm. It was phase locked to a reference
laser (RL), as already described elsewhere [12]. The offset
frequency between the two lasers, fRF , was provided by a
radio-frequency synthesizer, which in turn was phase locked
to a Rb clock. The reference laser was an ECDL, tightly
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FIG. 1. Schematic diagram of the experimental setup. OI: opti-
cal isolator; BS: beam splitter; M: mirror; PBS: polarizing beam
splitter; λ/4: quarter wave plate; PZT: piezoelectric transducer;
AOM: acoustic-optic modulator; EOM: electro-optic modulator;
HRM: high-reflectivity mirrors; FPd: fast photodiode; APd: avalanche
photodiode; RF: radio-frequency synthesizer; PC: personal computer.

locked to a high-finesse cavity by means of the Pound-Drever-
Hall technique so as to narrow its emission linewidth down
to 7 kHz for an observation time of 1 ms [13]. In turn,
the optical cavity was locked to one of the teeth of a self-
referenced fiber-laser-based frequency comb (MenloSystems,
model FC1500-250-ULN) in order to provide an absolute
calibration of the frequency axis underneath the spectra. This
latter was produced through an accurate and fine tuning of fRF .
The in-loop relative stability of the RL frequency with respect
to the optical frequency comb synthesizer (OFCS) was found
to be 2×10−14 for an integration time of 1 s, as determined from
an Allan deviation analysis. It is worth noting that this value
does not include the frequency drifts of the Rb clock to which
the OFCS was referenced. The comb-calibrated dual-laser
approach was preferred to the one in which the probe laser
is directly referenced to the OFCS, due to the relatively large
width of each comb tooth (of about 100 kHz). The RL absolute
frequency is given by fRL = n×frep ± fceo ± fbeat, with fceo

being the carrier-envelope offset frequency (set to 20 MHz),
frep the comb repetition rate (equal to 250 MHz), fbeat the beat
note frequency between RL and the nearest tooth of the comb,
and n the comb-tooth order. The correct signs of fceo and fbeat

could be easily determined by slightly varying frep and fceo

and observing the consequent variation of fbeat. On the other
hand, the comb order was provided by a direct measurement
of the RL wavelength by means of a wavemeter (not shown in
Fig. 1), whose accuracy (≈30 MHz) was better than half the
comb-mode spacing.

The optical cavity, which was used for the aims of CRDS
measurements, consisted of two spherical mirrors mounted on
a Zerodur block with a cylindrical hole around its axis. The
position of one of the two mirrors could be finely adjusted
by means of a piezoelectric transducer. The cavity length
was equal to 43 cm. The Zerodur spacer was equipped with
three stainless-steel vacuum feedthroughs, which were used
to create high-vacuum conditions into the cavity by means

of a turbomolecular pump, to house an absolute pressure
gauge (MKS Baratron, model 690A12TRA, with a full scale
of 100 Torr and an accuracy of 0.05%), and to inlet the
gas sample. The cavity was also equipped with a calibrated
pt-100 thermometer with an accuracy of about 0.05% at room
temperature. The empty cavity finesse was measured to be
about 160 000, while the intracavity power was estimated to
be ≈100 mW. A portion of the PL beam passed through an
acousto-optic modulator (AOM) driven at a frequency fAOM

of 80 MHz. After spatial filtering by a 1-m-long polarization-
maintaining optical fiber, the first-order diffracted beam was
injected into the cavity. The AOM was used as an optical
shutter for initiating the passive decay of the intracavity
light. The ring-down events were monitored by means of an
InGaAs avalanche detector, showing a noise equivalent power
of 0.46 pW/

√
Hz and a detection bandwidth of 420 kHz.

The dc signal from the detector was digitized by a data
acquisition board with a rate of 107 samples/s and a vertical
resolution of 16 bit. For each ring-down event, 7000 points
were recorded. For the aims of high-resolution cw-CRDS,
a tracking servo-loop circuit was implemented so that the
cavity could follow the probe laser while scanning the laser
frequency around the absorption line of interest. The scheme
of Ref. [14] was adopted, consisting of a ramp generator, a
threshold detector, and a microcontroller unit. High-quality
absorption spectra could be recorded in this way, characterized
by an absolute frequency axis and an arbitrarily large number of
points. For each point, the PL frequency could be determined
through the following equation: fPL = fAOM ± fRF + fRL =
fAOM ± fRF + n×frep ± fceo ± fbeat. Here, the ambiguity on
the sign of fRF could be removed by comparing the PL
wavelength with the RL one. Spectroscopic measurements
were performed at room temperature by using a HD gas bottle
with a 2H-enrichment factor of 97% and a chemical purity
of 98%. The explored pressure range goes roughly from 100
to 1500 Pa, corresponding to peak absorption coefficients
between 10−7 and 2×10−6 cm−1. The spectral line shape is
essentially broadened by the Doppler effect, with the Doppler
width being ≈1.5 GHz. A single run of measurements consists
of 13 spectral acquisitions, one for each pressure value. In turn,
individual spectra consist of 540 data points with a frequency
step of 10 MHz. For each point, the decay time is given
by the mean value over five consecutive ring-down events
that leads to an acquisition time of about 0.3 s. Therefore,
a single spectrum is acquired in about 3 minutes. In order
to limit as much as possible gas contamination due to the
interaction of the HD sample with the cell walls and to
maintain high-purity conditions, the cell is evacuated by the
turbomolecular pump after each spectral acquisition and filled
again at the desired pressure. For that reason, a complete set
of measurements typically requires the time span of a few
hours. The spectroscopic measurements were repeated over
10 different days.

III. RESULTS AND DISCUSSION

Figure 2 reports an example of a complete set of measure-
ments, along with fit residuals for the spectra at the lowest
[Fig. 2(c)] and highest [Fig. 2(d)] pressure values. The SNR
varied between 200 and 1000. These numbers are consistent
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FIG. 2. (a) HD absorption spectra recorded at 13 different pres-
sures, from 150 to 1400 Pa. (b) Residuals of the HD spectrum at the
lowest gas pressure obtained without adding the HDO interfering line
in the fitting procedure. (c), (d) Residuals at the lowest and highest
pressures, respectively, including the HDO line.

with a detection sensitivity of ≈5×10−10 cm−1/
√

Hz. The
choice of the line-shape model required particular care. As
demonstrated elsewhere, collision-induced line-shape effects
can limit the accuracy in Doppler-limited spectroscopy [15].
Furthermore, when the gas pressure approaches the atmo-
spheric value, the extrapolation of the line position to zero
pressure leads to a systematic shift that is due to the nonlinear
behavior of the line-center frequency at high pressures [15].
For this reason, we decided to keep the HD pressure as small
as possible, taking advantage of the high-detection sensitivity.
We adopted the partially correlated quadratic speed-dependent

hard-collision model, namely, the so-called Hartmann-Tran
profile (HTP) [16]. This profile is sophisticated enough to
capture the various collisional perturbations to the isolated
line shape, accounting for the speed dependence of col-
lisional broadening and shifting, Dicke narrowing effects,
and the partial correlation between dephasing collisions and
velocity-changing collisions. Moreover, the HTP implemen-
tation provided by Ngo et al. [17], in terms of the complex
probability function, requires a small computation effort and,
therefore, can be efficiently integrated into a fitting routine.

Relevant quantities of the HTP profile include the following:
the most probable speed of the absorbing molecules of mass

m that is given by v =
√

2kBT
m

, with kB being the Boltzmann
constant, and T the thermodynamic temperature; the velocity-
changing collision frequency, β; and the complex dephasing
collision frequency, given by � + i�, where � and � are
the collisional broadening and shifting parameter, respectively.
This latter quantity is modeled by using the quadratic approx-
imation, as expressed by the following equation [18]:

�(v) + i�(v) = (�0 + i�0) + (�2 + i�2)

[(
v

v

)2

+ 3

2

]
,

where �0 and �0 are the mean value of collisional broadening
and shifting parameters (averaged over molecular speeds),
while �2 and �2 are the coefficients accounting for the
quadratic dependence. In turn, �2 and �2 can be written as
�2 = aw�0 and �2 = as�0, where aw and as can be related
to the intermolecular potential by means of the confluent
hypergeometric function [18]. Finally, the temporal correlation
between velocity changing collisions and dipole dephasing col-
lisions is taken into account through the correlation parameter
η. In this framework, the normalized HTP implementation, as
a function of the angular frequency ω of the incident radiation
can be written as

FHTP(ω) = 1

π
Re

{
A(ω)

1 − [β − η(C0 − 2C2/2)]A(ω) + (ηC2/v
2)B(ω)

}
,

where C0 = �0 + i�0 and C2 = �2 + i�2. The terms A(ω) and B(ω) are given by

A(ω) =
∫

fMB (v)

i(ω − ω0 − k · v) + (1 − η)
{
C0 + C2

[(
v
v

)2 − 3
2

]} + β
dv,

B(ω) =
∫

v2fMB (v)

i(ω − ω0 − k · v) + (1 − η)
{
C0 + C2

[(
v
v

)2 − 3
2

]} + β
dv,

where fMB (v) is the Maxwell-Boltzmann distribution.

Finally, the absorption coefficient is given by α(ω) = (P0 +
P1ω)αtotFHTP(ω), where P0 and P1 are a pair of parameters
taking into account background variations of an instrumental
nature, while αtot is the integrated absorption coefficient. This
is the complete function to which the experimental profiles
were compared. Specifically, the CRDS spectra were analyzed
by means of a nonlinear least-squares multispectrum fitting
procedure. Without entering into the details, we underline
that this procedure allows one to easily implement physical
constraints among the HTP parameters, thus leading to a more

accurate evaluation of them [19]. It also reduces the statistical
correlation among the free parameters. In fact, �0 and �0

have a linear dependence on the pressure and, hence, on αtot.
On the other hand, aw and as can be considered constant in
the entire pressure range; consequently, these two parameters
are shared among the various spectra of a single dataset.
Other shared parameters are the zero-pressure line-center
frequency, the velocity-changing collision frequency per unit
pressure, the η parameter, and the pressure-broadening and
-shifting coefficients. Instead, free parameters characteristic
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FIG. 3. Frequency deviations from the mean value as a result of
repeated determinations of the R(1) frequency. The region marked by
the green dash-dotted lines indicates the 1-σ standard deviation of the
10 different values.

of individual spectra are P0, P1, and αtot. The Doppler width
was set to the value corresponding to the cell’s temperature.

The HD spectra are perturbed by a HDO transition (the
22,0 → 22,1 line of the 2ν3 band) whose center frequency is
about 410 MHz away (at lower frequencies) from the R(1) line.
The spectral analysis had to take this line into account, despite
the high purity of the HD sample. In fact, water desorption
from the cell walls adds some water vapor to the gas sample,
thus making visible the influence of the HDO line, as clearly
shown in Fig. 2(b). Here, the fit residuals of the spectrum at the
lowest pressure, as obtained without adding the water line in
the fitting procedure, are plotted. These residuals demonstrate
the occurrence of the perturbation from the overlapping HDO
line. The fitting procedure was applied to 10 datasets, each
of them consisting of 13 spectra. In each run, the fitting
code managed 7020 points and 46 free parameters of the HD
profiles. The perturbation of the HDO line was considered by
adding a Voigt convolution, which increases the number of
free parameters from 46 to 61. The zero-pressure frequency
of the HDO line was fixed at the value of the high-resolution
transmission molecular absorption (HITRAN) database [20].

The good reproducibility of the 10 datasets (that justifies the
use of the weighted mean) is demonstrated in Fig. 3, where the
deviations of the line-center frequency from the mean value
are plotted. The weighted mean of the various determinations
gives 217 105 181.581 ± 0.094 MHz. The relative statistical

TABLE II. Uncertainty budget (in terms of absolute contributions,
corresponding to 1-σ ) for the R(1) center frequency.

Type-A components Type-B components
Contribution (kHz) (kHz)

Reproducibility 94
Line-shape model 54
Frequency calibration 5
HDO center frequency <10
Detector nonlinearity Negligible
Temperature uncertainty 7

and drifts
Hyperfine structure Negligible

effects
ac-Stark shift <1

Overall uncertainty = 109 kHz

uncertainty amounts to 4×10−10, which is a remarkable result
for a broad line observed in a Doppler-limited experiment.

In Table I, we report the other parameters of interest that are
determined in the present study. Also in this case, the weighted
means over the results of 10 datasets were performed. The
determination of the line strength at the operation temperature
(T ≈ 298 K), S(T ), is based on the fact that the integrated
absorption coefficient can be expressed as αtot = S(T )×N ,
where N is the molecular number density that is given by
0.97×0.98× p

kBT
, with p being the gas pressure. For a compar-

ison with the HITRAN database [20], the line-strength value
was properly rescaled at the reference temperature of 296 K.
The measured line strength shows a relative deviation from that
of Ref. [7] of about −3%, while it presents a better agreement
with the HITRAN value. The electric dipole transition moment
μ was retrieved from the line strength using the expression of
Ref. [21], while the partition function was calculated from the
data of Ref. [8]. Our value of 2.105(3)×10−5 D well compares
with the theoretical one (2.122×10−5 D) [9], with the relative
deviation being −1.1%.

It is worth noting that our values for the pressure-broadening
and -shifting coefficients do not agree with those of Ref. [10],
which, on the other hand, appear unrealistically large. This
discrepancy might be due to the fact that the sub-Doppler
experiment monitors collisional effects on a particular class
of molecules, namely, those traveling in the plane orthogonal
to the light beam. However, our pressure-broadening value is
close to the one of the HITRAN database [20]. Table II gives
the complete uncertainty budget for the absolute measurement
of the line-center frequency. Apart from the uncertainty of
statistical nature (type A), the main source of error is associated

TABLE I. Spectroscopic parameters of the R(1) line as measured in the present work and their comparison with
previous determinations.

This work Values from Ref. [7] HITRAN values [20]

Pressure-broadening coefficient (kHz/Pa) 9.76 ± 0.17 14.8
Pressure-shifting coefficient (kHz/Pa) −0.44 ± 0.07
Line strength (10−25 cm/molecule) 3.475 ± 0.004 3.577a 3.526

aat T = 294 K.
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FIG. 4. Comparison among different experimental and theoretical
values of the R(1) center frequency. The inset is a zoom on our value
and on the recent sub-Doppler determinations.

to the line-shape model. In order to quote this contribution,
the spectral analysis was repeated by adopting simplified
line-shape models. First, since the η parameter was found
to be consistent with zero, we repeated the fits by setting
η = 0. Then, we tested the symmetric version of the quadratic
speed-dependent hard-collision model (forcing �2 to be equal
to 0), with and without a partial correlation (namely, leaving
η as a free parameter and setting η = 0). Finally, for those
models accounting for the partial correlation between velocity-
changing and dephasing collisions, the spectral analysis was
also done by setting η equal to the quite usual value of 0.2.
As expected, the lowest reduced chi-square (χ2) was found for
the most sophisticated profile, namely, the HTP model with
all the parameters considered as variable quantities (except for
the Doppler width). In a very prudent way, the uncertainty
associated to the line-shape model (amounting to 54 kHz) was

calculated as the root-mean-square value of the deviations of
the line-center frequencies from the HTP value. The effect of
the temperature uncertainty (�T ≈ 0.15 K) was of the order
of 7 kHz. This quantity was calculated as the variation in the
retrieved line-center frequency when setting the temperature
at T ± �T . In a similar way, we quoted the influence of the
uncertainty (±3 MHz) on the zero-pressure center frequency
of the HDO line. As far as the frequency scale is concerned,
the quoted uncertainty is mostly due to the stability of the
Rb clock. Other sources of systematical deviations, including
the hyperfine structure, the detector nonlinearity, and the
ac-Stark shift, were found to be negligible. The combined
uncertainty result is 109 kHz. Such an absolute accuracy
represents an improvement by a factor of 275 with respect to
the previous CRDS determination under the Doppler-limited
regime [7].

In Fig. 4, our value is compared with the recent determi-
nations of Refs. [10,11] and with the theoretical values of
Refs. [8,11]. The inset focuses attention on the experimental
values; here, the error bars correspond to three times the mea-
surement uncertainty. As for the comparison with calculations
including QED, our value is roughly 7 MHz larger than the the-
oretical value of Ref. [11], namely, 217 105 174.8 ± 1.8 MHz.
Instead, it is close to the value 217 105 180 ± 6 MHz that can
be determined from Ref. [8].

IV. CONCLUSIONS

In conclusion, we have determined the absolute center
frequency of the R(1) line of the HD (2,0) overtone band.
Retrieved after a refined spectral analysis of high-quality
absorption spectra, our value agrees with the recent sub-
Doppler determination of Ref. [10] within 3σ , while it deviates
about −1.2 MHz from the one of Tao et al. [11]. Finally, a
highly precise value for the transition electric dipole moment
was derived from the measured line strength, showing good
agreement with the calculations of Pachucki and Komasa [9].
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