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Solving the fundamental and optical gap problems, which yield information about charged and neutral
excitations in electronic systems, is one of the biggest challenges in density-functional theory. Despite their
intrinsic differences, we show that the two problems can be made formally identical by introducing a universal
and canonical ensemble weight-dependent exchange-correlation (xc) density functional. The weight dependence
of the xc energy turns out to be the key ingredient for describing the infamous derivative discontinuity and

represents an alternative path for its approximation.
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I. INTRODUCTION

Kohn-Sham (KS) density-functional theory (DFT) [1,2]
has become over the last two decades the method of choice
for electronic structure calculations in molecules and solids.
This great success relies on the mapping of the physical
interacting problem onto a noninteracting one, thus leading
to a dramatic reduction of the computational cost in contrast to
more involved many-body approaches. In DFT, the exchange
and correlation contributions to the two-electron repulsion
energy are universal functionals of the electron density. Among
the numerous properties of interest are the fundamental and
optical gaps which describe charged and neutral electronic
excitations, respectively. The accurate description of these
quantities is crucial in the design of new nanodevices such
as molecular junctions, for example.

A nice feature of DFT is that these gaps and, more
generally, any excitation energy can be related to the KS
orbital energies. Nevertheless, making this relation as explicit
as possible remains a true challenge. Indeed, in the standard
formulation of DFT, it is crucial to describe correctly not only
the KS orbital energies but also the discontinuous behavior
of the exchange-correlation (xc) potential (i.e., the derivative
of the xc energy with respect to the density) induced by
the excitation process, whether it is neutral [3,4] or not
[5-18]. Unfortunately, standard xc functionals do not exhibit
such a derivative discontinuity (DD) which explains why,
in practice, both chemistry and physics communities have
turned to generally more expensive “post-DFT” methods like
time-dependent (TD) DFT [19] for the computation of neutral
excitations and, for the charged ones, to DFT+U [20-25],
hybrid functionals [26-29], or the even more involved Green-
function-based methods like GW [30-35].

The Gross-Oliveira-Kohn (GOK) DFT for canonical en-
sembles [36-38] has gained increasing interest in recent
years as it provides a rigorous way to extract neutral exci-
tation energies in a completely time-independent framework
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[4,39—43]. In this context, the DD is automatically described
through the ensemble weight dependence of the xc func-
tional [3,4,37], which is extremely appealing. The method
is in principle much cheaper computationally than standard
approximate TD-DFT and, in contrast to the latter, it allows
for the description of multiple electron excitations [39,40].

Turning to charged excitations, we know from the seminal
work of Perdew and Levy [5] that it is in principle sufficient
to extend the domain of definition of the conventional xc
functional to fractional electron numbers in order to account
for the DD. In practice, the task is far from trivial and, despite
significant progress [44-59], no clear strategy has emerged
over the past decades. Quite recently, Kraisler and Kronik
made the formal connection between non-neutral excitations
and GOK-DFT more explicit by introducing a grand canonical
ensemble weight, thus paving the way to the construction of
more reliable xc functionals for ionization and affinity pro-
cesses [60,61]. Unfortunately, as the total (fractional) number
of electrons varies with the weight, the analogy with GOK-DFT
can only be partial.

The purpose of this work is to prove that, with an appropriate
choice of grand canonical ensemble, information about non-
neutral excitations can be extracted, in principle exactly, from
a canonical (time-independent) formalism. As a remarkable
result, the optical and fundamental gap problems become
formally identical, even though the physics they describe is
completely different. Although it had not been realized yet,
advances in GOK-DFT should therefore be beneficial to the
description of fundamental gaps too. The paper is organized as
follows. An in-principle-exact single-weight ensemble DFT
is derived for the fundamental gap in Sec. Il A, in anal-
ogy with GOK-DFT. A two-weight generalization is then
introduced in Sec. IIB, in order to extract both ionization
potential and electron affinity separately. The theory, which
is referred to as N-centered ensemble DFT, is then applied
in Sec. III to the simple but nontrivial asymmetric Hubbard
dimer, as a proof of concept. Conclusions and perspectives
regarding, in particular, the construction of ab initio weight-
dependent density-functional approximations are given in
Sec. IV.

©2018 American Physical Society


http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.98.022513&domain=pdf&date_stamp=2018-08-20
https://doi.org/10.1103/PhysRevA.98.022513

BRUNO SENJEAN AND EMMANUEL FROMAGER

PHYSICAL REVIEW A 98, 022513 (2018)

II. THEORY

A. Single-weight N-centered ensemble DFT

In the conventional DFT formulation of the fundamental gap
problem, a grand canonical ensemble consisting of (N — 1)-
and N-electron ground states is considered, thus leading to a
total number of electrons that can be fractional. By analogy
with the time-ordered one-particle Green’s function, which
contains information about the (N — 1)-, N-, and (N + 1)-
electron systems, we propose instead to consider what we refer
to as an N-centered grand canonical ensemble. The latter will
be characterized by a central number N of electrons and an
ensemble weight £, in the range 0 < & < 1/2, that is assigned
to both (N — 1)-and (N + 1)-electron states. In the following,
the ensemble will be denoted as { N, &}. Itis formally described
by the following ensemble density matrix operator:

PIVE = PN 4 Ve 4 (1 —26)fV, (1)

which is a convex combination of A/-electron density matrix
operators [V with N € {N_, N, N.}. Note that, for sake of
compactness, we used the shorthand notations N_ = N — 1
and Ny = N + 1 (not to be confused with left- and right-hand
limits). If pure states are used (which is not compulsory) then

N = |\IJN )(lI/N |, where WV s an N -electron many-body
wave function. Although the N-centered ensemble describes
the addition (and removal) of an electron to (from) an N-
electron system, the corresponding N-centered ensemble den-
sity,

npwe () = Engn (r) +Engn, (r) + (1 — 28)ngn (r), (2)

integrates to the central integral number of electrons, N.
Thus we generate a canonical density from a grand canonical
ensemble. This is the fundamental difference between conven-
tional DFT for open systems and the N-centered ensemble
DFT derived in the following. Note that, in a more chemical
language, the deviation of the N-centered ensemble density
from the N-electron one nyw~ (r) is nothing but the difference
between right and left Fukui functions [62] scaled by the
ensemble weight &.

For a given external potential vy (), we can construct, in
analogy with Eq. (1), the following N-centered ground-state
ensemble energy:

EMNY —¢E) +£E) + (1 —26)E), 3)

where E{)\/ is the N-electron ground-state energy of H =
T+ Wee + f dr vex (r)i(r), and 7i(r) is the density operator.
The operators T and W, describe the electronic kinetic and
repulsion energies, respectively. Note that the N-centered
ground-state ensemble energy is linear in £ and its slope is
nothing but the fundamental gap. From the following extension
of the Rayleigh-Ritz variational principle,

EN® = min Te[PMVE A =
[N}

e[V A, )

where Tr denotes the trace, we conclude that the Hohenberg-
Kohn theorem [1] applies to N-centered ground-state ensem-
bles for any fixed value of £. Let us stress that, unlike in DFT
for fractional electron numbers, the one-to-one correspondence
between the N-centered ensemble density and the external
potential holds up to a constant, simply because the former

density integrates to a fixed central number N of electrons.
We can therefore extend DFT to N-centered ground-state
ensembles and obtain the energy variationally as follows:

n—N

EN® = min {F{Nf}[n]+ f dr vext(r)n(r)}, (5)

where the minimization is restricted to densities that integrate
to N. As readily seen from Eq. (3), conventional (N -electron)
ground-state DFT is recovered when & = 0. The analog of the
Levy-Lieb functional for N-centered ground-state ensembles
reads

FW8m1 = min Te[['WHT + Weo)l, (6)

[NE g

where the minimization is restricted to N-centered ensembles
with density n. Let us consider the KS decomposition,

FWE ) = TV ) + ELGD ), (7
where
TN ] = min Tr[WN4T] (8)
[NE g

is the noninteracting kinetic energy contribution and

ERS /fdd’”()(|)+E o ©

is the £-dependent analog of the Hartree-xc (Hxc) functional
for N-centered ground-state ensembles. Note that, even though
the electronic excitations described in N-centered ensemble
DFT and GOK-DFT [37] are completely different, the two
theories are formally identical. Interestingly, as proved in
Appendix A, the noninteracting kinetic energy functionals used
in both theories are actually equal. This is simply due to the fact
that, in a noninteracting system, the fundamental and optical
gaps boil down to the same quantity. This is of course not the
case for interacting electrons, which means that each theory
requires the construction of a specific weight-dependent xc
functional.

For that purpose, we propose to extend to N-centered
ground-state ensembles the generalized adiabatic connection
formalism for ensembles (GACE), which was originally in-
troduced in the context of GOK-DFT [42,63]. In contrast to
standard DFT for grand canonical ensembles [60], the ensem-
ble weight £ can in principle vary in N-centered ensemble
DFT while holding the density constant. Consequently, we
can derive the following GACE formula:

&
EWNE[n] = Ex[n] +/ da AN [n], (10)
0

where, unlike in conventional adiabatic connections [64],
we integrate over the ensemble weight rather than the
two-electron interaction strength. The GACE integrand
AN p] = JEWN-9[n]/da quantifies the deviation of the N-
centered ground-state ensemble xc functional from the con-
ventional (weight-independent) ground-state one, Ey.[n] =
EN-$=%[n]. As shown in Appendix B, the GACE integrand
is simply equal to the difference in fundamental gap between
the interacting and noninteracting systems with N-centered
ground-state ensemble density n (and weight «):

AN n) = ENn) — (6N [n] — el “[n]). (11
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Let us now return to the variational ensemble energy
expression in Eq. (5). Combining the latter with Egs. (7) and
(8) leads to

Eg"* = min {TePVT + Vol + B gl (12)
where Vexy = [ dr vex(r)i(r). Note that the minimizing den-
sity matrix operator f‘l{g‘é} in Eq. (12) is the noninteracting
N-centered ground-state ensemble one whose density equals
the physical interacting one, nféN.n(r). It can be constructed
from a single set of orbitals which fulfill the following self-
consistent KS equations [the latter are simply obtained from
the stationarity condition associated to Eq. (12)]:

2
[—%—i—va (r)}o,“}(r)—e“ o), (13)

where vl ()=vex (r)+vip5! [ v 1(r) and iV n](r) =

8 EHIZCE [1]/8n(r). In the particular case of pure noninteracting
N -electron states,

N_
Yl o)+ a - ol ol

i=1

g (r)=

+&lpM ), (14)

where L (i = N;) and H (i = N) refer to the lowest un-
occupied molecular orbital (LUMO) and highest occupied
molecular orbital (HOMO) of the N-electron KS system,
respectively. By inserting the latter density into Eq. (11) and
taking o = &, we finally deduce from Eq. (13) the analog of
the GOK-DFT optical gap expression for the fundamental gap,

{N£}+_a£§§an]

EN — oIV _
s .
9 N=RAN &)
0

g’ (15)

This is the central result of this work. Note that, when & = 0,
the famous formula of Perdew and Levy [5] is recovered with a
much more explicit density-functional expression for the DD.

B. Two-weight generalization of the theory

1. Extending the Levy-Zahariev shift-in-potential
procedure to ensembles

In order to establish a connection between N-centered
ensemble DFT and the standard formulation of the fundamen-
tal gap problem in DFT (which relies on fractional electron
numbers), we propose in the following to extend the theory to
N-centered ensembles where the removal and the addition of
an electron can be controlled independently. For that purpose,
we introduce the generalized two-weight N-centered ensemble
density matrix operator,

“}:Zsﬂw[ st }FN (16)
v=+%

where & = (§_,&,) and the convexity conditions & > 0,
& 2>20,and E_N_ + &, N, < N are fulfilled. Note that, by
construction, the N-centered ensemble density associated to
[N till integrates to N, and the single-weight formulation

of N-centered ensemble DFT discussed previously is simply
recovered when £_ = &, = &£. The ensemble energy now reads

N“=ZSVE(§VV+[ st }EN a7
v==+

Interestingly, if we extend the Levy-Zahariev shift-in-potential
procedure [65] to N-centered ground-state ensembles as fol-
lows [note that the superscripts & in Eq. (13) should now be
replaced by & in the generalized two-weight theory],

SI{N'E — E{N A= {N'E} + C{N’S}[nf(()N,a], (18)
where the density-functional shift reads

(N.€) {N.§}
iy = Eine 'l = /f :JZ::?:) [n)(0)n(r)

the N-centered ground-state ensemble energy can be written as
a simple weighted sum of shifted KS orbital energies. Indeed,
according to Eq. (12) [where £ isreplaced by &], the N -centered
ground-state ensemble energy can be written as follows:

ST+ Vex0)] + ENE [nfm ]

N+ Ein [npys]

. (19)

o v

— T[N (7 4 e

— /dr ngf}[nla[()N.e)](r) nppa (), (20)
where

AMCLS /dr vl ) Acr) 1)
and e (r) = Tr[ {5 ¥4 (r)]. Since the two densities e

and npve are equal and integrate to N, we obtain from
Egs. (13) and (19)

35 oY [ 3 1ol
v=£t =l
+NC™ npn]. (22)

Finally, by rewriting the last term on the right-hand side of
Eq. (22) as

NCWVE F«Ns»

Zg ZCNE npa ]
+(1 Z )ZCNE pive ]

v=x=%
(23)

and by using the definition of the shifted KS orbital energies
in Eq. (18), we obtain the desired expression:

-8 ]v
Eg"E = [1 + *} doa e
i=1

In the noninteracting limit, it is readily seen from Eq. (24)
that, unless £ = &, = £, the N-centered ensemble does not

N, ={N,
I{_I§}+$+£{L &

(24)
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describe a single-electron excitation from the HOMO to the
LUMO. In other words, the generalized two-parameter N-
centered ensemble noninteracting kinetic energy is no longer
equal to its GOK-DFT analog. Interestingly, in the (very)
particular case N = 2, the latter is actually recovered if the
weight assigned to the first excited state is set to &, (see
Appendix A).

2. Exact extraction of individual energies

We now show that, by using the shift-in-potential procedure
introduced previously and exploiting the linearity in & of the
ensemble energy, it becomes possible to extract individual
N-electron ground-state energies. Starting from Eq. (17) and
noticing that E{)V = E({)N’EZO}, we can express the exact N-

electron energy in terms of E([)N 8 and its derivatives as follows:

aE{N’E}

&) 0

— " . 25
E 3 %E, (25)

v=%

EY = E

Moreover, as readily seen from Eq. (17), the N,- and N_-
electron energies can be extracted separately from the ensem-
ble energy as follows:

&}
N ox aES!

. 26
N By + =56 DEy (26)

Note that, for convenience, Egs. (25) and (26) will be com-
pacted into a single equation,

EN N N§ +Z|:(N N)(N N—v) N%-v]
N

Ni _
EO

2 N

IEN?
98,

where N € {N_, N, N_}.
Applying the Hellmann-Feynman theorem to the variational
ensemble energy expression in Eq. (12) (with the substitution

& — &) gives
DEL
08+

, 27)

Pt (7 + Vs )]
N IEL P [n]

&+ '

N=NL(N.5)
0

= '1"1‘[[35:E
(28)

where

N N.

and the KS potential operator is defined in Eq. (21). Note
that the N -electron Slater determinants @j\]y 8 in Eq. (29)

are constructed from the KS orbitals goi{N"E}(r) in Eq. (13).
Consequently, Eq. (28) can be simplified as follows:

Z &) V)
N+ 1+l i

. IEL P [n)
D+

aE{N 3
=+—
o0&

(30)

M= (N £}
To

Since the shift introduced in Eq. (18) does not affect KS orbital
energy differences,

{N.&} {N.§} _ «{N.&} _ <(N.&}
g8 _ N8 Nl _ pNe) 31

we finally deduce from Egs. (24), (27), and (30) the following
exact expressions:

N-NWN-N_,) N§
E{)\/—ZsN’EJrZ[( W ) Ns}
v=d=%

IELY ' [n]
98,

(32)

N=N.(N.E)
o

Equation (32) is the second key result of this work. As a direct
consequence, the ionization potential (IP), denoted 7", and
the electron affinity (EA), denoted AY = I™+, can now be
extracted, in principle exactly, as follows:

IN+%:|:% ENi) _ _~{N5

N+ 1+1

> IEN ' [n]
98,

= +(EN —

+Z<E“ V-

(33)

M= (N £}
To

As readily seen from Eq. (32), individual state properties
can be extracted exactly from the ensemble density. There
is in principle no need to use individual state densities for
that purpose. Nevertheless, in practice, it might be convenient
to construct N-centered ground-state ensemble xc density-
functional approximations using individual densities, in the
spirit of the ensemble-based approach of Kraisler and Kro-
nik [60]. Since the individual densities are implicit functionals
of the ensemble density, an optimized effective potential would
be needed. A similar strategy would apply if we want to remove
ghost-interaction-type errors [66] by using an N-centered
ensemble exact exchange (EEXX) energy.

Finally, if we consider the conventional N-electron ground-
state KS-DFT limit of Eq. (32), i.e., § =0, we recover
the Levy-Zahariev expression EY = Y &"4=% [65] for
the N-electron energy and, in addition, we obtain the fol-
lowing compact expressions for the anionic and cationic
energies:

Ny {N.£}
1 0FExc [l’lll,N]
Ef* =Y gy — —— =2 , (39
P Ny 08+ t0

where ny,v denotes the exact N-electron ground-state density.

As is well known and now readily seen from Eq. (34), it is
impossible to describe all A -electron ground-state energies
with the same potential. When an electron is added (+) or
removed (—) to or from an N-electron system, an additional
shift [second term on the right-hand side of Eq. (34)] is applied
to the already shifted KS orbital energies. Interestingly, we
also recover from Eq. (33) a more explicit form of the Levy-
Zahariev IP expression [65],
N,
IN = _gNE=0 dExc g}[”%”]

H - 4. ’
d&_ f—o

(35)
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where the second term on the right-hand side can be interpreted
as the shifted Hxc potential at position r — oo [65].

III. APPLICATION TO THE ASYMMETRIC
HUBBARD DIMER

As aproof of concept, we apply in the following N -centered
ensemble DFT to the asymmetric Hubbard dimer [42,67,68].
Despite its simplicity, the model is nontrivial and has become
in recent years a laboratory for analyzing and understanding
failures of DFT or TD-DFT but also for exploring interesting
ideas [43,69-71]. By using such a model we also illustrate
the fact that the theory applies not only to exact ab initio
Hamiltonians but also to lattice ones, which might be of interest
for modeling extended systems. In the Hubbard dimer, the
Hamiltonian is simplified as follows (we write operators in
second quantization):

T o =t Y (@yt10 +2),600).
o=1] i=

Vext = Avext () — 10)/2,  fig = €} &is, (36)

where 71; = ZU:T ’ i;s is the density operator on site i (i =
0, 1). Note that the external potential reduces to a single number
Avey Which controls the asymmetry of the model. The density
also reduces to a single number n = ny which is the occupation
of site O given that n; = N — n. In the following, the central
number of electrons will be set to N = 2 so that the convexity
condition reads &; < (2 —&_)/3. As shown in Appendix C,
the N-centered noninteracting kinetic and EEXX energies can
be expressed analytically as follows:

TWVE () = —2t/(&, — 1)2 — (n — 1)2,
E{N,E}(n):%[Ha—s +(1_M>

* 2 2

x(”_1>j—E(m (37)
£ 1 u(n),

where the Hartree energy reads Eg(n) = U(1 + (n — 1)%).On
the other hand, the correlation energy can be computed exactly
by Lieb maximization (see Ref. [42] as well as Appendix C).
Asreadily seen from Eq. (37), an N-centered ensemble density
n isnoninteracting v-representableif [n — 1| < 1 — &,. Allthe
calculations have been performed with t = 1.

InFig. 1, the total N-centered ground-state ensemble energy
is plotted as a function of £_ = &, = &. The exact ensemble
energy is linear in &, as it should be. Results obtained with
various density-functional approximations are also shown.
In the simplest one, referred to as ground-state xc (GSxc),
the weight dependence is taken into account in neither the
exchange nor the correlation energies. In other words, the
“bare” £-independent N-electron ground-state xc functional
is employed. On the other hand, both EEXX-only (simply
called EEXX) and the approximation referred to as GSc take
the weight dependence into account exactly in the exchange
energy. They differ only by the density-functional correlation
energy taken at £ = 0. The accurate parametrization of Car-
rascal et al. [67,68] has been used for computing the latter
correlation energy. Note that, as shown in Appendix C, the

ensemble energy / ¢
o
ot

|
o
t

ensemble energy / ¢

FIG. 1. Exact and approximate N-centered ground-state en-
semble energies plotted as a function of & for N =2 and
U/t =5 in the symmetric (top) and asymmetric (bottom) Hub-
bard dimers. Approximate density-functional energies are computed
with the exact ensemble density. The approximations in the N-
centered ensemble xc functional are EEXX, E!N¢)(n) ~ EWV-4(n);
GSxc, EN¥(n) ~ EN4=0(n) 4+ EN4=9(n), and GSc, EX4(n) ~
ENS () + EWN=0(n).

exact N-centered ensemble correlation functional equals zero
when £ = 1/2, thus making EEXX truly exact for this partic-
ular weight. Returning to Fig. 1, we see that, in the symmetric
case (top panel), the approximate ensemble energies exhibit
the expected linear behavior in &. This is simply due to the fact
that, in this case, the ensemble density equals 1 and therefore,
as readily seen from Eq. (37), all energy contributions vary
(individually) linearly with the ensemble weight. Moreover, for
n = 1, the exact ensemble exchange energy is £ independent,
since we consider the particular case £, = £_, which explains
why GSxc and GSc ensemble energies are on top of each other.
We clearly see, when comparing GSc with the exact result, that
the correct ensemble energy slope, and therefore the proper
description of the fundamental gap, is recovered only when
the weight dependence is taken into account in the correlation
energy. This becomes even more critical in the asymmetric
case (bottom panel of Fig. 1), where approximations in the xc
energy induce curvature, thus leading to a weight-dependent
fundamental gap, which is of course unphysical.

More insight into the weight dependence of the ensemble
xc energy is given by the GACE integrand in Eq. (11) (see also
Appendix C). As clearly seen when comparing Figs. 2 and 3,
even though the integrand differs from its GOK-DFT analog,
they both vary similarly with the ensemble weight, in particular
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FIG. 2. Exact GACE integrand plotted as a function of & for
noninteracting v-representable densities (i.e., [n — 1] < 1 — &, thus
leadingto0 < & < inf{n,2 —n,1/2})andU/t = 0.2(top), U/t =5
(middle), and U/t = 50 (bottom). Solid lines, xc integrand; dashed
lines, exchange-only integrand [see Eq. (C35)]. In each panel and for
each integrand (xc or x-only), the curves are ordered by decreasing
density (the uppermost curve corresponds to n = 1). See text for
further details.

in the strongly correlated regime. This can be rationalized by
showing, in complete analogy with GOK-DFT (see Sec. 3.3 in
Ref. [43]), that

EE1) ——> Usup(|l = nl.£) = En(),  (38)

which gives (in the U/t — +o0o limit) 8Eilcv'5}(n)/8§ =
0 in the noninteracting v-representable range 0 < & <
n if 0<n <05 For densities in the range 0.5 <
n<1, JEWN4(n)/0f =U when 0.5>& > (1 —n) and
8E){£”5}(n)/8$ = 0when0 < & < (1 — n). The same analysis
actually holds for the GOK-DFT integrand [43] (see also
Ref. [42] for further details). Let us finally mention that, in
the Lieb maximizations used to produce Figs. 2 and 3, both
interacting and noninteracting potentials have been determined
numerically. In other words, we computed the expression in
Eq. (C32) rather than the one in Eq. (C34) where the analytical
expression for the KS potential is used. With such a balanced
description of both interacting and noninteracting gaps we do
not observe discontinuities in the GACE integrand at n = £
for densities in the range 0 < n < 0.5 and large U/t values,
unlike in Fig. 6 of Ref. [42].

Turning to the calculation of the IP, Eq. (35) was verified by
calculating each (density-functional) contribution separately
(see Appendix C for further details). Results obtained for
the asymmetric dimer are shown in Fig. 4. As soon as the
on-site repulsion is switched on (and up to U/t =~ 4), both
the shifted KS HOMO energy and the DD [second term on
the right-hand side of Eq. (35)] contribute substantially to the
IP. Interestingly, in this regime of correlation and density, the

0.2
0.1
0 s s N
E -0.1 \\
So02) Ujt=02 \\\\\
O3 =02 — n=05—n=08 —
04y — 04 — n=06 n=1——-

o(n)

u
XC

40

20
T Ve -
= = B RSN S S A e

-40 | t= :

-60 el

-80

-100

0.1 0.2 0.3 0.4 0.5
w

FIG. 3. Same as Fig. 2 but for the GACE integrand in GOK-DFT
where w is the weight assigned to the first (singlet) two-electron
excited state. See Ref. [42] for further details.

shift-in-potential procedure is not crucial. The unshifted KS
HOMO energy, which is the analog for the Hubbard dimer
of the HOMO energy in a conventional KS-DFT calculation,
varies with U through the density. Note that the situation
would be completely different in the symmetric case (not
shown) where IV (Avey = 0) = —t — E}Y (Avex = 0) and the
unshifted KS HOMO energy equals —¢. By construction, the
latter energy becomes %Eév (Avexr = 0) (which is U depen-
dent) after shifting. As a result, in the symmetric case, the shift
and the DD equally contribute [by —( % E {)V (Avexy = 0) 4+ 1)]to
the IP. Let us stress that, unlike the shifted KS orbital energies,
the unshifted ones are not uniquely defined. They are defined

energy (per unit of t)

-6 . . . . . . .
0 2 4 6 8 10 12 14

U/t

FIG. 4. Contributions to the exact IP expressionin Eq. (35) plotted
asafunctionof U/t for Avey /t = 5. The unshifted KS HOMO energy
el({N'€=O} as well as the exchange-only contribution to the DD are shown

for analysis purposes. See text for further details.
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up to a constant, like the KS potential, simply because the
density always integrates to a fixed integral number of electrons
in N-centered ensemble DFT, exactly like in a conventional
N-electron KS-DFT calculation. The shift will fix the KS
orbital energy levels according to Eq. (24), which is equivalent
to the Levy-Zahariev shift-in-potential procedure [65] when
& = 0. In the Hubbard dimer, our value of the unshifted KS
HOMO energy has been fixed by choosing a potential whose
values on sites 0 and 1 sum up to zero [see the potential operator
expression in Eq. (36)]. To conclude, as mentioned previously,
shifting the KS orbital energies might be, in some cases, as
important as taking into account the DD in the calculation
of the IP. Returning to Fig. 4, the IP reduces to the xc DD
in the strongly correlated regime (U/t > 10) or, equivalently,
the shifted KS HOMO energy becomes negligible. Note that,
as expected, taking into account the exchange contribution
to the DD only leads to a poor description of the IP when
U/t becomes large, thus illustrating the importance of weight
dependence in both exchange and correlation energies.

IV. CONCLUSIONS AND PERSPECTIVES

We have shown that the fundamental gap problem, which
is traditionally formulated in grand canonical ensemble DFT,
can be recast into a canonical problem where the xc functional
becomes ensemble weight dependent. As a remarkable result,
modeling the infamous DD becomes equivalent to modeling
the weight dependence, exactly like in the optical gap problem.
This key result, which is depicted in Eq. (15), opens up a
paradigm in the development of density-functional approxima-
tions for gaps which are computationally much cheaper than
conventional time-dependent post-DFT treatments. A natural
step forward would be to apply the approach, for example, to
a finite uniform electron gas [72], thus providing an ab initio
local density-functional approximation that incorporates DDs
through its weight dependence. Work is currently in progress
in this direction.
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APPENDIX A: CONNECTION BETWEEN THE
NONINTERACTING KINETIC ENERGY FUNCTIONAL
IN GOK-DFT AND ITS ANALOG IN N-CENTERED
ENSEMBLE DFT

For the sake of generality, we first consider the generalized
(interacting) two-weight formulation of the theory (which is
introduced in Sec. IIB) and denote E({)N’E} [v] the N-centered
ground-state ensemble energy of T+ Wee + f drv(r)ia(r).
According to the variational principle in Eq. (5), the following
inequality holds for any N-electron density n and potential v:

E({)N’E}[U] g F{Nvg}[n]+/dr U(l‘)l’l(r), (Al)

or, equivalently,
FIVE[] > E({)N*’E}[v] — /dr v(r)n(r), (A2)

thus leading to the Legendre-Fenchel transform-based expres-
sion,

FN-E1[n] =sup{EéN’“[v]— / drv(r)n(r)}- (A3)

In the noninteracting case, Eq. (A3) becomes

TN n] = sup {5}(@‘“[1)] - / dr v(r)n(r)}, (A4)
v
where Sg’s}[v] is the N-centered ground-state ensemble
energy of 7' + [ drv(r)i(r). According to Eq. (17), the latter
energy can be expressed as follows in terms of the v-dependent
orbital energies [i.e., the eigenvalues of —%Vf + v(r)]:

N_ Ny
Es =6 ) ailvl+£ ) ailv)
i=1 i=1

N_&  No& ]
+[1——N - }Zei[v], (AS)

i=1

or, equivalently,

£ w
ks vl = [1 + T*] > ailvl
i=1

+ [1 s ]T]§+:|8N[U]
N_E
N [1 _ %};Hm +&pelvl, (A6)

where H and L refer to the HOMO and the LUMO of the
N-electron KS system.

In GOK-DFT, the noninteracting ensemble kinetic energy
functional reads [42,43]

TN [n] = sup{glivs’“’[v] - / drv(r)n(r)}, (AT)

where the ensemble energy is obtained by averaging the
N-electron ground- and first-excited-state energies of 7" +
f dr v(r)ni(r) (w is the weight assigned to the excited state),

N N_
Exs" vl = (1 —w) ) eilv]+ w(Z &ilv] + eL[v])

i=1 i=1
N_

=Y &lvl+ (1 —wienlvl + we vl (A8)

i=1
As readily seen from Egs. (A6) and (A8), in the particular case
E§=¢(=(§8)(e,E =& =&), wehave

Exs vl = £ ], (A9)

thus leading, according to Egs. (A4) and (A7), to the equality

TV = 1P ) = TVl (AL0)
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Returning to the general (two-weight) expression in Eq. (A6),
we note that, in the particular case N = 2, the first term on
the right-hand side vanishes. Moreover, since &|[v] = &;[v] =
ey[v] within the conventional spin-restricted formalism, it
becomes

ENTI] = 2 — Ep)enlv] + 460 v]

= &N, (Al1)
thus leading to the equality
TWN=28)[n] = TN=2"=5 ). (Al12)

APPENDIX B: EXACT EXPRESSION FOR THE
ONE-WEIGHT GACE INTEGRAND IN N-CENTERED
ENSEMBLE DFT

According to Eq. (10), the GACE integrand reads

AEWN-@}[n]
A n] = ———, (B1)
or, equivalently [see Egs. (7) and (9)],
aF N TV p]
AL = = = (B2)

where, with the notations used in Appendix A, F Noal[p] .=
FWNal[p], TN [n] .= TV (0], and @ = (o, «). If we de-
note v!V-2%n] and vl{g'g} [n] the (stationary) maximizing po-
tentials in Eqs. (A3) and (A4) (where & = «), respectively, it
comes

aF{N,Ol}[n] . aE({)N’g}[v] (BS)
oo Ja yeot¥al[n]
and
aTS{N,a}[n] B 351{(];/,&}[1}] B4
dar o Ny ]’
U—UKS n

where, according to Eq. (17) with § = « [or, equivalently,
Eq. 3)],
IEN [v]
oo

is the fundamental gap for the interacting N-electron system
with Hamiltonian 7' + Wee + [ dr v(r)i(r), and

= E,'[v] (BS)

IEN ]
o

is the HOMO-LUMO gap for the N-electron noninteracting
system with Hamiltonian T+ f dr v(r)n(r). Letus stress that,
when the interacting and noninteracting potentials are equal to
vIV-2l[;] and vl{(l\sl‘g} [n], respectively, both systems have the
same N-centered ground-state ensemble density with weight
o, namely, n. We finally recover Eq. (11) by using the following
notations:

= eL[v] — en[v] (B6)

ENNn] = EY w9 n]],

{N.a}

e nl = &i[vgs®nl], i =H,L. (B7)

APPENDIX C: TECHNICAL DETAILS ABOUT
N-CENTERED ENSEMBLE DFT FOR THE
ASYMMETRIC HUBBARD DIMER

In the following the central number of electrons is set to
N =2

1. Hole-particle symmetry

In this section we explain how the three-electron ground-
state energy of the Hubbard dimer can be trivially obtained
from the one-electron one by using hole-particle symmetry.
If we apply the following hole-particle transformation to the
annihilation operators in Eq. (36),

R - A
Coo — bos = Coo»
R A A
Clo — blrr = —Cis>» (Cl)

then the Hubbard dimer Hamiltonian,

1
A(Av) = —1 Y (@ e10 +&l,000) +U Y elené] e

o=1] i=0
A
n 7” ;ji(él,em — &b eon), (C2)

can be rewritten as follows, according to the anticommutation
rules:

1
I:I(Av) = —t Z (13301310 + BJ{GI;OU) +U ZI;MB;[TBWI;L

o=t i=0
Av A A A A
+ =5 D (biobl, — busbi,). (C3)
o=t|

or, equivalently,

1
A(Av) = —1 Y (by,b1o + b, bos) + U Y blibiyb], by,

o=1| i=0
A PN A
=5 2 @lobio — biobo)
o=t
1
U Y bl b +2v. (C4)
i=0 o=1]

As readily seen from Egs. (C2) fmd (C4), the N -electron
ground-state energy E{)‘/ (Av) of H(Av) is connected to the
(4 — N)-electron ground-state energy of H(—Av) as follows:

EY(Av) = EFN(—Av) + UWN —2). (C5)

In the particular case A/ = 3, we obtain the useful result (let
us recall that N = 2)

E)Y*(Av) = E) " (—Av) + U. (C6)

2. Exact functionals

In the two-site Hubbard model, the Legendre-Fenchel
transform in Eq. (A3) can be rewritten as

FW8 ;) = sup{ ENVE (Av) — Av(1 —n)},  (CT)
Av
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by analogy with GOK-DFT [42]. The interacting ensemble
energy reads (with N = 2)

EWNE(AY) = S_Eév‘(Av) + §+Eév+(AU)

+[1 - ‘%‘ - %}E{)V(Av), (C8)

where the one-electron energy is simply the energy of the
HOMO for the noninteracting two-electron system [42],

E) (Av) = eu(Av) = —/12 + (Av2/4),  (C9)
and, according to Eq. (C6), the three-electron energy equals
E) (Av) = en(Av) + U. (C10)

Therefore, Eq. (C7) can be rewritten as

Av

FN8(n) = sup {(g + & )en(Av) + .U

+[1 — ‘%— - %]E{)\’(Av) — Av(l — n)},

(C11)

where the two-electron ground-state energy has the following
analytical expression [67,68]:

EN(Av) = ‘;—’(u —w sin(e n %)) (C12)

with
u="U/2t, (C13)
w = v/3(1 +12) + u?, (C14)
v = Av/2t, (C15)

and
cos(30) = (O? — 1/2) — u)u/w?. (C16)

Note that the maximizing potential Av"-¢}(n) in Eq. (C11),
which fulfills the stationarity condition

IFNE(n)
on -

has no simple analytical expression. However, since the
potential-functional quantity to be maximized can be expressed
analytically, it is straightforward to compute the exact value of
Av™V-8(n) for any density n, like in GOK-DFT [42].

The noninteracting N-centered ground-state ensemble ki-
netic energy functional, i.e., the functional obtained from
Eq. (C11) when U =0, has a simple analytical expression
given in Eq. (37). This is a direct consequence of Eq. (A12)
and Eq. (57) in Ref. [42]. Note that, by considering Eq. (C17)
in the particular case U = 0, we can express the KS potential
analytically as follows:

AvVE (), (C17)

2t(n — 1)

AuVE ) _
O ey

(C18)

Turning to the N-centered EEXX energy, let us start with the
formal expression

dF -8 (n)

EN.&) =U
S U

:| — Ey(n), (C19)
U=0

where, according to Eq. (C11),

AFWNE(n _ 3
OO T e 3
oU Ueo 2 2
AEN (A
M , (C20)
U U=0,Av=Avle® (n)
and, according to Eq. (A7) in Ref. [42],
AEN (A 412 — 8e2 (A
9B (Av) | _ £l vz) . (C21)
oUu veo 412+ (Av)? — 12¢f(Av)
or, equivalently [see Eq. (C9)],
AEN (A 212 + (Av)?
9Ey (Av)) - _ 2+ (Av) (C22)
oU veo A%+ (Av)?

Combining Egs. (C18) and (C20) with Eq. (C22) gives

dF N8 (n)

AU |y
_ £ 3.0 -8 +dA-n)y
_g++[1_?—7] e )

thus leading to the expression in Eq. (37) for the EEXX
functional.

3. Correlation energy at the border
of the representability domain

Let us consider the one-weight formulation of N-centered
ensemble DFT (i.e., £_ = &, = £). We show in the following
that, at the border of the noninteracting v-representability
domain [i.e., whenn = 1 £ (1 — §)], the N-centered ground-
state ensemble correlation energy equals zero. The proof
follows closely its analog in GOK-DFT (see Appendix C in
Ref. [43]).

According to Eq. (C11), the (unique) maximizing potential
AVIV-E () := Ao S (n) with & = (&, &) fulfills the follow-
ing stationarity condition: -

N
[_L + (1 —26)2E0 (Av)}
2/t2 4+ (Av?/4) Av=AvINE) (n)

dAv
=1-—n. (C24)
Since  E)(Av)=U —|Av| and JE) (Av)/dAv =
—Av/|Av| when |Av|/t - 400 and |Av|>U (see

Ref. [43]), we conclude that the stationarity condition
in Eq. (C24) is fulfilled for n =14+ (1 —&) when
|Av|/t — +oo0 and Av/(n — 1) is positive. As a result,
in this particular case, the Legendre-Fenchel transform in
Eq. (C11) can be simplified as follows:

—E|AV|+EU + (1 =28)(U — |[Av]) + |Av|(1 = &)
— > FWSa+1-¢&)=(1-§&U. (C25)

|Av|—4o00
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Since, according to Eq. (37), TS{N'E}(I +(1—-£&))=0 and
EWNS(1£(1—&))=(1— &)U — En(n), we conclude that

ENS 1+ -¢8)=0. (C26)

4. Correlation energy and potential for the N-centered
ensemble with § =1/2

In the particular case - = &, = & = 1/2, the Legendre-
Fenchel transform in Eq. (C11) becomes

U
FWE=1210) = sup {8H(AU) +5 - Av(l — n)}
Av

U
= 1M + = (C27)

where we used the fact that TN~V (n) = FWV.E=12(y =

0, n). Interestingly, we first notice that the interacting and
noninteracting functionals will have the same maximizing
potential, thus leading to

AU{N’QC':l/z}(n)

N 1/2} =
e = Avge = ) — AvVEE2 ()

= 0. (C28)
Since, according to Eqs. (C17), (C18), and (37),

n) = _J0 [EH<n) + ENE ()]

_ U(l —2&)(1 —n)
- 1-&2

(C29)

we conclude that

AU{‘N’SZI/Z}(},Z) =0.
Moreover, since EL5="7%(n)
deduce from Eq. (C27) that

EWNE=12 () = 0.

(C30)

=U/2 — Ey(n), we finally

(C31)

5. GACE integrand

According to Egs. (11), (C9), and (C10), the GACE inte-
grand can be calculated as follows:

AN () = U = 2E) (Ao (n)) + 2en(Av™N ) (n))
+2en(Avis " (n)), (C32)
where AvIV-E(n) := Av?VE(n) [we denote & = (¢, £)] is

obtained numerically by Lieb maximization [see Eq. (C11)]
and, according to Eq. (C18),

2t(n — 1)
VE—12 — (1 —n)y
We finally obtain from Eq. (C9) the simplified expression
ANE )y = U = 2EY (Av'VE (n)) — V/4r2 +

1 —
—2t d-4 . (C34)
VE=1)? =1 —np

The EEXX-only contribution is obtained by differentiating the
second line of Eq. (37) (where &, = &_ = &) with respect to

N,
AT (n) =

(C33)

[AvIVE(n)]?

&, thus leading to

N8}

0E: “(n) _ & =17

E T (E-1P

As expected, the latter expression gives a good approximation
to the xc GACE integrand in the weakly correlated regime (see
the top panel of Fig. 2). Note also that, for a given density n and
any value of U/t, the correlation GACE integrand becomes
zero when approaching the border of the noninteracting v-
representability domain, i.e., whenn — 1 + (1 — &) or, equiv-
alently, £ — 1 £ (1 — n). This can be related to Eq. (C26)
which, after differentiation with respect to & (note that the
infinitesimal variation & — & —  where n — 0" should be
considered in order to differentiate the functional within the
representability domain), gives

JEWN ) (n)

0§ n=1+(1—£)
IEWNH (n)
e

ANE () =

(C35)

AVEQ (1 —8)) =

==+

n=1£(1-£)

= FAuNIA £ (1 -§)).  (C36)
According to Eq. (C30), the latter quantity is indeed equal
to zero when & = 1/2. Numerical values of the correlation
potential obtained by Lieb maximization confirm that this
statement holds for £ < 1/2, which is in complete agreement

with all panels in Fig. 2.

6. IP from the shifted HOMO energy and the DD

In order to compute each contribution to the IP expression
in Eq. (35) separately, the N-centered analog of the Levy-
Zahariev shift should be calculated first. From Eq. (19) and the
second-quantized expression for local potentials in the two-site
model [see Eq. (36)], we obtain

CVEm) =[BRS m - (1

Turning to the DD, it comes from Eq. (C11) that

—n)AvHXC (n)] (C37)

JFWNE ()

T .(C38)

Av=AvN-E}(n)

1y
= |:£H(Av) — EEO (Av):|

Since BTS{N’E}(n)/BS_ = 0, we conclude that

IER ()
d&_

Note that, when € =0 and n = nyy [or, equivalently,
AVINE=0 () = Avey],

= [eH(Av) - %Eév(Av)] (C39)

Av=AviV:E(n)

Bt = Ep (Ave)/2, (C40)
and
E) (Avext) = en(Avey), (C41)

so that Eq. (35) is recovered, as expected.
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