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Attosecond coherent control of oxygen dissociation by XUV-IR laser fields using
three-dimensional momentum imaging
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We have performed ultrafast three-dimensional ion momentum imaging spectroscopy on the dissociative
single ionization of oxygen molecules using attosecond pulse trains with a broad energy spectrum of 5–30 eV.
High-resolution momentum imaging allows clear identification of vibrational structures corresponding to the
predissociation of highly excited cationic states. By adding a pump infrared field that is synchronized with and
polarized orthogonally to the XUV pulse train, and an additional probe IR field, we demonstrate how the yield of
O+ ions can be steered between different dissociation channels by coherently controlling the coupling between
multiple O+∗

2 electronic states on an attosecond time scale. Time-dependent calculations in a single active electron
approximation allow a qualitative analysis of ion yields for two orientations of the molecular axis.
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I. INTRODUCTION

Precise control of photochemical reactions requires a clear
understanding of coupled electronic and nuclear motion and
has been a pursuit of the ultrafast science community since the
field of femtochemistry was established [1]. While femtosec-
ond (fs) pulsed lasers allow for tracing the temporal evolution
of the molecular nuclear motion [2], the electron dynamics
develops on an even shorter, attosecond (as), time scale, and
can be probed using a combination of isolated attosecond
pulses and a near-infrared (IR) laser field, as demonstrated by
attosecond streaking techniques [3], or by the measurement
of the tunneling time in strong-field ionization [4]. On the
other hand, attosecond pulse trains (APTs), created by high-
order-harmonic generation (HHG) sources, have a broad band-
width and spectrally well-defined individual harmonics. When
combined with synchronized IR pulses, control of ultrafast
processes in molecules can be achieved, allowing extension of
attosecond quantum coherent control processes to the extreme
ultraviolet (XUV) spectral region [5,6].

The concept of temporal coherent control of interfering
quantum pathways by optical fields was introduced by Brumer
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and Shapiro [7], and demonstrated with femtosecond pulses in
cesium by Blanchet et al. [8], and in molecules by Gordon et al.
[9]. In these early experiments, the optical field was used to
couple ground electronic states to the same final state by means
of two-pathway interference processes. The resulting inter-
ference of the different pathways exhibits a phase-modulated
probability of reaching the final state. The coherent control
concepts were extended to the XUV regime in the experiments
where high harmonic laser pulses were combined with an
infrared field to coherently control the ionization in helium
[5,6], or to induce electromagnetic transparency by controlling
the amplitudes of the XUV harmonics [10]. More recently, the
two-pathway electron wave-packet interference was applied to
coherently control the double-ionization yield in argon [11].
The ultrashort duration of the XUV and IR pulses allowed the
extrapolation of the attosecond coherent control concepts to
the non-Born-Oppenheimer regime where the electron wave-
packet interference is influenced by the nuclear wave-packet
motion. This was demonstrated in highly excited molecules
such as oxygen and deuterium [12,13].

In previous experiments [14–17], a strong infrared field
was used to control the ionization and dissociation of small
molecules such as oxygen and to study the dynamics induced in
the laser dressed system. By using a combination of spectrally
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FIG. 1. Top: Beamline for generating high flux high harmonic laser pulses using a high power infrared laser system with a loose focusing
geometry. The split-mirror interferometer (SMI) splits the XUV and IR beam and provides an adjustable delay between the pump and probe
pulses. Bottom: The sketch shows the COLTRIMS style spectrometer used for 3D momentum imaging of the ion fragments. Note the small
inset which introduces the laboratory coordinate frame, with the x direction representing the XUV and IR light propagation, the y axis being
the jet and IR polarization direction, and z corresponding to the time of flight and XUV polarization direction.

selected high harmonics and a strong laser field, the steering
of the dissociative ionization can be controlled for specific
electronic states [18–21].

In this work, we investigate the dissociation pathways of
oxygen molecules populated by attosecond XUV pulse trains
in the range of 5–30 eV. In order to control the dissociative
ionization of O+∗

2 , we employ two IR pulses where the first
pulse is phase locked to and temporally overlapped with
the XUV pulse, while the second IR pulse is delayed with
attosecond precision. To systematically study the processes at
hand, we first analyze the case when the XUV pulse acts alone,
and we compare the O+ yields along and perpendicular to the
XUV polarization for several dissociative limits of O+

2 , in a
non-time-resolved manner. We identify dissociation channels
by their asymptotic final states and compare our results with
previous work on this molecule. Then we analyze the influence
of an IR field on the ion spectra, measured via high-resolution
three-dimensional (3D) ion-momentum imaging, where vibra-
tional structures in the O+ yield are observed as a function of
kinetic energy, permitting the investigation of near-threshold
dissociation with great detail. Finally, the effects of optical
interference of the two IR pulses and the quantum interference
of the electronic states (excited by the XUV harmonics and
recombined by the IR field) are investigated by observing the
total ion yield changes in a time-resolved way for different
orientations of the molecular axis with respect to the linear
polarization of the XUV beam. A coherent superposition of
electronic states is created by a comb of XUV harmonics

exciting the target, and the resulting coherent electronic wave-
packet dynamics is modulated in a controlled manner by the
IR pulses. The resultant interference is observed in the time-
dependent fragment and parent ion yields for specific molec-
ular orientations relative to the XUV and IR polarization. We
find that the total O+

2 and O+ yields can be modulated, and that
the predissociation process is sensitive to the phase variation
between the XUV and IR pulses. A qualitative interpretation
of the experimental results is aided by single-active-electron
time-dependent Schrödinger equation calculations.

II. EXPERIMENTAL SETUP

We show a schematic of the experimental setup in Fig. 1.
We have combined a high-power IR laser system (808 nm,
30 mJ, 45 fs, 50 Hz) with a beamline for the generation,
selection, and characterization of extreme ultraviolet (XUV)
pulses using high-order-harmonic generation (HHG). We
loosely focus (f = 6 m) the infrared pulses into a gas filled
cell to efficiently generate VUV and XUV pulses with ∼15-fs
pulse duration. The pulse duration was approximated from
the bandwidth of the harmonics, and it was found that the
pulse can be as short as 6 fs. The typical pulse duration that
we get from the cross-correlation measurements is up to 15 fs.
Downstream from the HHG source two mirrors at Brewster
angle suppress the horizontally polarized component of the
IR pulses by a factor of ∼106, and only let the vertically
polarized contribution pass through, while the horizontally
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polarized XUV pulses are reflected with 80% efficiency. The
copropagating XUV and IR pulses are split into pump and
probe arms using a custom-built split-mirror interferometer
with 200 as resolution. The IR beam in the pump arm is
intrinsically phase locked to the XUV beam by the very nature
of the HHG process, whereas the IR beam in the probe arm
can be delayed with respect to the beams in the pump arm.
The IR pulses in both arms are orthogonally polarized to the
XUV beam. The diverging pump and probe beams miss the
target on their first pass through the cold-target recoil-ion
momentum spectroscopy (COLTRIMS) spectrometer, and
are backfocused into a supersonic molecular gas jet of
oxygen molecules by a curved mirror (f = 15 cm) inside
the spectrometer. A B4C coating on the backfocusing mirror
reduces the reflected XUV spectrum to the energy range
of ∼5–30 eV. Electronically excited dissociating molecular
O+

2 ions were analyzed with a state-of-the-art COLTRIMS
type 3D momentum imaging spectrometer. A homogeneous
electric field guides the ions onto a time and position sensitive
detector consisting of multichannel-plates (MCPs) with
delay-line readout [22]. The 3D ion momenta at the instant of
dissociation can be reconstructed from the times of flight and
the positions of impact of the particles to and on the detector. A
detailed description of the XUV beamline and the momentum
imaging end station can be found in a separate publication [23].

III. EXPERIMENTS

A. Dissociative single ionization of oxygen molecules

In all the experiments presented here, we have ionized
oxygen molecules in the ground state with a spectrum of high
harmonic laser pulses ranging from ∼5–30 eV energy. The
potential-energy curves in the relevant XUV energy region
are shown in Fig. 2. Several bound electronic states can be
populated by photons of the 13th (20 eV) and 15th (23 eV)
harmonic orders. The first dissociation limit of O+

2 (L1) lies at
18.73 eV, thus no contribution to the spectrum of O+ ions is
expected from the 11th harmonic alone. The electronic states of
the O+

2 ion in the energy range of 19–26 eV are known to predis-
sociate efficiently into a neutral oxygen atom and one oxygen
ion through a nonadiabatic coupling with states in this region.
The predissociation process happens on picosecond time scales
making it possible for us to observe the vibrational structure of
different electronically excited O+

2 states in ion momentum and
energy space. This effect has been studied using photoelectron
spectroscopy [24,25], photoion spectroscopy [26], as well as
coincidence photoelectron-photoion spectroscopy [27,28].

In the following discussion, our coordinate system is defined
as follows: the z axis is parallel to the XUV polarization and the
electric extraction field of the momentum spectrometer (i.e.,
time-of-flight direction). The y axis is parallel to the pump and
probe IR polarization direction and along our supersonic gas
jet. The x direction is along the XUV and IR light propagation
direction. Figure 3(a) shows the ion momentum images in
the x-z plane obtained from irradiating oxygen molecules
with a selection of high harmonics (11th–15th) only. We also
projected the momentum distribution to obtain the energy
spectra in Fig. 3(b) for the total yield (integrated over all ion
emission angles, black line), and the yield inside a cone along

FIG. 2. Selected potential-energy curves of the molecular cation
O+

2 . The 11th (16.9 eV), 13th (20 eV), and 15th (23 eV) harmonics
coherently populate several electronic states, as illustrated in the figure
as vertical grey arrows. Nuclear-wave packets are created in several
potential-energy curves in the Franck-Condon region (indicated by a
vertical line at 1.25 Å), from where the molecular ion dissociates into
several limits, labeled as L1–L5.

the z axis (blue line) where the O+ kinetic energy is measured
with the highest resolution (43-meV energy width at 0.8 eV;
for details see [23]). By doing so, we observe several groups
of peaks and label them with capital letters from A to D in
the 1D energy spectrum. We first assign the peaks and then
discuss how the IR modifies the peaks. Two series of sharp
peaks, one at energies <0.3 eV (A), and one around 0.8 eV (C),
dominate the spectrum. Lafosse et al. [29,30] identified some
of the relevant transitions and dissociation mechanisms by a
coincidence electron-ion 3D momentum measurement using
a synchrotron light source. The present experiments reveal
vibrational structures with a great level of detail. First, we will
discuss the features generated solely by the XUV field (Fig. 3)
before discussing the modifications induced by the infrared
field. For the purpose of identification, we have classified the
dissociation pathways using the roman numerals I–VII, sorted
by the fragment kinetic energy.

The sharp peaks in region C of Fig. 3(b) correspond to the
spacing of the vibrational progression of the B 2�−

g state of the
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FIG. 3. (a) O+ 2D ion momenta in the x-z plane after dissociation
of O2 molecules using XUV pulses only (16.9, 20, and 23 eV).
(b) Kinetic energy of the O+ ions after dissociation of O2 molecules
using XUV pulses only. The dashed line shows the result averaged
over all molecular fragmentation angles with respect to the XUV
polarization. The solid line represents the molecular breakup in a cone
(with an open angle of 37◦) along the XUV polarization axis (z axis,
i.e., TOF axis). The letters A–D mark four different features discussed
in the text. We note that the data here are analyzed in the pz-px

plane.

O+
2 ion with the lowest level v = 0 at 20.296 eV and a spacing

of 137 meV to the next vibrational state. This state dissociates
into an O+ ion, which is measured here, and a neutral oxygen
atom. At the XUV energy of 23 eV, corresponding to the photon
energy of the 15th harmonic, around 70% of the state is dissoci-
ated to the L1 limit at 18.73 eV (pathway V) by a nonadiabatic
coupling (NAC) with the f 4�g , the 1 2�+

g , and the d 4�+
g

state [27,29] which results in the peak series in region (C) of
Fig. 3(b),

X 3�−
g

15 ω−−−→B 2�−
g + e−

NAC−−−→1 2�+
g , f 4�g , d 4�+

g

diss.−−−→L1. (V)

Predissociation to the L2 limit at 20.70 eV via the 2 4�g

state can occur starting at the v = 4 vibrational level (pathway
II) but is less likely [27,29]. It leads to O+ ion energies at
0.056 eV and higher as observed in region (A) of Fig. 3(b),

X 3�−
g

15 ω−−−→B 2�−
g + e− NAC−−−→2 4�g

diss.−−−→L2. (II)

The b 4�−
g state has a similar vibrational structure as the

B 2�−
g state and is mostly populated by the 13th harmonic.

The vibrational state v = 5 with a binding energy of 18.847 eV
[31], and the vibrational levels above it, predissociate to the L1
limit via the f 4�g and the d 4�+

g states (pathway I) [29]. The
resulting ion energies start at 0.059 eV and overlap with path-
way II with less than 10 meV separation. Therefore, no clear
assignment is possible without the coincident measurement of
the photoelectron energy,

X 3�−
g −−−→ 13 ωb 4�−

g + e−

NAC−−−→f 4�g , d 4�+
g

diss.−−−→L1. (I)

Note that both B 2�−
g and b 4�−

g originate from the same
inner-shell 3σg single electron ionization with different final
spins.

In region (B) of Fig. 3(b), from ion energies of 0.3 to 0.7 eV,
a broad distribution peaking around 0.4 eV is observed. Several
pathways are likely contributing to the O+ ion energy spectrum.
A variety of Rydberg states have been observed in the region
of 20–26 eV that dissociate into neutral fragments followed
by autoionization [24]. At 23 eV photon energy Lafosse et al.
[29] identified the 3 2�u 4sσg Rydberg level as an important
contribution to the O+ ion fragments. This state dissociates
into two neutral oxygen atoms with the configuration O(3P ) +
O∗(2P,3d ′′) and autoionizes to the atomic states of the L3 limit
(pathway IV). In the present experiments, the O+ ion, created
by an XUV photon energy of 23 eV (15th harmonic) has an
energy of 0.4 eV, which is also broadened by the harmonic
spectral bandwidth of (∼300 meV). We note here that the XUV
pulse duration and the autoionization process are on the same
femtosecond time scale. The 300-meV spectral bandwidth of
the measured harmonics suggests an XUV pulse duration of
approximately 15 fs,

X 3�−
g

15 ω−−−→3 2�u 4sσg
diss.−−−→O(3P ) + O∗(2P,3d ′′)

auto−ion.−−−→ L3 + e−. (IV)

Moreover, when the 3 2�u state of O+
2 is populated in

the Franck-Condon region with the 15th harmonic, it may
dissociate directly to the adiabatically connected L3 limit at
22.06 eV (pathway III) [27]. This creates a broad O+ ion
spectrum centered at 0.5 eV (see also [25]),

X 3�−
g

15 ω−−−→3 2�u + e− diss.−−−→L3. (III)

Further features are observed in the spectrum at 2 eV as
well as at 3 eV O+ ion energy. These peaks are generated
from the predissociation of the c 4�−

u state of the O+
2 ion.

This state has a shallow potential well with two vibrational
levels at 24.564 and 24.756 eV. Pathway VI corresponds to
the predissociation into the L2 limit by tunneling [29] that
produces the O+ ion fragments at 1.93 and 2.03 eV. The v = 0
state also predissociates to the L1 limit with a fragment ion
energy of 2.92 eV (pathway VII),

X 3�−
g

17 ω−−−→c 4�−
u + e− diss.−−−→L1, (VI)

X 3�−
g

17 ω−−−→c 4�−
u + e− diss.−−−→L2. (VII)
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FIG. 4. (a) O+ 2D ion momenta in the y-z plane after dissociation
of O2 molecules using XUV pulses (16.9, 20, and 23 eV) in the
presence of the phase-locked orthogonal IR field in the pump arm.
The contributions from stable OH+ and H2O+ ions have been blocked
out in this multipulse scheme only (white circles). (b) Kinetic energy
of the O+ ions after dissociation of O2 molecules. The dark (black)
solid and dashed lines show the kinetic energies of the O+ using XUV
pulses only [same as Fig. 3(b)]. The light (green) solid and dashed
lines represent the data with the simultaneous action of the XUV
and IR fields. The dashed lines show the result averaged over all
fragmentation angles. The solid lines represent the molecular breakup
in a cone (with an open angle of 37◦) along the XUV polarization
axis (z axis, i.e., TOF axis). The letters A–D mark four different
features and are used in the discussion. We note that the data here
are analyzed in the pz-py plane and should not be directly compared
with the data analyzed in the pz-px plane due to the slightly different
slicing conditions done in the analysis of Fig. 3.

Note that the c 4�−
u originates from the inner-shell 2σu single

electron ionization.

B. Effects of IR assisted ionization

With the spectral features identified, we now turn to how
the IR generally modifies the dissociative ionization processes,
comparing the effects of the XUV and the probe IR fields on the
2D momentum and 1D energy spectra of the O+ ion in Fig. 4
[black and blue lines in panel (b)]. While the spectrum in the
presence of an IR field conserves the main features observed in
the ionization using high harmonics only (black line), we see
that the presence of the IR field significantly alters the XUV-
induced dissociative ionization processes in different energy
regions (blue line). The IR intensity was sufficient to ionize
about one oxygen molecule per shot, corresponding to less than
20% of the total ionization rate. We estimate the IR intensity to
be on the order of ∼5 × 1013 W/cm2. Several striking features
are immediately recognizable: in the low-energy part of the

FIG. 5. (a) O+ ion energies corresponding to different conical
slices (collars with an open angle of 37◦) in the (black) x-y momentum
plane, i.e., where the XUV pulse is out of plane, (blue) x-z momentum
plane, i.e., where the IR is out of plane, and (red)y-z momentum plane,
i.e., where both XUV and IR are in plane. The difference (green)
of (y-z plane)-(x-z plane) possibly removes most of the XUV-only
contribution. (b) detailed view of the O+ ion momentum distribution
in the y-z momentum plane, i.e., where both XUV and IR are in plane.

spectrum (i.e., region B), as well as in the main dissociation
channel (region C) the O+ yield gets suppressed, while in the
high-energy part of the spectrum (i.e., region D) the yield gets
enhanced.

In more detail, in region D, around an oxygen ion energy
of 2 eV and above, the peaks formed from the ionization to
the c 4�−

u state have become stronger while the intensity of
the ion yield in regions A–C, from 0.1–1.2 eV, has decreased
with respect to the total yield. The increased population of the
c 4�−

u state can be explained with the multiphoton excitation
of the c 4�−

u state by simultaneous absorption of XUV and
IR photons. Here the IR field couples the autoionizing states,
excited by the 15th harmonic, to the c 4�−

u state by an
absorption of one IR photon.

Another channel opens up in the presence of the IR field
which is readily observable in the momentum spectra around
7 a.u. along the IR polarization axes, which corresponds to an
energy value of 0.02 eV. In Fig. 5, we focus on the momenta and
energies of the O+ ions below 15 a.u. and 0.1 eV, respectively.
In this low-energy region the ion field is suppressed by the
IR field. The ultrahigh resolution of the setup reveals the
features of just a few meV in the energy spectrum, as shown
in Fig. 5(a). The y-z cut through the momentum sphere, as
seen in Fig. 5(b), shows two isotropic sharp rings at 10 and 60
meV that are marked by dashed lines in the energy spectrum.
The higher energy peak was already identified in the XUV-only
measurement. It corresponds to the dissociation pathways I and
II: the predissociation of vibrational level v = 4 of the b 4�−

g

state to limit L1, and the B 2�−
g state to limit L2, producing

O+ fragments with 57 and 56 meV energy, respectively.
The origin of the isotropic ion energy distribution with

just 10 meV, corresponding to a circle with 4.5 a.u. radius
in ion momentum as shown in Fig. 5(b), is less obvious
to assign at this point. The only transition found with such
low energy consists in the predissociation of the vibrational
level v = 6 of the 3 2�u state to the dissociation limit L3.
This would yield ion fragments with 5 meV energy. Coupling
through many-electron states with 2�u symmetry could enable
the predissociation of this state (see Fig. 2 in [25]). The
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discrepancy of 5 meV could be explained with the apparent
shift of the calibration of about 2–3 meV, visible at the
calculated and measured position of the identified processes
I and II, as well as with the limit of the instrument resolution.

Figure 5(b) shows a broader momentum distribution ori-
ented along the polarization direction of the IR beam between
4.5 and 10 a.u. This corresponds to the shoulder around 25
meV in the kinetic-energy spectra (black trace x-y) and (red
trace y-z) of Fig. 5(a). Subtracting the spectrum where the
XUV contribution is seen in the z direction while the IR
polarization axis is excluded (i.e., momentum slice in the
x-z plane, represented by the blue trace), from the spectrum
where the XUV contribution is along the z direction, and the
IR polarization contributes to the O+ yields (i.e., momentum
slice in the y-z plane, represented by the red trace), results
in the isolation of the features contributed by the IR field
along the IR polarization axis. This is represented by the
green trace in the O+ energy spectrum. This feature at 25
meV can be attributed to the IR enabled predissociation of
high vibrational levels of the a 4�u state, as reported in
[16,32]. This multicolor-multiphoton process (XUV+IR) is
comparable with the dissociation of the 1sσg ground state of
an H+

2 ion by infrared photon coupling to the dissociative
potential of the 2pσu state [33]. In the present experiments
on O2, the vibrational level v = 11 of the a 4�u cation state
can be coupled to the f 4�g state by one IR photon dressing,
followed by the dissociation to the limit L1. The calculated
fragment O+ ion energy is 20 meV (corrected for 808 nm from
[16]). The next vibrational level yields O+ ions with ∼65 meV
of kinetic energy.

X 3�−
g

13 ω−−−→a 4�u + e− NAC−−−→f 4�g (−1 ω)
diss.−−−→L1.

(VIII)

Another possible channel that can produce the low-energy
O+ ions predissociating to the L1 limit can stem from the
population of the �u state by the 11th harmonic in the Franck-
Condon region, which is subsequently coupled to the b 4�−

g

by the additional absorption of one IR photon (i.e., see Fig. 6).
Another striking feature in the dissociation of oxygen

molecules in the presence of an infrared field is the sharp
and discrete peak at 0 eV ion energy, visible as a central
spot in the momentum distribution of Fig. 5(b). Ions with
zero kinetic energy have been observed in previous investi-
gations of dissociative ionization of O2 [12,15,16] but in each
of those experiments the resolution of the fragment energy
was insufficient to distinguish the sharp peak below 4 meV
observed in the present experiments. One possible source of
such zero kinetic-energy ions is the IR enabled population of
vibrational states just above the dissociation barrier, which can
dissociate directly. This process usually has a low probability,
which is perhaps consistent with the 0.3% of the yield of the
O+ fragments in the range of 0–1.2-eV kinetic energy.

Alternatively, the zero kinetic energy ions could be stable
O2+

2 dications that are indistinguishable from O+ ions in the
present experiment, due to their identical times of flight. The
double ionization threshold of O2+

2 is 36.13 eV [34]. The recoil
energy of an electron with maximal energy ∼2 eV on an O2+

2
ion is below 1 meV, therefore if dications are formed, they
are expected to appear well within the O+ zero kinetic-energy

FIG. 6. Sketches of the selected oxygen cation potential-energy
curves for IR-enabled couplings of electron and nuclear wave packets.
The addition of an IR field can result in a two-pathway interference
process of the electronic states populated by the 13th and 15th
harmonics and coupled to the electronic state with an effective energy
of the 14th harmonic by an absorption or emission of one IR photon
from the IR laser field, as indicated by the +/− 1ω arrows. The b 4�−

g

state can be populated by a multicolor or multiphoton absorption
process (i.e., 11th + ω), as well as by direct absorption of the 13th
harmonic.

feature. The 25th harmonic (hν = 38.4 eV) or a combination
of the 23rd harmonic and one IR photon (36.8 eV) can populate
the X 1�+

g ground state of the O2+
2 . Double ionization at

this energy accounts for about ∼10% of the total ionization
yield [35]. However, this number includes the autoionization
of excited states above the O+(4S) + O+(4S) dissociation limit
at 32.35 eV, that dissociate into O+ ions with large kinetic
energy, a process that is known to play an important role but
was not observed here [35]. Therefore, no clear conclusion can
be given on the origin of ions producing the 4-meV feature.

C. Attosecond coherent control

Quantum and optical interference can be used to coher-
ently control the population of different states and open new
dissociation pathways on an attosecond time scale [12,13].
Splitting the infrared field into two arms and delaying each
arm with respect to the other leads to optical interference of
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the two IR beams once they are focused onto the target jet.
This can be used to actively modulate the effective IR field
strength the molecules experiences at the instant of the XUV
pulse. For example, if the field strength is equal in both arms,
A = B, the intensity of the IR field can be adjusted between
zero and |2A|2 by controlling the pump-probe delay. This
effect is called optical interference, and it manifests itself in
a modulation of the transition probability of an IR-assisted
transition with frequency ω with respect to the pump-probe
delay. When combined with the XUV field, the effects of
the IR fields are nullified for the phase where the two IR
fields interfere destructively, and maximized in the case of the
constructive interference of the two IR fields. We note here
that at each delay step of the split-mirror interferometer, the
molecule experiences only one effective IR field. This field
can result in the change of the XUV absorption probability. It
can shift and broaden the electronic states, drive IR-assisted
ionization of Rydberg states, or interrupt the autoionization
of the states populated by the XUV pulse. Furthermore, the
IR-enabled changes in the absorption probability of different
XUV harmonics can contribute to the continuous change of
the amplitudes of different interfering ionization channels, as
the phase of the pump and probe pulses is scanned.

Quantum interference arises when an electronic state is
coherently populated via two (or more) different quantum
pathways. For example, this can be realized with high har-
monic pulses when two electronic states are populated by the
neighboring odd harmonics, e.g., 13 ω and 15 ω, in the presence
of an IR field, as shown in Fig. 6. In the Franck-Condon region,
the state B 2�−

g is located energetically between intermediate
electronic states accessed by the 13th and 15th harmonics.
Two two-photon pathways, (i) 13 ω + ω and (ii) 15 ω − ω,
can lead to a population of the same electronic state B 2�−

g

via intermediate electronic states, for example the 3 2�u state,
and the A 2�u state shifted up by 1ω due to the presence
of the IR field in the pump arm of the experiment when
the XUV interacts with the oxygen molecule. The quantum
interference of the two pathways results in oscillations of the
ionization probability at a frequency of ∼2ω, equivalent to
the energy spacing of the coherently excited states that can
be controlled by the relative delay between the XUV pulse
and the IR fields. The amplitude of the total yield oscillation
depends on the amplitudes of the two interfering pathways.
For the case of a perfect match of the amplitudes, the IR field
can completely transfer the populations of the states excited
by the 13th and 15th harmonics to the new electronic state
with the total two-photon energy of 14ω. On the other hand,
when the quantum phase leads to a destructive interference of
the two pathways, the IR field does not influence the initial
population of the electronic states excited by the XUV pulse.
Quantifying the amplitudes of each of the interfering pathways
is far from trivial, especially in a molecule where the interplay
of the nuclear and electronic wave packets plays a significant
role.

The signal recorded in an experiment contains a convolution
of optical interference at the frequency of the driving field ω,
as well as quantum interference at the frequency 2 ω, corre-
sponding to the energy difference between the coupled states.
Since the 45-fs IR pulses of the pump and probe arm of the
experiment always overlap in our time delay interval, optical

FIG. 7. Time-dependent ion yields with respect to the pump
(XUV+IR)-probe (IR) delay. (a) Total O+

2 ion yield, (b) total O+ ion
yield. A cosine fit to the O+

2 ion yield is shown as a dashed line in (a)
and (b). A cosine fit to the O+ ion yield is shown as a solid line.

interferences cannot be separated from quantum interferences
for this period. Nevertheless, while optical interference only
appears at delays where the pump and the probe pulses overlap
in time, quantum interference instead persists beyond the
optical overlap, as long as both states are coherently excited
and both pathways to the final state are enabled by the probe.
A phase lag exists between the quantum oscillation and the
XUV pulse that depends sensitively on the photon energy. By
extracting this quantum phase between interfering electronic
wave packets, information about the shape of the electronic
potentials can be obtained [9]. In the case of a moderate to
strong electromagnetic field, the modification of the electronic
states by the IR field can be extracted from the phase, as shown
by Shivaram et al. [36]. They also demonstrated how the optical
interference of the infrared field can be used as a reference to
measure the intensity dependent quantum phase between the
oscillations of the quantum paths.

Applying the above-described technique of attosecond co-
herent control, this setup was used to manipulate the dissocia-
tion pathways of O+

2 through quantum and optical interference
of coherently excited states in the O+

2 ion by changing the
relative phase of the XUV pulse and the IR fields. The IR
field was expected to cause a population transfer of the
vibrational levels of the B 2�−

g state of O+
2 to neighboring

states or a quenching of the highest vibrational states by
suppressing the barrier to direct dissociation. As shown in the
previous static single pulse measurements (see Fig. 3), the high
momentum resolution of this technique allows for a selection
of specific electronic states or even vibrational levels by their
energies, as well as by their transition geometry (i.e., their
angular dependence), taking full advantage of the measured
3D momenta.

In contrast to the experiment by Siu et al. [12], the IR
fields are present in the pump and probe pulses of the present
experiments, producing a delay-dependent IR field intensity
change. The IR probe pulse was delayed with respect to the
XUV+IR pump pulse, which contains a broad range of photon
energies: from ω, 3ω,5ω, and 7ω, up to 25ω. In addition, the
XUV and IR fields were cross polarized, which influences the
coupling of the electronic states populated by the XUV pulse
in the presence of the IR field.

Figure 7 shows the total yield modulation of the O+
2 (a) and

O+ (b) ions with respect to the pump-probe delay for ion kinetic
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energies between 0 and 3.5 eV, averaged over all angles of
dissociation. The O+

2 yield shows an oscillation corresponding
to the period ω of the infrared field of 2.7 fs. This effect is
a manifestation of optical interference and is attributed to the
strong-field enhanced ionization by the IR field, as well as
the ionization caused by a combination of below-the-threshold
harmonics for the ionization of O+

2 (12.07 eV [25]) and the
IR field. Adding a single IR photon to the Rydberg states
populated by the below-the-threshold harmonics allows for an
ionization to the X 2�g ground state of the O+

2 ion. While these
Rydberg states can be easily ionized by the total IR field the
molecule is exposed to, at each delay step the modulation of the
total IR intensity changes the probability for the one-photon
absorption process. Thus, the time-dependent modulation of
the total O+

2 yield is an indicator of the absolute phase of
the two IR fields. The O+ ion yield, shown on the right, is
also modulated with respect to the pump-probe delay. The
oscillation, however, has a different phase with respect to the IR
field, as indicated by a black dashed line. The modulation of the
O+ ion yield indicates the presence of additional frequencies
in the signal. In the following discussion we will look at ways
to differentiate these multiple contributions.

As discussed above, specific dissociation pathways lead to
ion energies in a particular energy region. However, if multiple
dissociation channels yield fragments that overlap in energy,
a particular channel cannot be isolated by selecting a specific
ion energy.

The probability of an electronic transition (or ionization),
initiated by an XUV photon, depends on the molecular ori-
entation with respect to the polarization axis of the electric
field. For a parallel transition, no angular momentum along
the axis is transferred to the electron. For a perpendicular
transition, the transfer of angular momentum causes a different
transition probability. Therefore, the strength by which the IR
field couples two or more electronic states depends on the
molecular orientation.

By choosing O+ ions emitted at a particular angle with
respect to the polarization axis, an electronic transition cor-
responding to a particular angular momentum transfer can
be selected. This assumes that the axial recoil approximation
holds, as the ion emission direction only corresponds to the
orientation of the molecular axis at the instant of ionization
if the dissociation is faster than the rotation of the molecule.
For our ultrafast sub-10-fs transitions this is valid since any
postalignment effects should not be important [37].

Energy- and angle-resolved O+ yields are shown in Fig. 8.
The delay dependent yield of O+ ions is plotted for two different
regions of O+ ion kinetic energy, Fig. 8(a), 0.31–0.72 eV, and
Fig. 8(b), 0.72–1.4 eV. The two regions are marked as B and
C in the O+ ion energy spectrum shown in Fig. 3. The data are
further separated into O+ ions emitted along the polarization
axis of the XUV beam (red) and along the IR polarization
axis (blue), as illustrated in the two top insets, depicting the
orientation of the molecule with respect to the polarization
vectors for both orientations. The molecular axes are allowed
to deviate from a perfectly parallel orientation within a 37◦
cone in each case.

The highly differential energy and angle-selected data in
Figs. 8(a) and 8(b) exhibit statistically significant oscillations
with a varying phase relationship. We note here that the split-

FIG. 8. Time-dependent O+ ion yield from the ionization and
subsequent dissociation of oxygen molecules in the pump-probe
experiment. Pump: harmonics 3rd to 29th + IR; probe: IR. (a) O+ ion
yield with a kinetic energy of 0.31–0.72 eV (region B in Fig. 4) for ion
emission along the XUV polarization direction, perpendicular to IR
(red, triangle), and parallel to the infrared polarization axis (blue, dot),
as indicated in the schematics on top. (b) The same but for an O+ ion
kinetic-energy range of 0.72–1.4 eV (region C in Fig. 4). The yields are
averaged between adjacent bins. Colored semitransparent lines were
added to guide the eye. The oscillating O+

2 yield is represented by
a dashed black wave to reference optical interference. The presented
error bars are statistical and increase as we differentiate the data shown
in Fig. 7.

mirror interferometer is intrinsically stable for performing the
attosecond delay experiments. In the energy region shown in
Fig. 8(a), ions emitted along the IR-polarization axis (blue)
mostly follow the infrared field intensity at frequency ω. The
phase of the optical interference is presented by the dash line,
and is extracted from the total O+

2 yield, as shown in Fig. 7(a). A
different behavior is observed for the ions oriented along the
XUV-polarization axis (red). At delays of ∼2–6 fs the yield
oscillation is out of phase with respect to the IR intensity and
then again mostly in phase with the IR field after 6 fs. Both
oscillating intervals contain a higher frequency close to 2 ω,
suggesting that quantum interferences of electron wave packets
play a significant role. For the energy region shown in Fig. 8(b),
a similar behavior is observed, with a beating frequency faster
than the IR frequency that is sometimes in phase and sometimes
out of phase with the IR field.

The observed differences in the ionization yield for
molecules parallel to the XUV or parallel to the IR polarization
axes could correspond to the steering of the electronic states,
initially populated by the XUV pulse, to different electronic
states accessed by different angular momentum transfer to the
molecule in the presence of the IR pulse. As outlined above,
the angular restrictions suggest a selection of the following
transitions: (i) (red) parallel XUV transition + perpendicular
IR transition, (ii) (blue) perpendicular XUV transition +
parallel IR transition.

In the experiment using solely the XUV radiation, as shown
in Fig. 3, region (a) of Fig. 8 presents O+ ions resulting from
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the dissociation of the 3 2�u state as well as the autoionizing
O∗

2 states to the limit L3.
The 3 2�u state can be coupled by one infrared photon to the

lower B 2�−
g state in a perpendicular transition and vice versa.

A population transfer as well as quantum beating between
the two states could therefore contribute to the observed
oscillations. However, several other IR assisted transitions
could produce O+ ions in the same energy range. In the doublet
system, the dissociation of the A 2�u state could be enabled
by the infrared field via the 1 2�+

g state. In the quartet system,
a two-photon transition from b 4�−

g to 2 4�g state leads to the
dissociation to the L2 limit.

Optically allowed transitions between the A 2�u and B 2�−
g

states, as well as between the b 4�−
g and c 4�−

u states do
not seem to match the photon energy in this experiment,
or the number of photons required would lead to a parity
violation. However, transitions involving other states as well
as transitions driven by the absorption of more IR photons are
likely to contribute to the observed yield oscillations.

The oscillations at the frequency of the IR driving field ω

are a sign of intensity dependent population transfer or added
population as a result of optical interference of the infrared
field in both the pump and probe arms. Oscillations at a higher
frequency are expected to be a result of quantum interferences
between different pathways leading to dissociation. As shown
above, multiple electronic states are coherently excited by the
attosecond pulse train and various transitions are enabled by the
infrared field. Thus, quantum interference of those pathways
is expected and likely contributes to the observed oscillations.
Phase shifts with respect to the driving field could also be a
result of dynamics of the nuclei including the creation of new
dissociation pathways by the infrared field. Due to the long
IR pulse length of about 45 fs, nuclear dynamics in the bound
states should be washed out by averaging over many cycles.
However, the nuclear wave-packet motion in these states does
influence the total dissociation yield after the XUV pulse has
left; this results from the accumulated phase from the instant
of the XUV ionization to the moment of resonant coupling of
different electronic states by the IR field.

To investigate the physical origin of the oscillating O+ ion
yields of Fig. 8, we solved the time-dependent Schrödinger
equation (TDSE) under the single active electron approxima-
tion. We solved the TDSE for O2 molecules in a rectangle
box with 192 × 192 × 512 grids (and r = 0.3 a.u.) for all
the valence orbits, and project out the wave function on to
the Volkov states when the wave packet leaves the parent core
(30–50 a.u.) [38]. We choose the XUV polarization direction
as the z axis. We used an effective potential of O2 molecules
calculated from the generalized norm-conserving pseudopo-
tentials [39] with a self-interaction correction [40,41]. Using
pseudopotentials for dynamics of atoms in a strong field has
been justified in Ref. [42]. The TDSE was solved on a rectangle
box with equal space grid, which allows us to use fast Fourier
transformation (FFT). When the IR laser pulse is over, we can
obtain information on the dynamics, including the electron and
ion kinetic-energy distributions and angular distributions.

In Fig. 9, we show the theoretical results that reproduce the
main feature of the experimental data, as shown in Fig. 8:
the yields for molecular orientations parallel to the XUV
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FIG. 9. Calculations of the time-dependent O+ ion yields show
periodic oscillations for different orientations of the molecular axis
as a function of the delay between the XUV and IR pulses. In
the calculation, we used the XUV intensity of 3.5 × 1010 W/cm2.
Because of the medium field strengths and the low Z of the oxygen
target the spin-orbit approximation is valid, which allowed us to
perform a spin-averaged simulation. Dashed (red) line (corresponding
ordinate on the right): parallel orientation of the molecular axis and
the XUV polarization. Solid (blue) line (corresponding ordinate on
the left): molecular orientation parallel to the IR polarization. These
yields are averaged over all electronic states.

polarization (dashed lines) and parallel to the IR polarization
(solid lines) are out of phase. In the calculations, we were
averaging over all the electron energies and angles for a
situation where the XUV pulse is polarized along the molecular
axis (i.e., the z axis), and the IR pulse is perpendicular to the
XUV pulse (i.e., see the top insets of Fig. 8). We note here that
the theoretical treatment assumes a sudden coupling of the O2

ground state with the highly excited O+*
2 states in the Franck-

Condon region, and an additional coupling of these states by the
IR pulse. Also, we note that the calculation does not take into
account the nonequilibrium coupling of the electronic states
as a function of the internuclear distance. Nevertheless, we
observe that the yields for different orientations of the molecule
are dephased, follow a full optical cycle periodicity, and have
half-cycle modulations, as seen in the experiment and expected
for the combination of the XUV and IR fields used here.

In Fig.10, we show the computed individual contributions of
different electronic states that add to the total yield oscillations
for the two orientations of the molecular axis and the IR
and XUV fields, as shown in Fig. 9. For simplicity, we
group all the electronic states as �g (depicted in blue), �u

(depicted in red), and � states (depicted in black). Two striking
features are immediately observable. First, the � states for
both orientations of the molecular axis are oscillating with a
half-optical cycle periodicity and their yield does not change.
Second, the relative yield of the �g and �u states changes
significantly.

Furthermore, the�u states oscillate following a full-optical-
cycle periodicity, and are clearly out of phase, while the
�g states show modulations of higher frequencies. These
calculations suggest that the O+*

2 molecule dissociates through
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FIG. 10. State selective calculations of the time-dependent O+

ion yields show a periodic oscillation for different orientations of the
molecular axis as a function of the delay between the XUV and IR
pulses. (a) parallel orientation of the molecular axis and the XUV
polarization. (b) molecular orientation parallel to the IR polarization.
Black (dot-dashed) lines: � states. Blue (dashed) lines: �g states.
Red (solid) lines: �u states.

different channels as we vary the relative phase between the
XUV and IR fields.

We see two major effects caused by the IR field. First, the
total yield for different dissociation channels can be alternated
by adding a relatively weak IR field to the XUV pulse, and
second, attosecond coherent control can be added as a fine-
tuning control knob of the dissociative process. Note that the
population transfer of the electronic channels happens while
the IR pulse is present, i.e., on a femtosecond time scale,
while the predissociation process happens on a picosecond
time scale.

Even in relatively simple highly excited molecules such as
the states of O2 excited in the present experiments, electron
and nuclear wave-packet dynamics are highly correlated. To
fully unravel the complex structure of the observed oscillations,
advanced theoretical calculations are needed to disentangle
such non-Born-Oppenheimer dynamics. From the experimen-
tal point of view, IR pulses as short as 5 fs would be necessary to
better understand the role of the nuclear wave packet dynamics
during the interaction of the XUV and IR pulses with the O+

2
molecule. Such short IR pulses would help us to separate the
IR pump and probe contributions and check whether optical
and quantum interferences could be distinguished in the time
domain. In the present experiment, the wide range of possible
dynamics, as presented above, does not allow us to draw any
further conclusions on the specific transitions and phase shifts
at play. Using a multilayer XUV mirror, lower photon energies
could be selected in order to populate fewer states in the
dissociative ionization. Moreover, a coincident measurement
of the electron energy would clearly help us to better unravel
the many transitions involved. The measurements presented
here showcase the possibilities to study nuclear and electron
interaction with quantum control techniques in combination
with a momentum imaging setup.

IV. CONCLUSION

In the experiments and calculations presented in this work,
attosecond pulse trains were used to highly excite molecular
oxygen cations. The subsequent dissociation was measured
by means of high resolution 3D ion momentum imaging and
manipulated by adding an IR field. We have used the inherent
sub-optical-cycle resolution (∼170 as) of our pump-probe
delay stage to coherently control dissociative ionization pro-
cesses in oxygen molecules (O+*

2 ) by means of the attosecond
XUV frequency comb and the femtosecond infrared field. First,
we spectrally postselected the contributions from the 11th,
13th, and 15th harmonics in the momentum-space analysis to
coherently populate several bound electronic states of O+*

2 that
predissociate through nonadiabatic state coupling to multiple
dissociation limits on a picosecond time scale. Then, we used
an IR pulse to coherently switch the population of different
electronic states, thus, manipulating the dissociation process
on an attosecond time scale.

Due to the rapid dissociation processes enabled through
nonadiabatic couplings, electron wave-packet interferences are
strongly coupled with nuclear wave-packet dynamics, render-
ing theoretical calculations particularly challenging, even in
a simple linear molecule such as O2. Taking advantage of
the high-resolution 3D ion momentum imaging spectrometer
coupled with attosecond XUV pulse trains and femtosecond
IR pulses, these experiments show that electron wave-packet
interferometry involving non-Born-Oppenheimer dynamics
can be performed with high-energy resolution to identify
adjacent vibrational levels of highly excited O+*

2 ions.
We showed that the IR field, working in combination with

the XUV pulses, can be used to rearrange the distribution of the
excited electronic states, which influences how the molecule
dissociates long after the XUV and IR pulses are gone. The
results suggest that it could be beneficial to use a stronger IR
field to control the dissociation process via tunnel ionization
of the bound states during the interaction of the IR field with
the molecule. In such a case, the predissociation process would
be abruptly interrupted by the strong IR field. The signature of
such an interaction could manifest itself in a broadening of the
O+ ion energy peaks of the vibrational states, which could
be well resolved using the high-resolution 3D momentum
imaging technique.
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