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Nonlinear inelastic scattering of electrons at an optical standing wave
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We investigate higher-order nonlinear inelastic scattering of electrons at an optical standing wave formed by two
light waves with the same frequencies in vacuum. Initial conditions necessary for efficient scattering are obtained
from the semiclassical energy and momentum conservation laws for all nonlinear orders. The stationary scattering
potential in the electrons’ rest frame is derived from the perturbative solution of the classical relativistic equation
of motion for the four-photon scattering process. The amplitude of the electron velocity modulation introduced
during higher-order scattering processes is calculated numerically. The proposed inelastic interaction leads to a
periodic modulation of the electrons’ energy and longitudinal momentum at a higher harmonic frequency of the

driving light waves.
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I. INTRODUCTION

Scattering of matter waves at a free-space optical grating
formed by the periodic intensity distribution of an optical
standing wave is known as the Kapitza-Dirac effect [1]. The
interaction is driven by the ponderomotive potential arising
from the electron quiver motion in the nonuniform electromag-
netic field of the two counterpropagating light waves with field
amplitudes E cos(wt — kx) and E¢ cos(wt + kx). Depending
on the experimental conditions, the process takes place either
in the quantum coherent regime, in which coherent diffraction
peaks are observed in the particle transverse momentum [2—4],
or in the classical scattering regime [5—7]. The latter leads
to generation of two broad rainbow peaks in the particle
transverse momentum distribution [6,7].

The physics of an individual scattering event can be de-
scribed in two equivalent ways. In the particle picture, one
photon with energy /iw and momentum 47k is absorbed by the
particle while another photon with energy /i and momentum
—nk is emitted. The process is energy conserving and the
particle momentum changes by two photon recoils. In the
diffraction picture, the matter wave with de Broglie wavelength
of Agqg = h/p coherently diffracts at the periodic ponderomo-
tive potential Up = (kq*E]) (mow?) cos(2kx), where g and my
are the electric charge and mass of the particle, respectively.

The Kapitza-Dirac effect with atoms and electrons has been
studied both theoretically [8—10] and experimentally [2-6,11].
The coherent electron diffraction peaks were observed in the
Raman-Nath regime corresponding to diffraction at a thin
grating [3] and the Bragg regime corresponding to the thick
grating case [4]. The relativistic [12-15] and spin effects
[16-19] have been theoretically studied. Further, inelastic
ponderomotive scattering of electrons at an optical traveling
wave was proposed [20,21] and experimentally demonstrated
[22,23]. Due to the time-correlated energy modulation im-
printed to the electrons accelerated to ~keV energies, this
process allows the generation of attosecond electron pulse
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trains [23] while being driven by two optical waves at different
frequencies.

An alternative technique allowing energy and momentum
transfer between electron wave packets and light relies on
the inelastic scattering of electrons at optical near fields
of nano-objects with subwavelength dimensions or the field
discontinuity at thin membranes. Using this approach, both the
quantum [24-29] and the classical [30,31] inelastic scattering
regimes have been demonstrated. The subcycle electron energy
modulation was directly observed [32—-35] and applied to com-
pression of electron beams for ultrafast diffraction experiments
[34,35].

In this paper we propose a different type of inelastic
interaction leading to a time-dependent energy modulation of
subrelativistic electrons. The interaction is based on higher-
order nonlinear components of the electron quiver motion in
electromagnetic fields of a high-intensity optical standing wave
beyond the dipole approximation. A similar effect was already
theoretically considered for elastic electron scattering at two
counterpropagating light waves at different frequencies [36].
For the energy conserving processes with Nw; = Lw, (w; and
w, are frequencies of the two counterpropagating light waves;
N, L are positive integer numbers), there exists a periodic
stationary potential, which is either velocity dependent (odd
number of photons involved in the scattering, w; = 2w;) or
velocity independent (even number of photons, w; = 3w»)
[36]. The diffraction of the electrons occurs for angles of
incidence 6 fulfilling the Bragg condition 2d sinf = Agp,
where d is the spatial period of the stationary potential. The
same condition is obtained from the energy and momentum
conservation laws for the process, in which the electron absorbs
N photons from one wave and emits L photons to the second
wave. Due to the opposite directions of momenta k; and kj of
the two driving light fields, the electron transverse momentum
changes by Nk; — Lk, .

II. THEORY

In our proposed scheme, the electrons propagating along
the x axis with velocity v; = (v,,0,0) inelastically scatter at an

©2018 American Physical Society
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FIG. 1. (a) Dispersion relations of an electron (black curve) and
a photon (red curve) in vacuum. The insets show three-photon (upper
inset) and four-photon (lower inset) scattering processes, which
conserve both momentum and energy. (b) Experimental geometry of
the proposed nonlinear scattering, in which the electron copropagates
with one of the two counterpropagating light waves with wave vectors
k1 = (k,0,0) = —k, and frequency w. (c) Generalized geometry,
where the two light waves are incident under the angles o and 8
with respect to the electron propagation direction.

optical standing wave formed by two counterpropagating opti-
cal waves with wave vectors k1 = (k,0,0) = —k; oscillating at
the same frequency w [Fig. 1(b)]. The semiclassical relativistic
energy and momentum conservation laws are fulfilled for
higher-order scattering processes involving absorption and
emission of more than two photons [see the photon and electron
dispersion relations in Fig. 1(a)]. Because the momenta of all
interacting particles are parallel, only the longitudinal electron
momentum component p, changes. For the case where N
photons are absorbed and L photons are emitted we can write

AE = (yr — yi)moc® = (N — L)ho, (1)
ho
Ap, = yrmovr — yimov; = (N + L)T' )

Here AE is the change of the electron energy, Ap, is the
change of the longitudinal electron momentum, c is the speed
of light, and y¢; = (1 — v}, /c*)~"/* are the relativistic Lorentz
factors corresponding to the final and initial electron velocities
v and v;. Equations (1) and (2) are solved to obtain the
initial electron velocity v;. When the condition /e /(moc?) <
(yi2 — 1) is met (with a common photon energy /iw = 1.5¢eV,
this condition gives v; > 1.7 x 1073¢), the result can be
simplified to

N-—-L
. 3)

N+ L
The electron propagation (group) velocity corresponds to
the derivative of the dispersion relation shown in Fig. 1(a).

Vi =¢

The energy and momentum are conserved for multiphoton
processes, in which N > L and L > 0. Because AE and Ap,
are small, the derivative can be directly obtained by dividing
the energy change AE o« (N — L) by the momentum change
Apy < (N + L) . The result of Eq. (3) is visualized using the
diagrams in the insets of Fig. 1(a) for three- and four-photon
scattering processes.

The initial electron velocity v; fulfilling the conservation
laws can be further adjusted by the experimental geometry,
similar to the nonparallel two-photon case [22]. For the
electron beam propagating along the x axis interacting with
two light waves at a single frequency w with wave vectors k1 =
(k cos a,k sin «t,0) and k» = (k cos B,k sin 8,0) [Fig. 1(c)], the
momentum conservation changes to

Nhow . Lhw
sino —

Ap, = sing =0, 4)

c
Nhw

Lhw
Ap; = yrmovr — yimovi = cosa — ——cos B. (5)
c

For a given set of initial conditions (v;, N, L), the solution
of Eqgs. (1), (4), and (5) defines the angles « and S, for which
only the longitudinal component p, of the electron momentum
changes:

NZ —[?— A?
COSﬁ=T, (6)
L N2 — L2 — A2\?
sing = —, /1 - ——— | , @)
Wi ()
2 N — L)h 2
A=} DI
how moc?
. (N—L)
- ®)

The detailed derivation of Egs. (3), (6), (7), and (8) is shown
in Appendix A.

The minimum initial electron velocity for the particular
set of N and L is given by Eq. (3) and corresponds to
o = 0and B = m. Further generalization of the scheme can be
performed using different frequencies of the two light fields
used to generate the scattering potential or by using more than
two light waves interacting with the electron. For each case,
the relativistic conservation laws can be used to obtain the
necessary angles and frequencies of all beams.

Up to now we discussed the nonlinear scattering processes
only from the point of view of energy and momentum con-
servation. In the following we derive the classical scattering
potential for the four-photon process in the simplest geometry
shown in Fig. 1(b). The initial electron velocity obtained from
Eq. (3)isv; = ¢/2. Asshown in [36], the classical and quantum
mechanical derivations of the scattering potential give the same
result in the limit of nonrelativistic field amplitude (normalized
amplitude a = eE /(mocw) K 1, where e is electron charge)
and nonrelativistic electron velocity (v < c¢). In our analysis
we still assume nonrelativistic field amplitudes. However,
relatively high electron velocity before the interaction requires
relativistic correction of the classical scattering potential. For
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this reason we solve the relativistic equation of motion with
the Lorenz force in the laboratory frame:

d
E(Vmov) =q(E +v x B). 9

The electric and magnetic fields of the two counterprop-
agating plane waves are polarized along the z and y axes,
respectively, and have different electric amplitudes E; and E;:

E, = Ecos(wt — kx) + E; cos(wt + kx), (10)

E, E>
Bv - — COS(Cl)t — k_x) + — COS(C()I + kx) (11)
) c I

The dynamics occurs only in the x-z plane. The initial
conditions for electron coordinates are z(0) = 0,z(0) = 0, and
x(0) = v3,x(0) = x;. The equation of motion is solved using
perturbation theory. The electron motion is separated to two
components x = xg + x¢ (similar for z) [36]. The fast compo-
nent x¢ oscillates at frequency w and its harmonics, whereas
the slow component x; represents a motion time averaged
over the optical period. This approach can be applied when
the amplitude of x; is much smaller than the wavelength A =
2mc/w. Inthat case, the first-order term of the Taylor expansion
of the fields E(x,t) =~ E(xs,t) + x¢[d E(xs,t)/dxs] (same for
B,) can be used to obtain different perturbation orders of x;.
Further, we assume that x; does not change significantly over
one period of the two driving waves T = 2x /w. The relativistic
correction to the perturbative series of Eq. (9) is obtained from
the expansion of the time derivative of the x and z components
of electron momentum in the approximation of a small relative
change of the electron velocity Av/v < 1:

d N 3V} .
Z(yim)x)z yic—2+yi moX, (12)

d N .
77 (Ymo2) = yimoZ. 13)

Here all the terms containing Av (x¢ and z¢ and their second
powers) are neglected. The two coupled equations of motion
in this approximation can be written as

.. . dB,(xs,t
X = +{—z|:3y(xs,t) —l—xf%] }, (14)
(Vfc—'z + J/i)mo s

{ [Ez(xs,t) + xf—dE;(;s’t)}

dBy(xs,t):| }

q
Yimo

7=

s (15)

+x |:By(xs,t) + x¢

Equations (14) and (15) are solved by perturbative expan-
sion in powers of the field (for details see Appendix B). The
zeroth-order perturbation terms lead to electron motion along
the z axis (polarization of the electric field) as the force in the
x direction vanishes due to the initial condition z(0) = 0. The
solution of the first-order perturbation yields terms mixing the
driving frequency w with the frequencies of the two waves in
the electron rest frame (1 — vi/c)w and (1 + v;/c)w. These
come from inserting xg = vijt + x; into Eqgs. (10) and (11).
The classical stationary ponderomotive force is obtained in

the limit v; — 0. For the initial condition corresponding to
the four-photon scattering process (v; = c¢/2), there is no
stationary component of the potential acting on the electrons
in the first perturbation order. The stationary terms only appear
in the second perturbation order, where we get the solution for
acceleration along the x axis:
4153
i= 9 EiE sin(4kx;). (16)
moc @ (5 +vi)yi

The resulting stationary force is a periodic function of the
initial electron position x; with the spatial period of A /4. The
energy and longitudinal momentum modulation thus occur
at frequency 2w in agreement with the semiclassical picture,
where the expected frequency for the four-photon process is
given by 3w—w. The strength of the interaction depends on the
fields of the two waves as o E; E, corresponding to a process in
which three photons are absorbed from the first wave while one
photon is emitted to the second wave. A similar analysis can
be done for the three-photon process with the initial electron
velocity v; = ¢/3. All the third-order stationary terms o E? E,
vanish in this case because the structure of Egs. (14) and (15)
leads to terms X even in powers of E| , and Z odd in powers of
E| »>. The only nonvanishing term is xE ‘fE% cos(6kx;) coming
from the third-order perturbation. This is in agreement with the
stationary force in the case of the three-photon process derived
in [36], which has two components, <z E} E» and o« E} E5. The
first term vanishes in our case because z(0) = 0.

III. RESULTS AND DISCUSSION

The velocity modulation amplitudes for different nonlinear
scattering orders are obtained from a numerical solution
of the relativistic equation of motion [Eq. (9)] using the
fifth-order Runge-Kutta algorithm. In the simulations, the
field of each wave is multiplied by a Gaussian temporal
envelope f1(x,t) = exp[—2In2(t F x/c)? /t?]. The resulting
maximum velocity modulation Avp,y/c is plotted in Fig. 2(a)
as a function of the initial electron velocity v;. The simula-
tion parameters are A = 800 nm, T = 200fs, E; = E, =2 X
101! V/m (normalized field amplitude a = 0.05, 1 = 5.3 x
105 W/cm?, black curve), and E; = E, =5 x 101 V/m
(@ =0.12, I =3.3 x 10'W/cm?, red curve). The resulting
peaks correspond to the initial electron velocities obtained
using Eq. (3) for different numbers of absorbed and emitted
photons N and L. With increasing field amplitudes, higher-
order nonlinear processes become accessible. The saturation
of the central peak of the red curve is caused by a significant
change of the electrons’ velocity already during the interaction
leading to a more complicated electron dynamics (phase
slippage between the electron and the stationary potential,
electron channeling, etc.).

The dependence of the amplitude of the electron velocity
modulation after the inelastic scattering on the amplitudes E
and E; was studied for three- [2w—w, Fig. 2(b)], four- [3w—w,
Fig. 2(c)], and six-photon [Sw—w, Fig. 2(d)] processes. Nu-
merical results correspond well to the analytical perturbative
solution of the equation of motion.

Because of the strong dependence of the longitudinal force
on the initial electron velocity v;, the proposed nonlinear
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FIG. 2. (a) Amplitude of the velocity modulation Avp,, after the
interaction of electrons with the optical standing wave obtained from
the numerical solution of Eq. (9) as a function of the initial electron
velocity v;. Calculations were performed with field amplitudes E, =
E>; =2 x 10" V/m (black curve) and E, = E;, =5 x 10" V/m
(red curve). Different nonlinear orders are labeled for three-photon
(2w—w), four-photon (3w—w), and six-photon (Sw—w) processes.
(b—d) Dependence of the final electron velocity modulation on the field
amplitudes E; (E; =1 x 10" V/m) and E, (E;, =1 x 10" V/m)
of the two counterpropagating waves obtained from numerical so-
lution of Eq. (4) for three-, four-, and six-photon processes.

scattering scheme is not well suited for electron acceleration.
Furthermore, the scattering efficiency at relativistic electron
energies decreases rapidly with increasing y . For these reasons,
the most promising applications are quantum manipulation
with free electrons accelerated to moderate energies and
attosecond electron compression for ultrafast diffraction and
microscopy experiments. In the latter, the high-frequency time-
correlated energy modulation obtained during the interaction
leads to ballistic compression due to dispersive propagation
of the electrons in vacuum [20-23,25,29,34]. A small relative
change of the electron’s velocity Av/v; < 1 during the interac-
tion allows us to describe the scattering process in the impulse
approximation. For the four-photon process, the change of the
electron velocity as a function of the initial position calculated
from Eq. (16) can be written as

Av(x;) = / F7 (o) fo(xs, Didt
q*E}E;

=/ fzr i sin(dkx,).  (17)
6In2 " micde’ (% + yi)y}

The result of Eq. (17) is compared with numerical simu-
lations in Fig. 3(a) for the set of electrons with uniform dis-
tribution of initial positions x; € {—A/2,A/2}. The introduced
energy modulation with amplitude of AE,,,x ~ 7eV leads to
a temporal focus after a propagation distance of x ~ 1 mm.

The minimum duration of individual electron pulses from the
pulse train limited by the Heisenberg uncertainty principle is
in this case Te min &~ 100 as [37].

So far, the laser pulses are still treated as plane waves.
However, for the experimental observation of the higher-order
nonlinear scattering processes, the effects related to the finite
size of the laser beams need to be taken into account. To reach
the required field amplitude of E ~ 10'! V/m with pulse ener-
giesof W < 1 mJ, the laser beams have to be focused to a small
transverse size w < 10 um. The electrons thus experience a
nonstationary ponderomotive force depending on the intensity
gradient in the laser focus. The ponderomotive kick to the
electrons coming from the rising and the falling edges of the
light intensity distribution do not cancel out for short pulses
due to the temporal dependence of the light intensity. For small
focal sizes (w < 10A), the nonlinear scattering contribution to
the final electron velocity modulation is combined with the
slow ponderomotive modulation due to the intensity gradient
in the two laser foci. This is shown in Fig. 3(b), where the
interaction of the electrons with the standing wave formed by
two Gaussian beams focused to 1/e transverse radii of wy =
5 um is numerically simulated. The ponderomotive force
manifests itself in the slope of the center of the final electron
velocity modulation [dashed curve in Fig. 3(b)]. Because of the
small focal size of the laser beams leading to a large divergence
angle, paraxial approximation is not sufficient for description
of the fields in the focal region. Instead, the fields are calculated
using the angular spectrum representation of plane waves [38].
The full solution is expanded in powers of ¢ = 1 /(kwy) and the
first-order correction is used.

The classical scattering theory provides a good approxima-
tion for calculating the electron spectra after the interaction
for a large energy modulation A E . > ho. If this condition
is not met, the interaction has to be described using quantum
theory. As shown in [37], the evolution of the quantum state of
the electrons after scattering does not depend on the physical
origin of the sinusoidal energy modulation. The Schrédinger
equation with the scattering potential obtained from Eq. (16)
can be solved using the Crank-Nicolson algorithm in the
electron’s rest frame. The final energy modulation will contain
peaks spaced by (N — L)iw from the peak at the initial
energy. The short period of the energy modulation allows us
to study coherent processes (such as reported in [25,27,29])
using electron beams with a lower degree of longitudinal
coherence.

There are several benefits of the proposed scheme compared
to other techniques allowing ultrafast control of energy and
longitudinal momentum of freely propagating electrons. The
techniques based on optical near fields [24-27,29-33] or light
field discontinuity at thin dielectric or metallic films [28,34,35]
both require a nanostructure being illuminated by a pulsed
laser beam. The interaction strength is limited due to the
laser damage threshold of the nanostructure. This is not the
case in vacuum schemes ([20-23], this paper), where the
scattering rate is only limited by the available laser power
and ultimately by relativistic effects. The scattering rate of the
electrons interacting with optical near fields decays with the
distance from the surface on subwavelength scales, virtually
limiting the interaction to strongly focused electron beams.
Moreover, the longitudinal momentum modulation of the
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FIG. 3. (a) Electron velocity modulation Av after the four-photon inelastic scattering. Analytical results obtained from Eq. (17) (curve)
are compared to the numerical solution of Eq. (9) (points). Simulation parameters: A = 800nm, t = 50fs, E; = E; = 1 x 10'' V/m, plane
wave. (b) Numerical simulation including the finite size of the laser beams. Parameters: A = 800nm, t = 50fs, E; = E, = 2.5 x 10" V/m,

wo = 5 um leading to the individual pulse energy of W =
due to ponderomotive interaction.

electrons after the near-field interaction is accompanied by the
transverse momentum modulation phase shifted by /2. The
transverse momentum kick can be fully avoided when using
thin films, but only for experimental configuration producing
tilted attosecond electron pulses [35]. These factors limit the
potential applications of both of these techniques.

In contrast, the nonlinear inelastic scattering at an optical
standing wave proposed in this paper offers purely longitudinal
momentum transfer homogeneous over the transverse profile of
the electron beam leading to a formation of a train of nontilted
attosecond electron pulses. The maximum transverse size of
the electron beam is limited by the transverse dimensions
of the laser beams generating the standing wave and the
ponderomotive effects due to the spatial distribution of light
intensity. The experimental setup using an optical standing
wave is less complex than for the ponderomotive electron
scattering at an optical traveling wave, where two laser pulses
at different frequencies have to be used [20-23].

IV. CONCLUSIONS

In summary, we propose and theoretically investigate a
nonlinear inelastic interaction between freely propagating
electrons and an optical standing wave. The perturbative
analytical solution of the classical relativistic equation of

J

APPENDIX A:

173 J. The dashed curve indicates the shift of the center of the energy modulation

motion leads to a stationary potential in the electron’s rest
frame. After the interaction, the electron energy is modulated
at a harmonic frequency of the driving field. The effect
can be observed with subrelativistic field amplitudes achiev-
able with currently available femtosecond lasers, allowing
its implementation for ultrafast coherent control of electron
beams. Further, as experimentally shown for atoms [2,7] and
molecules [39,40], the ponderomotive interaction between
an optical standing wave and propagating particles can be
enhanced by the presence of electronic resonances or by the
molecular polarizability. Similar enhancement can be expected
as well for the proposed nonlinear inelastic scattering of atoms
and molecules and may enable manipulation with the kinetic
energy of neutral particles on subfemtosecond timescales by
this technique.
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ENERGY AND MOMENTUM CONSERVATION

In this section we show the derivation of Egs. (3)—(8) from the semiclassical energy and momentum conservation laws. To
solve Egs. (1) and (2) for the case « = 0 and § = 7, we first express the velocity v; ¢ as a function of the Lorentz factor y; ¢ as

Vit = cm From Eq. (1) we get

(N - Dho
o I’l’l()C2

+ ¥i. (Al)
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Inserting these two relations into Eq. (2) leads to Eq. (3):

N + L)k N — L)h :
W+ Do \/[ﬂw} [
¢ moc
2(N — L)hwy; 2(N — L)hwy;
moc (—Za)y—l—yf—l—,/yiz—l =mocy/y? — 1 %—i—l—l
moc moc (yi — 1)

sy (N = Dhoys (N - Loy _ (N — Dho
0Cy/ Vi .

mocz(yi2 — 1) ¢ /yiz 1 v

In Eq. (A2) we assume that fiw/(moc?) < (yi2 — 1). This assumption allows us to use the first-order terms of the Taylor

% [both (N — L) and y; are of the order of unity]. For a general choice of angles « and 8, the energy and

momentum conservation is expressed by Egs. (4) and (5), from where we obtain

(A2)

expansion in

L
ina = — sin B, A3
sin o« N sin 8 (A3)

L.\ moc® | [ (N — L)hw g . . (N—L)
N1 —(=sing) —Lcosp = +yi| 1= yE -1t = — T = A, (A4)
N hw moc? Vi
L 2
N 1—<Nsinﬁ> = A+ Lcosp, (AS5)
L 2
N2|:1 - (ﬁ sin ,3) } = N?— L>+ L%cos’B = A% + AL cos B + L*cos’B. (A6)

Equation (A6) directly leads to Eq. (6). Equation (7) is obtained from Eqgs. (A3) and (A6).

APPENDIX B: STATIONARY FORCE COMPONENT FOR FOUR-PHOTON SCATTERING PROCESS

The stationary longitudinal force for the four-photon process given by Eq. (16) is derived from Eqgs. (14) and (15) using the
conditions for the initial electron velocity obtained from Eq. (3). The slow component of the electron motion x5 = ct/2 + x; is
inserted into the formulas defining the fields (transformation of the fields to the electron’s rest frame). Starting from the zeroth-order
perturbation and using Eqgs. (10) and (11), which define the electric and magnetic fields of the two counterpropagating laser beams,
we get

@ =0, (B1)

E t 3E 3wt
70 = L[Ez(xs,l) + %sBy(x5,1)] = 4 JEos (2 = kxi ) + =2 cos il kxi)t. (B2)
Yimo : Yimo 2 2 2 2

By time integration of Eq. (B2) we obtain the z component of the electron velocity:

t 3wt
20— 9V Esin (2 —kx ) + Exsin | = +kx ) |- (B3)
Yimow 2 2
The first-order perturbation theory gives
i =——F1 ;OB (x,1) = —;#[El sin (4 — kx;) + E» sin (% + kxi)]
(T‘+Vi)m0 Vi(T'JrVi)m(Z)w ,
X [—% cos (%t - kxi) + % cos (% + kxi)] = 3‘1—{E12 sin(wt — 2kx;) (B4)

Yi 2
2yi ) +yi)m0wc
+ E| E>[2 sin (ot + 2kx;)] — E% sin Bwt + kai)},

2 E2
= 3 4 ; {_E12 cos (wt — 2kxi) — E1E3[2 cos (wt + 2kx;)] + ?2 cos Bwt + 2kxi)}, (BS)
2Vi(T' + yi)moa)zc
q2 E2
x = . {-E% sin (wt — 2kx;) — E1 E2[2sin (of + 2kx;)] + ?2 sin Bt + 2kxi)}. (B6)
(4 + yi)miwic
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Using the results of Egs. (B5) and (B6) we can continue to the first-order perturbation in coordinate z. We first write Eq. (15)
for z(:
1 dE (xs,t)

2(1) g | {[Ez(x57t)+xf
Yilmo dxg

dB,(xs,t
R T ey
dxg

dBy(xs,1)
1) y\As
i +

S

dE.(x,t . .
{ [Ez(xs,t) + xé”%} + s By (Xs,1) + dox}

Xs

%V By (x5,1) + O(ES)}
Yilo
q’ E3
v o {—Ef sin (wt — 2kx;) — E{ E>[2 sin (ot + 2kx;)] + 3 sin Bwt + 2kxi)}
2y; (7‘ + yi)mow c

. (ot . (3wt
x | E} sin ?—kxi — E,sin T+kxi

+1 q3
2620V N3 2.0
Zyi(4 +y,)m0a) c

. [ ot . (3wt
x | —E; sin 5~ kx; | — E» sin - + kx;

3 E2
- 9 {—E% cos (wt — 2kx;) — Ej Ea[2 cos (wt + 2kx;)] + —= cos Bt + 2kxi)}
2725 + pmiere? 3

wt 3wt
x | —E; cos T_kxi + E> cos T—f-kxi . (B7)

Here we neglected the term fcél)xél)%,

stationary force component ¥® and neglect all other terms. Multiplication of trigonometric functions in Eq. (B7) leads to terms
with phases given by a + b, where a and b are the initial phases. Because in the next perturbation order, z\") is multiplied by
the magnetic field B, = [—% cos(‘%’ — kx;) + % cos(% + kx;)], a stationary component in the second-order perturbation is

=70+

E2
—E?sin (ot — 2kx;) — E1 E»[2 sin (ot + 2kx;)] + ?2 sin Bot + kai)}

which depends on E°. Further, we investigate which terms can contribute to the

possible only for terms containing “’7’ + nkxg ors% + mkxy, where n # —1,n € Z (Z is an integer number) and m # 1,n € Z.
The terms with n = —1 and m = 1 will cancel out in ¥, because sin(a — b) = sin(0) = 0 and sin(a + b) will contain an

oscillatory part dependent on wt. All terms containing lw?, where [ € Z, will cancel out after time averaging over the time period
of the field T = %’ When we write only the terms, which lead to nonzero stationary components of ¥?, we get

3 3wt t
0 =704 1 [Ef cos <i - 3kxi> + E2E, cos <w— + Skxi>
43 (4 ymic 2 2
t 1 3wt 1 t t
— 2EfE2 cos (% + 3kxi> — EE? cos (% — 3kxi) + EEIZEZ cos <% + 3kxi> + E12E2 cos (% + 3kxi>

3wt t t
+ E13 cos (% — 3kxi> — E,zEz cos <% + 3kxi> + 2E,2E2 cos (% + 3kxi>:|

-(0) q3 3 3 3wt 3 > wt
=794 < —Ejcos| — —3kxi | + E{Eycos | — + 3kx; ) |, (B8)
4V12(VT + yi)mngcz 2 2 2 2
3 3wt t
20— 30 4 [Ef sin (i - 3kxi> +3E2E, sin (“’— + 3kxi>i|
4)/?(%‘ + yi)mgaﬁcz 2 2
=20 150, (BY)

Now we use the result of Eq. (B9) for the final calculation of ¥®:

dB,(xs,t
=1 {—Z(])[By(xs,t)+xél)—y(xs ):|}

Yimo dxs
. dB,(xg,t
= [—Z“”By(xs,n—zé”Bym,r)—z“”xé“—” =0, 0<E6>}
Yimg dxs
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4

3wt t
= 50— - [Ef sin <i - 3kxi> + 3E2E, sin (‘”— + 3kxi):|
4+ ymiore 2 :
wt 3wt
x | —E; cos > —kx; ) + E; cos T—i—kxi

4
t 3wt
— 3 9 |:E1 sin (% — kxi) + E, sin (% + kxi)]
277 (% + vi)mie’c?

E2
X {—Elz sin (wt — 2kx;) — E| E>[2 sin (wt + 2kx;)] + ?2 sin Bwt + 2kxi)}

. [ ot . (3wt
x | —Ej sin T_kxi — E;sin T+kxi .

(B10)

All the terms dependent on powers of E| ; higher than 4 were neglected in Eq. (B10). When we apply the summation rules
for trigonometric functions and perform time averaging over the field period, we directly obtain Eq. (16):

_ fOT X(t)dt _

q*E}E>

sin(4kx;). (B11)

{(¥)r T

mic3wod (G + y,)vi
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