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It is well established that different electronic channels, in resonant inelastic x-ray scattering (RIXS), display
different polarization dependences due to different orientations of their corresponding transition dipole moments
in the molecular frame. However, this effect does not influence the vibrational progression in the Franck-Condon
approximation. We have found that the transition dipole moments of core excitation and deexcitation experience
ultrafast rotation during dissociation in the intermediate core-excited state. This rotation makes the vibrational
progression in RIXS sensitive to the polarization of the x-ray photons. We study the water molecule, in which the
effect is expressed in RIXS through the dissociative core-excited state where the vibrational scattering anisotropy
is accompanied also by violation of parity selection rules for the vibrations.
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I. INTRODUCTION

Modern molecular spectroscopy relies on two key ideas,
the Born-Oppenheimer (BO) approximation and the Franck-
Condon (FC) principle. The BO approximation allows for the
electronic and nuclear degrees of freedom to be decoupled.
The FC principle stems from a similar argument and is based
on the assumption that heavy nuclei have no time to leave
the equilibrium during fast electron transitions. More strictly,
the FC principle implies that the dependence of the transition
dipole moment on the nuclear degrees of freedom is weak
in the vicinity of the vertical transition. For this reason, the
dependence can usually be neglected. However, it can be very
important when the molecule is core excited to a dissociative
state and the nuclear wave packet propagates far away from
equilibrium. This is the case, for example, in the resonant in-
elastic x-ray Scattering (RIXS) of water molecules core excited
to the |1a−1

1 4a1
1〉 dissociative state [1,2]. One could expect that

this geometry dependence of the dipole moment would only
matter for the intensity of the so-called atomiclike peak [2–6]
formed in the region of dissociation far away from equilibrium.
However, for the showcase water molecule presented here
this dependence is prominent also for RIXS transitions which
populate the low-lying vibrational states, corresponding to
small deviation from equilibrium. We show that the transition
dipole moment experiences ultrafast rotation in the course of
the dissociation in the core-excited state. This rotation results
in a different polarization dependence at different vibrational
resonances. One should mention that vibrational scattering
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anisotropy has been observed earlier in RIXS of the oxygen
molecule [7], in which it is caused by interference between
resonant and nonresonant scattering channels. The interference
of direct ionization and resonant Auger scattering channels also
makes the vibrational progression in resonant Auger spectra
sensitive to the scattering angle [8–11].

We consider here the RIXS channel of H2O which induces
scattering through the dissociative |1a−1

1 4a1
1〉 state into the

electronic ground state. It has been previously shown [2,12,13]
that this RIXS channel is weakly affected by the bending
mode and it is well described by considering only the coupled
dynamics of the OH stretching modes. We use here the same
approximation and label the ground-state vibrational levels of
water |ns, na〉 by quantum numbers of symmetric (ns) and
antisymmetric (na) stretching modes. It is relevant to note
that the close-lying vibrational states are clustered in groups,
characterized by the group number n = ns + na [14]. Current
RIXS spectroscopy, being unable to resolve the fine structure
inside of each group, displays only compound peaks which we
denote by n.

In our previous studies of the RIXS of H2O, we have
neglected the dependence of the transition dipole moment of
core excitation dc0(R) on the nuclear coordinates R. However,
Fig. 1 shows that this dependence is strong in the case of
core excitation to a dissociative state |1a−1

1 4a1
1〉. This figure

displays the y and z components of dc0(R) where the y axis lies
along the antisymmetric coordinate and the z axis is oriented
along the molecular symmetry axis. The most prominent
dependence is seen for d

(y)
c0 (R) which contrary to d

(z)
c0 (R) is an

antisymmetric function of y. As one can see from Fig. 2, this
antisymmetry means opposite rotation of the transition dipole
moment in the course of coherent dissociation along two path-
ways [2,12,13]: H(1)O − − − −H(2) and H(2)O − − − −H(1).
Here it is important to notice that the C2v symmetry of the
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FIG. 1. Surfaces of the components of the transition dipole moment dc0 as functions of the bond lengths R1 and R2. Panel (a) displays the
antisymmetric y component while panel (b) shows the symmetric z component.

system is preserved in quantum mechanics contrary to classical
mechanics where the dissociation selects only one path and
breaks the symmetry. Because the symmetry is not broken in
the course of dissociation, the RIXS process obeys the selection
rules [15]. The immediate consequence of the antisymmetric
dependence of d

(y)
c0 (R) is the opening of the symmetry for-

bidden RIXS channel to antisymmetric vibrational states with
odd quantum numbers |00〉 → |nsna〉, na = 2m + 1. The R
dependence of the transition dipole moment is also associated
with another physical effect. Namely, one can expect different
polarization dependences of the RIXS resonances related to
even and odd antisymmetric stretching states because they are
populated by the orthogonal z and y components of d0c(R),
respectively.
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FIG. 2. Schematic picture of opposite rotation of the transition
dipole moment in the course of coherent dissociation along different
pathways. The green color map displays the potential-energy surface
of the dissociative |O1s−14a1

1〉 core-excited state as a function of the
bond lengths R1 and R2. The transition dipole moment dc0 is shown
by the orange arrows.

II. ROTATION OF THE TRANSITION DIPOLE MOMENT
IN THE COURSE OF DISSOCIATION

Core excitation to the |1s−1
O 4a1

1〉 dissociative state results
in ultrafast fragmentation of the water molecule. Due to
the molecular symmetry, the nuclear wave packet propagates
coherently along two indistinguishable pathways [2]

ω + HOH →
{

HO + H
H + OH (1)

following the two valleys of the core-excited potential energy
surface (PES) (see Fig. 2). Let us first consider the dissociation
along one pathway, where the symmetry is broken. At the
ground-state equilibrium geometry only the z component of the
transition dipole moment is nonzero in the molecular frame.
The y component starts to grow with elongation of one of the
bonds. The physical reason for the rotation of the transition
dipole moment d0c is the symmetry breaking in the course of
the elongation of one bond. The breaking of another OH bond
results in an opposite rotation of the transition dipole moments
and, hence, opposite sign of d

(y)
c0 (see Figs. 1 and 2).

To get insight into the microscopic mechanism of the
rotation of the transition dipole moment we consider the
evolution of the electronic wave functions in the course
of the dissociation. We focus on the highest occupied and
lowest unoccupied molecular orbitals (HOMOs and LUMOs,
respectively) at equilibrium, Req = 1.81 a.u. (see upper panels
in Fig. 3) and compare them to the adiabatically related
wave functions in the asymptotic region, R = 6 a.u. Due to
degeneracy, the associated 3a1 and 4a1 orbitals are equally
populated in the asymptotic region, and the ground-state wave
function, according to our simulations, is

�GS(R = ∞) = 1√
2

(∣∣∣∣3a2
14a0

1

∣∣∣∣ − ∣∣∣∣3a0
14a2

1

∣∣∣∣)

= 1√
2

[3a1(1)3a1(2)−4a1(1)4a1(2)]χS (1, 2).

(2)

Here || · · · || is the Slater determinant, α and β are the spin func-
tions, and χS = [α(1)β(2) − β(1)α(2)]/

√
(2) is the singlet
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Ground State

FIG. 3. Natural orbitals involved in the dissociation of the OH
bond. The orbitals are extracted from the multielectronic RASSCF
wave functions of the ground state and the |O1s−14a1〉 core-excited
state. The upper row displays the 3a1 and 4a1 orbitals at equilib-
rium geometry R1 = R2 = Req = 1.81 a.u. while the bottom row
shows the same in the region of dissociation R1 = Req = 1.81 a.u.,
R2 = 6 a.u.

spin function. To avoid unnecessarily cumbersome notations,
we keep the orbital assignment 3a1 and 4a1 of the C2v point
group in spite of the fact that the symmetry is broken along
the selected dissociation channel. Calculations show that the
orbitals in the asymptotic limit have equal contributions from
the atomic orbitals 2p

(O)
z′ and 1s (H) (Fig. 3):

4a1

3a′
1

}
= 1√

2

[
2p

(O)
z′ ± 1s (H)

]
, (3)

where the z′ axis is perpendicular to the intact OH bond (see
Fig. 3). Substitution of this equation into (2) gives the following
asymptote for �GS, expressed in singly occupied molecular
orbitals (SOMOs):

�GS(R = ∞) = 1√
2

(∣∣∣∣1s (O)α1s (O)β · · · 2p
(O)
z′ α1s (H)β

∣∣∣∣
− ∣∣∣∣1s (O)α1s (O)β · · · 2p

(O)
z′ β1s (H)α

∣∣∣∣). (4)

Let us turn to the wave function of the core-excited state
�CE. At equilibrium geometry, the core excitation populates
the former LUMO 4a1, and the HOMO 3a1 remains doubly
occupied. In the asymptotic region (R = ∞) in contrast to the
ground state, the HOMO and the SOMO in the core-excited
state are fully localized on the oxygen or dissociated hydrogen
atoms, respectively (Fig. 3):

3a1 = 2p
(O)
z′ , 4a1 = 1s (H1 ). (5)

Thus the asymptote of the core-excited singlet wave function
reads

�CE(R = ∞) = 1√
2

(∣∣∣∣1s (O)α · · · 2p
(O)
z′ α2p

(O)
z′ β1s (H1 )β

∣∣∣∣
−∣∣∣∣1s (O)β · · · 2p

(O)
z′ α2p

(O)
z′ β1s (H1 )α

∣∣∣∣). (6)

Therefore the transition dipole moment dc0 = 〈�CE|d|�GS〉 ≈
〈|1s (O)|r|2p

(O)
z′ 〉 at R = ∞ has only a z′ component. Thus dc0

rotates in the course of dissociation from the z direction at
R = Req to the z′ direction at R = ∞ as shown schematically
in Fig. 2. The opposite rotation of dc0 in the left and right
half planes with respect to the z axis (Fig. 2) explains the
antisymmetry of d

(y)
c0 (Fig. 1).

Theory of RIXS including rotation of the transition dipole moment

Here we outline the theory of RIXS which takes into account
the rotation of the transition dipole moments for randomly
oriented molecules. To carry out the averaging over molecular
orientations let us remind ourselves that the scattering process
to the final state f is defined by the scalar products of the
polarization vectors e and e′ with the transition dipole moments
of core excitation dc0 = dc0(R) and decay df c = df c(R),
respectively:

(e · dc0) =
∑

i

eid
(i)
c0 , (e′ · df c ) =

∑
k

e′
kd

(k)
f c . (7)

Instead of averaging over molecular orientations, we fix the
molecular frame and perform an averaging over the worienta-
tions of polarization vectors. Equation (7) allows us to get the
following expression for the RIXS cross-section [15,16]:

σ (ω′, ω, θ ) =
∑
ijkl

eiej e
′
ke

′
l σjlki ,

σjlki =
∑
νf

(
F

lj

νf 0

)†
Fki

νf 0 �(ε,�f )

=
∑
νf

〈�lj (0)|νf 〉〈νf |�ki (0)〉 �(ε,�f ),

F ki
νf

= −i〈νf |�ki (0)〉. (8)

Here ε = ω − ω′ − ωf 0 − ενf
+ εν0 , θ = ∠(e′, e), �(�,�) =

�/[π (�2 + �2)]. The partial scattering amplitude Fki
νf

is the
projection of the wave packet |�ki (0)〉

|�ki (0)〉 = i
∑
νc

d
(k)
f c |νc〉〈νc|d (i)

c0 |ν0〉
ω − ωc0 + εν0 − ενc

+ i�

= d
(k)
f c

∫ ∞

0
ei(ω−ωc0+εν0 +i�)t

∣∣ψ (i)
c (t )

〉
dt,

∣∣ψ (i)
c (t )

〉 = e−ihct d
(i)
c0 |0〉 (9)

onto the final vibrational state |νf 〉. In simulations, we
use a time-dependent representation for σ (ω′, ω, θ ) which
can be obtained from Eqs. (8) and (9) using �(�,�) =
Re

∫ ∞
0 exp[i(� + i�)]dt/π . Averaging over polarization vec-

tors [15,16] with fixed angle θ = ∠(e′, e)

eiej e
′
ke

′
l = 1

6

[
δij δkl (1 − cos2 θ ) + 1

5 (δij δkl + δikδjl

+ δilδjk )(3 cos2 θ − 1)
]

(10)
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results in the following equation for the RIXS cross-section:

σ (ω′, ω, θ ) = 1
15

{
(1 + 2 cos2 θ )(σzzzz + σyyyy )

+ (2 − cos2 θ )(σzyyz + σyzzy )

+ 1
2 (3 cos2 θ − 1)([σyyzz + σzzyy]

+ [σzyzy + σyzyz])
}
. (11)

In the FC approximation when R dependence is neglected, only
σzzzz contributes to the RIXS cross-section. The rotation of the
transition dipole moments, in the course of nuclear dynamics in
the core-excited state, is accounted for by the following tensor
components σjlki ≡ σjlki (ω′, ω) of the cross-section:

σikki = 1

π
Re

∫ ∞

0
ei(ω−ω′−ωf 0+εν0 +i�f )t σikki (t )dt,

σjlki + σiklj

= 1

π
Re

∫ ∞

0
ei(ω−ω′−ωf 0+εν0 +i�f )t

× [σjlki (t ) + σiklj (t )]dt,

σjlki (t ) = 〈�lj (0)|�ki (t )〉,
|�ki (t )〉 = e−ihf t |�ki (0)〉. (12)

Note that the indices i and j denote the Cartesian coordinates
of the transition dipole moment of core excitation whereas k

and l refer to the decay transition.
Typically, the x-ray spectrometer collects the signal from

the scattered photons of all polarizations e′. Therefore, we
need to average over different orientations of e′ around the
momentum vector of the scattered photon k′ with (e · e′)2 =
(1 − cos2 χ )/2:

σ (ω′, ω, χ ) = 1
30

{
2(2 − cos2 χ )(σzzzz + σyyyy )

+ (3 + cos2 χ )(σzyyz + σyzzy )

+ 1
2 (1 − 3 cos2 χ )([σyyzz + σzzyy]

+ [σzyzy + σyzyz])
}
, (13)

where χ = ∠(k′, e).

III. COMPUTATIONAL DETAILS

The PESs and transition dipole moment surfaces were
calculated using the restricted active space self-consistent
field (RASSCF) [17] method with second-order perturbation
theory (RASPT2) correction in the MOLCAS version 8.2 [18,19]
computational software. The simulations were performed in Cs

symmetry using the ANO-RCC [20] basis set. The RAS state
interaction program (RASSI) [21,22] was used to compute the
transition dipole moments. The 2D PESs of the ground and
the lowest core-excited |1s−1

O 4a1
1〉 states, as well as transition

dipole moments, were computed in the space of valence coordi-
nates R1 and R2. To calculate the PES of the core-excited state
the “highly-excited-state” scheme (HEXS) was employed [23].
This way we could exclude configurations with fully occupied
RAS1 space from the calculation of the core-excited state.
Further details can be found in our previous studies [2,24].
The nuclear wave packets (9) and (12) needed for the partial
cross-sections σjlki (12) were computed using the second-order
difference propagation scheme using the discrete variable

representation. The time-dependent Schrödinger equation with
two-dimensional Hamiltonians [25] (i = 0, c)

hi = − 1

2μ

(
∂2
R2

1
+ ∂2

R2
2

) − cos θ0

mO

∂2
R1R2

+ Vi (R1, R2) (14)

was solved with the propagation step �t = 5 × 10−4 fs. The
kinetic-energy operator was represented in the position space
using a fourth-order numerical difference formula. All calcu-
lations were performed with a modified version of the eSPec
code used in [1,2,12,13]. To avoid unphysical reflections at the
edges of the numerical grid, absorbing boundary conditions
were included in all propagations.

A. Violation of parity selection rules

In order to show the breakdown of the selection rules
caused by R dependence of the transition dipole moment, we
notice that the intensity of the RIXS transition |0, 0〉 → |νf 〉 ≡
|ns, na〉 [Eq. (8)] is defined by the product

〈�j l (0)|ns, na〉〈ns, na|�ki (0)〉. (15)

z

y

(a)

(c) (d)

(e) (f)

(b)

FIG. 4. Panels (a) and (b) show how the z and y components of
the transition dipole moment effectively change the symmetry of the
initial vibrational state. Panels (c)–(f) show that contrary to �zz(0)
and �yy (0) the y component of dc0 makes antisymmetric the wave
packets �zy (0) and �yz(0).
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FIG. 5. Total cross section σ (solid green) and partial cross sections σodd (dotted red) and σeven (dashed blue) [Eq. (17)] for χ = 0◦ (upper
panel) and χ = 90◦ (lower panel). The insets in both panels compare the strict σ (thin green) and σ computed using the FC approximation
(thick black). The spectra are normalized so that the peak n = 1 in σ equals 1.

Hence, the parity of the wave packet |�ki (0)〉 is given by the
parity of the product of the components of transition dipole
moments d

(k)
f c × d

(i)
c0 . As one can see from Fig. 1 the y com-

ponent of the transition dipole moments is an antisymmetric
function of y while the z component is symmetrical with
respect to y. Thus the symmetry-forbidden decay channel
|0, 0〉 → |ns, 2m + 1〉 to odd antisymmetric stretching mode
levels is opened solely by antisymmetric |�zy (0)〉 and |�yz(0)〉
wave packets (see Fig. 4). This allows us to write the cross-
section as a sum of two contributions:

σ (ω′, ω, χ ) = σeven(ω′, ω, χ ) + σodd(ω′, ω, χ ). (16)

The first term in the above equation corresponds to the
transitions to even antisymmetric final vibrational levels [νf =
(ns, 2m)] while the second term corresponds to the transitions
to odd final states [νf = (ns, 2m + 1)], which are forbidden
when dc0(R) ≡ const:

σeven(ω′, ω, χ ) = 1
30

{
2(2 − cos2 χ )(σzzzz + σyyyy )

+ 1
2 (1 − 3 cos2 χ )[σyyzz + σzzyy]

}
,

σodd(ω′, ω, χ ) = 1
30

{
(3 + cos2 χ )(σzyyz + σyzzy )

+ 1
2 (1 − 3 cos2 χ )[σzyzy + σyzyz]

}
. (17)

One should notice that according to Eq. (9) the origin of the
antisymmetry of |�zy (0)〉 is the antisymmetric y dependence
of the y component of the transition dipole moment d

(y)
c0 , in

contrast to |�yz(0)〉 which gets this asymmetry from the decay
transition dipole moment d

(y)
f c .

The total σ and partial (σeven, σodd) cross-sections are
shown for two different detection angles in Fig. 5. We can see

that σodd does not contribute to the elastic peak (n = 0). Notice
that our simulations do not take into account the Thomson
scattering term [16]. Due to this, the elastic line is not properly
described for χ = 90◦, but it is accurate for χ = 0◦, where the
Thomson term is absent.

Each inset in Fig. 5 displays the comparison between the
computed total RIXS cross-sections and one computed within
the FC approximation (which is not sensitive to polarization).
One can see that when we go beyond the FC approximation
there is an enhancement of the higher vibrational peaks
in the progression with respect to peak n = 1 (ω − ω′ ≈
0.45 eV). Also, the intensity of the atomiclike peak, which
arises from decay of the OH fragment [2], is increased.
One should notice that the atomiclike peak overlaps with the
pseudoatomic peak which arises due to the electronic inelastic-
scattering channel to the first valence-excited state [24]
|1b−1

1 4a1
1〉, which has the same dissociation limit as the ground

state.
A look at the full profile for the inelastic losses reveals that

not only do we have a violation of the selection rules (i.e.,
σodd �= 0) but we clearly see that there is a strong dependence
of the relative intensity of σodd and σeven on the polarization
of the photons. This effect could be the subject of future high-
resolution RIXS measurements and will be discussed in more
detail in the next section.

However, the vibrational scattering anisotropy can also
be addressed using the presently available RIXS resolution,
which only allows us to resolve vibrational peaks σn(ω′, ω, χ )
belonging to different groups characterized by group number
n = ns + na . In this case, it would be possible to observe this
effect considering the angular dependence of the ratio of the
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FIG. 6. Polarization dependence of the ratio of the areas of the
nth and the first peaks in the RIXS spectrum [see Eq. (18)].

area of the nth peak to the area of the first peak n = 1:

Sn(χ )

S1(χ )
, Sn =

∫
ω′∈n

dω′σ (ω′, ω, χ ). (18)

For the water molecule, considered here, this dependence is
rather weak (Fig. 6). Indeed, each unresolved nth RIXS peak
contains contributions from both even and odd levels, the
intensities of which have opposite polarization dependence
suppressing strongly the angular dependence (see Fig. 6) seen
for symmetric and antisymmetric resonances inside of the nth
group (Fig. 7).
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(c)

(d)

FIG. 7. (a) Polarization dependence of the ratio ρ (1) of intensities
of the symmetry allowed (10) and forbidden (01) RIXS channels
[see Eq. (19)]. Panel (b) displays σ for the peak n = 1 in the
FC approximation. Panels (c) and (d) show the same taking into
account the rotation of the transition dipole moment for χ = 0 and
90◦, respectively. The total profile shown by the thick green line is
calculated using a Gaussian with half width at half maximum equal
to 0.02 eV. The RIXS cross section bars for levels ε1,0 and ε0,1 are
shown by thick blue and magenta bars, respectively. The vertical thin
green lines show weak dependence of the peak position of unresolved
peaks on the scattering angle χ .

B. Polarization dependence of symmetric and
antisymmetric resonances

Equation (17) shows that even and odd antisymmetric
vibrational states have qualitatively different polarization de-
pendence, as discussed in the previous section. This effect
becomes evident when we consider the ratio

ρ (1)(χ ) = σ (1,0)
even (ω′, ω, χ )

σ
(0,1)
odd (ω′, ω, χ )

(19)

of the peak intensities for “symmetry allowed” |0, 0〉 → |1, 0〉
and “symmetry forbidden” |0, 0〉 → |0, 1〉 RIXS transitions
(see Fig. 7). In this equation, the superscripts (1,0) and
(0,1) designate the final vibrational state (ns, na). Such an
anomalously strong polarization dependence is in principle
observable, but super-high-resolution RIXS measurements are
needed to resolve the close-lying (1,0) and (0,1) states with en-
ergy spacing of about 9 meV. Considering recent experimental
development, this energy resolution could be achieved within
a few years [26–29].

IV. CONCLUSIONS

We found a strong dependence of the transition dipole
moment on geometric distortion in the core-excited water
molecule. The transition dipole moment experiences a rotation
in the molecular frame in the course of ultrafast dissociation
in the core-excited state. This rotation opens the symmetry
forbidden RIXS channel to odd vibrational levels of the
antisymmetric stretching mode, since the y component of
the transition dipole moment is an antisymmetric function
of the coordinate. This results in strong non-FC effects in
the RIXS profile, in particular in a pronounced polarization
dependence of the vibrational progression which is absent
within the FC approximation. The effect can be observed
experimentally by measuring the ratio of symmetry allowed
and symmetry forbidden vibrational peaks, if the spectral
resolution is high enough (∼10 meV). When the resolution is
not high enough, the polarization dependence can be detected
measuring the ratio of the area of the n vibrational resonance to
the area of the first vibrational peak. We expect that the effect,
studied here, can also be present for bound core-excited states
and in other molecules.
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