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On-site calibration of the Raman laser absolute frequency for atom gravimeters
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The length standard for atom gravimeters is defined by Raman laser wavelength, which, in turn, depends on
the absolute laser frequency. Here we present a method to measure Raman laser frequency based on an atom
gravimeter itself, which has an advantage of calibrating the length standard on-site. The calibration utilizes the D,
line of ¥ Rb atoms as a reference and takes advantage of the cold atom free fall as well as developed techniques of
evaluating hyperfine-level shift within atom gravimeters. A calibration accuracy of 1 part in 10'° is achieved for
the Raman laser frequency, which constrains the corresponding error below 1 pGal in our gravity measurement.
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I. INTRODUCTION

Absolute gravimeters based on atom interferometry have
developed rapidly in recent decades [1-10], becoming compet-
itive with classical falling-corner-cube ones [1,11]. For atom
gravimeters, a short-term sensitivity up to 4.2 uGal/~/Hz (1
uGal=1x 1078 m/sz) has been achieved [12], and the
capability of consecutive operation for months as well as
long-term stability has been demonstrated [3,13]. For future
development, studies on integrating atom gravimeters with
moving platforms for field surveys or space missions are
underway [4,14-20].

In order to measure absolute gravity, various systematic
errors have been evaluated [1,21-27], and the present accuracy
for atom gravimeters is 3 to 5 uGals. Among these systematic
errors, the absolute frequency of the Raman laser used to
coherently manipulate the atoms must be scrutinized, because
it directly defines the ruler in measuring the atom falling
distance. An error of 0.38 MHz for the Raman laser frequency
will lead to an error of 1 wGal for gravity measurements
using 8’Rb atoms. In practice, lasers in atom gravimeters are
usually locked to transition lines of atoms confined in vapor
cells. However, in the lock section the laser frequency may
deviate from the appointed transition line due to external
disturbances of the atom energy levels as well as unavoidable
experimental imperfections. For example, for a laser lock
based on modulation transfer spectroscopy [28,29], a shift of
0.8 MHz induced by residual amplitude modulation has been
reported [30]. Hence, it is necessary to calibrate the Raman
laser absolute frequency independently, rather than assuming
a null frequency shift in the lock section.

The laser absolute frequency can be calibrated by a wave-
length meter or an optical comb [31]. However, state-of-the-art
commercial wavelength meters, with a precision of about
500 kHz [32], do not meet the requirement of gravimeters with
nGal accuracy. Optical combs are expensive and fragile labo-
ratory devices, and it is unpractical to depend on optical combs
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for moving-platform gravimeters. In Ref. [33] spectroscopy by
interaction between lasers and laser-cooled atoms is utilized to
measure Rb atom transition lines, where the laser frequency is
calibrated by an optical comb. In this work, the transition line of
laser-cooled ’Rb atoms is used as a reference, and laser spec-
troscopy is performed to calibrate the laser absolute frequency.
For the calibration, the laser is pulsed on as a depletion light to
depopulate free-fall cold atoms from the prepared state. And
the frequency dependence of the corresponding depletion is
measured, which through spectroscopy thus provides an optical
frequency discriminator. Compared to vapor cell atoms used
in the laser lock section, for state-prepared free-fall cold atoms
used in the calibration, external disturbances are reduced, such
as background Doppler broadening and magnetic field effects.
Furthermore, laser modulation is typically used to create error
signals for laser lock. For frequency measurements performed
on the laser-cooled atoms, laser modulation can be absent,
and thus any accompanying influence due to modulation is
avoided. Moreover, within atom gravimeters, it is convenient
to evaluate systematic errors in the calibration, such as Doppler
shift, ac-Stark shift, and Zeeman effect. Here we demonstrate
a calibration accuracy of 43 kHz for our Raman laser, which
corresponds to an uncertainty approaching to 0.1 pGal in
gravity measurements.

II. EXPERIMENTAL SETUP

The calibration of laser absolute frequency is carried outin a
transportable atom gravimeter and takes advantage of available
atomic fountain, state preparation, normalization detection,
and so on within the gravimeter. As shown in Fig. 1(a), at the
beginning 8’Rb atoms are loaded and launched to a height of
0.6 m by a magneto-optical trap. The atomic fountain contains
about 10% atoms with a temperature of about 7 uK. After
the atoms enter the interference chamber, a Raman 7 pulse is
applied to select atoms in the m p = O magnetic sublevel as well
as to perform the velocity selection. Meanwhile, the Raman 7
pulse also transfers the selected atoms to the ground state F =
1 fromthe initial F = 2 state. Then the remnantatomsin F = 2
state are blown away. When the state-prepared atoms are flying
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FIG. 1. (a) Schematic of the calibration, which is performed in
an atomic fountain. All the manipulating laser beams are avail-
able in typical atom gravimeters except for the interrogation laser.
(b) The depletion process. After excitation into the excited level
|52P; 2, F' = 1) by the interrogation laser, the atom will decay into
either |5 2S1/2,F = 2> or |52S|/2,F = 1)

close to the atomic fountain apex, the laser to be calibrated is
pulsed on to interrogate the atoms. This interrogation laser
acts as a depletion beam to depopulate the atoms from the
F =1 state, as shown in Fig. 1(b). Finally, when the atoms
fall back to the detection zone, the population of atoms in
the F = 2 state is measured by normalized detection, which
characterizes the depletion efficiency of the interrogation laser.
It takes 1 s to complete the entire process above. From shot
to shot, the frequency of the interrogation laser is scanned.
And the spectroscopy is obtained by measuring the frequency
dependence of the depletion efficiency, which realizes an
optical frequency discriminator for the interrogation laser. It
is worth noting that the whole calibration process described
above can be conveniently implemented within a typical atom
gravimeter.

The Raman laser is generated by two external cavity diode
lasers for our gravimeter, as shown in Fig. 2. The master laser
(ML) is locked to the D, transition line of ¥’ Rb atoms by MTS.
The ML frequency is supposed to match the transition line
betweenthe F = 2and F’ = 3 states, which, however, requires
rigorous evaluation as discussed in the introduction. Before
lock, an acoustic-optical modulator (AOM?2) shifts the laser
frequency up by 264.0 MHz in a double-pass configuration.
The AOM2 can be also employed to alter the ML frequency by
several MHz. The slave laser (SL) is locked to the ML through
an optical phase-locked loop (OPLL), and a microwave source
as well as a signal generator is used to provide the effective ref-

Interrogation laser

fOPL@

OPLL

f Mirror
Slave laser > 9 N
fw
Master laser P
£ 4
s
= 2 v
MTS < Raman laser

FIG. 2. Schematic of the optical setup. Compared with a typical
optical system for atom gravimeters, the only addition is the part as
shown in the frame with the dotted line. The subsequent frequency-
shift AOMs and the power amplifier for the Raman laser are not shown
here. (AOM, acoustic-optical-modulator; MTS, modulation transfer
spectroscopy; PD, photodiode; OPLL, optical phase-locked loop).

erence frequency foprr for the OPLL. Thus, the SL frequency
fs is related to the ML frequency fu as f; = fu + fopLL,
where fopLr is approximately 6.834 GHz, corresponding to
the energy splitting of the two hyperfine ground states F' = 2
and F = 1[34].

The output of the two lasers is combined and then amplified
by a tapered amplifier. The amplified beam is downshifted by
1500.0 MHz using an AOM to generate the required large
detuning for two-photon stimulated Raman transitions. Before
coupled into fiber, the Raman laser is further downshifted by
an additional 110.0 MHz using another AOM, which acts as
a fast switch for the Raman pulses. The two AOMs contribute
a total shift of fgix = 1610.0 MHz, and the effective wave
vector keg of the Raman laser is

ket = 27 x (2fu + fOpr — 2 fsmin) /. (D

where fJp;; is the actual OPLL effective reference frequency
in practical gravity measurements, and c is the light speed in
vacuum. Since the frequencies of the signal sources driving
the OPLL and AOMs can be easily measured to the kHz level,
the accuracy of keg is mainly attributed to the measurement
uncertainty of fj, or fs.

In principle, k¢ can be determined by measuring either fj,
or fs, since the two frequencies are connected through the
OPLL. Here the SL is chosen as the interrogation laser, since
fs can be easily scanned through the OPLL without changing
the interrogation laser beam intensity, even for a large scanning
range. As shown in the dotted frame of Fig. 2, the interrogation
laser is picked up from the output of the SL, which is guided
into the vacuum through the same fiber transmitting the Raman
laser. Before being coupled into the fiber, the interrogation
laser is downshifted by fAOM! = 160.0 MHz with AOMI,
bringing the laser frequency near the resonance on the D,
transition of the F =1 to F’ =1 state. The AOMI1 is also
used as a fast switch as well as an intensity controller for the
interrogation laser. Compared to a normal experimental setup
of atom gravimeters, only the interrogation laser is added for
the calibration.

063626-2



On-SITE CALIBRATION OF THE RAMAN LASER ...

PHYSICAL REVIEW A 97, 063626 (2018)

0.8 e

0.7—-
0.5
0.4 4

0.2 4

Depletion efficiency (arb. units)

0.8 e g

o+ - - .
6815 6820 6825 6830 6835 6840 6845 6850

OPLL effective reference frequency (MHz)

FIG. 3. Typical spectroscopy for the calibration. The horizontal
axis shows the OPLL effective reference frequency, which corre-
sponds to the frequency scan of the interrogation laser. The solid
line is a fit to the data by the function defined by Eq. (2). The pulse
duration as well as the intensity of the interrogation laser is fixed
during the frequency scan.

III. MEASUREMENTS AND ANALYSIS

The pulse duration and the beam intensity of the inter-
rogation laser are experimentally adjusted to ensure a high
contrast for the spectroscopy through the help of AOM1. The
optimal pulse duration and beam intensity are found to be
approximately 15 ps and 130 W /cm?, respectively. The
frequency of the interrogation laser is scanned by a step of
0.5 MHz from shot to shot to scan the spectroscopy with
the help of the OPLL. Typical spectroscopy is shown in
Fig. 3, which exhibits a single-peak spectrum as expected. The
center frequency f{p;; corresponds to the situation when the
interrogation laser is resonant on the transition line. fjp;; can
be obtained by fitting the spectroscopy with the function

A
1 —exp 2

r 2 ’
L+ [4(fopwr, — fépir) /T2
where fip, line width (I'), and amplitudes (A) are free
parameters [33]. fy is thus determined as

fu = fo+ fam™ — fopL + St 3)

where f, is the optical frequency of |52S; 2. F=1) to
|52P3 2, F' = 1) transition for 87Rb atoms, which has been
well measured [34]. f.%, accounts for other influences that
shift the resonance frequency.

In order to validate the calibration, fj, is intentionally
altered by a known amount by changing the driving frequency
of AOM2. Meanwhile, the calibration is performed to detect the
variation of fj,. The result is shown in Fig. 4, which manifests
a linear relation as expected. According to the result of a linear
fit, the slope 0.99(1) agrees well with the expected value of 1.

As for determining the absolute optical frequency, fiig
must be evaluated. Compared to atoms confined in vapor cells,
there is no large line-width broadening owing to the Doppler
effect for cold atoms in a fountain. The inhomogeneous
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FIG. 4. Variation of the laser frequency detected by the calibration
versus a known change of the ML frequency, which is induced by
altering the driving frequency of AOM2. The solid line is a linear fit
to the data.

Doppler shift is only about 23 kHz for the atoms prepared
by velocity-sensitive Raman selection. However, there is a
unitary velocity for atoms in a fountain, which may induce
a shift. The unitary velocity can be precisely measured by
the velocity-sensitive Raman spectroscopy [35], which gives
a result of v = 0.078(1) m/s at the interrogation moment.
During the interrogation, a mechanical switch placed above
the bottom mirror is temporarily enabled to avoid reflection of
the interrogation laser. Thus, the atoms interact only with the
down-propagating beam. The corresponding Doppler shift is
thus k - v = —2m x 100(1) kHz, where k is the wave vector
of the interrogation laser. This wave vector depends on the
frequency of the interrogation laser. However, it needs to be
known only to a precision of the THz level to calculate the
Doppler shift to kHz-level precision. We have also changed
the interrogation moment to modulate the Doppler shift, and
the corresponding variation of f{p; is measured, as shown in
Fig. 5. The induced local gravity acceleration from the slope
of linear fit (the slope equals k - g in theory) is 9.77(8) m/s?,
which agrees well with the measured value by our atom
gravimeter.

As shown in Fig. 1(b), the atom is displayed with a three-
level structure. In actual atoms, the magnetic sublevels of the
three involved hyperfine states should be accounted for, which
implies the possibility of a Zeeman shift. In Fig. 3 the result
corresponds to a magnetic field of 111 mG with an injection
current of 10 mA for the bias coils. This magnetic field will
result in a frequency shift of about 111 kHz, if atoms are in
the magnetically sensitive sublevel. In order to evaluate the
Zeeman shift, the magnetic field is modulated between 110 and
220 mG by a step of 22 mG, while the calibration is carried
out synchronously. The measured f{p,; shows a peak-to-peak
variation up to 26 kHz but without a very regular shift. We
suppose it is due to symmetrical structure of the magnetic
sublevels.

Off-resonant coupling of the interrogation laser to
other D, line hyperfine components causes shifts of both
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FIG. 5. Variation of the OPLL frequency on resonance when the
timing of the interrogation moment is changed, which demonstrates
the influence of the Doppler shift. The solid line is a linear fit to the
data.

15281)2,F = 1) and |5%P5;5,F' = 1), namely, the ac-Stark
shift. The ac-Stark shift is theoretically calculated, and the
maximum amount is 10.8 Hz/(uW /cm?). Considering a typi-
cal intensity of 130 uW /cm? for the interrogation laser in this
experiment, the corresponding ac-Stark shift is 1.4 kHz. We
attribute this shift as an uncertainty instead of a correction. In
addition to the ac-Stark shift, the interrogation laser induces
photon recoil, which causes two systematic errors as discussed
in Ref. [33]. One is from the recoil energy E, = 2mh X
3.8 kHz, which shifts the resonance frequency during the
interrogation. The other influence is owing to the accelerating
effect induced by the absorption-emission cycle, which causes
the velocities of the atoms to redistribute. The atoms are
initially prepared in |52S),,, F = 1) state, and about 75% of
the atoms are repumped to the |52S; 2, F = 2) state during the
interrogation. Thus, every atom on average absorbs 4.5 photons
before being pumped into the nonresonant ground state. The
resultant effective shift is approximately 34 kHz, which is also
considered as an uncertainty. The systematic shifts above are
summarized in Table I, and the total uncertainty is 43 kHz.
With fsi]yiit evaluated, the absolute frequency fj; can be
determined. During the 10th International Comparison of
Absolute Gravimeters held by National Institute of Metrology
(NIM) in Beijing, China, we transported our gravimeter there

TABLE 1. Systematic errors in calibrating the laser absolute
frequency. All units are in kHz.

Source Correction Uncertainty
Doppler shift —100 1
ac-Stark shift 1.4
Zeeman shift 26
Recoil shift 3.8

Velocity redistribution 34
Sum -96.2 43
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FIG. 6. Laser frequency measured by an optical comb (black
squares) and the calibration using an atom gravimeter (red circles).
The origin of the horizontal axis is the locking time. The two results
agree well with each other but are far from the supposed value (blue
dash line) with null shift assumed in the lock section.

to attend the comparison, and a NIM optical comb is utilized
to examine the accuracy of the calibration. Figure 6 shows
the consecutive calibration result of fj, using our gravimeter
along with the result measured simultaneously by the optical
comb, where one measurement point takes 40 s. If the laser
is exactly resonant on the transition line of F =2to F' =3
based on the MTS in the lock section, f; is supposed to be
384 227 851.2 MHz [34] (displayed in Fig. 6 as a dashed line).
The data from our gravimeter are shown by red circles, and
the data by the optical comb are shown by black squares. It
is clearly shown that the result by the calibration using the
atom gravimeter is in reasonable agreement with that by the
optical comb. The average value of the difference between
the two results is (—40 £ 43) kHz. With fj; determined, the
effective wave vector kg can be calculated based on Eq. (1).
According to Ag/g = Akesr/ kett, an accuracy of 43 kHz for
fm corresponds to an uncertainty of 0.1 pGal for gravity
measurements, which is quite acceptable for present atom
gravimeters. According to the difference between the measured
value and the assumed value as shown in Fig. 6, the error of fy,
may reach 0.8 MHz without calibration, which would lead to an
uncertainty of 2 uGal. We also performed a measurement of fj,
with an optical comb in our own laboratory earlier [36], and the
measured value deviated by about 0.6 MHz from the appointed
line. Thus there is not only possible deviation between actual
and assumed frequencies for Raman laser, but also possible
variation of the deviation in different environments, which
confirms the necessity of on-site calibration.

IV. DISCUSSION AND CONCLUSIONS

In Fig. 6 there is an obvious fluctuation of the laser fre-
quency, especially at the beginning of the lock. It is suspected
that the laser beam power in the generation of the MTS would
affect the laser lock, which is investigated by a modulation
experiment. In the modulation experiment, the power of the
drive signal for AOM?2 is varied to modulate the diffraction
efficiency, which, in turn, changes the beam power used to
generate the MTS. The corresponding variation of fj, versus
the beam power is detected by the calibration, while the drive
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FIG. 7. Variation of f, versus the modulation of the beam power
used to generate the MTS.

frequency for AOM?2 is fixed. The result is shown in Fig. 7,
which indicates an obvious dependence of fj, on the beam
power, especially for insufficient beam power. The variation
on f)s even reaches 2 MHz.

In conclusion, we demonstrate an on-site calibration of
Raman laser absolute frequency for atom gravimeters, which
is capable to constrain the corresponding error below 1 puGal.
The calibration takes the transition line of free-fall cold atoms
as a clean optical frequency discriminator. State preparation
as well as normalization detection helps further improve the
spectroscopy. Moreover, in an atomic fountain, it is convenient
to evaluate the Doppler shift, Zeeman shift, and ac-Stark
shift for the calibration. What’s more important is that the
calibration can be carried out within an atom gravimeter by
only adding an interrogation laser beam. We believe this work
is illuminating for the development of inertial sensors by atom
interferometry, especially for moving-platform-based ones.
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