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The Deutsch-Jozsa algorithm is one of the first examples of a quantum algorithm that is exponentially faster than
any possible deterministic classical algorithm. It was proposed by Deutsch and Jozsa in 1992 with improvements
by Cleve, Ekert, Macchiavello, and Mosca in 1998. The Deutsch-Jozsa problem is a promise problem and we
can equivalently describe it as a partial function DJ0

n : {0,1}n → {0,1} defined as DJ0
n(x) = 1 for |x| = n/2,

DJ0
n(x) = 0 for |x| = 0,n, and it is undefined for the rest of the cases, where n is even, and |x| is the Hamming

weight of x. The optimal quantum algorithm needs only one query to compute DJ0
n but the classical deterministic

algorithm requires 2n−1 + 1 queries to compute it in the worse case. In this article, we generalize the Deutsch-Jozsa
problem as DJk

n(x) = 1 for |x| = n/2, DJk
n(x) = 0 for |x| in the set {0,1, . . . ,k,n − k,n − k + 1, . . . ,n}, and it is

undefined for the rest of the cases, where 0 � k < n/2. In particular, we give and prove an optimal exact quantum
query algorithm with complexity k + 1 for computing the generalized Deutsch-Jozsa problem DJk

n. It is clear
that the case of k = 0 is in accordance with the Deutsch-Jozsa problem. Also, we give a method for finding the
approximate and exact degrees of symmetric partial Boolean functions.

DOI: 10.1103/PhysRevA.97.062331

I. INTRODUCTION

Quantum computing models can be divided into bounded-
error and exact versions in terms of their outputs. A bounded-
error model means that the mistake probability for any output
cannot be beyond an error value given a priori, and an exact
model requires its outputs be fully correct always, without
any error allowed. Exact quantum computing models have
been studied in the frameworks of quantum finite automata
[6,24] and particularly quantum query models (for example,
[2,5,11,12,19,28,31]).

The quantum query models are the quantum analog to the
classical Boolean decision tree models, so they are also called
quantum decision tree models and are at least as powerful as the
classical decision tree models [12]. The implementation pro-
cedure of a quantum decision tree model is exactly a quantum
query algorithm, and it can be roughly described as follows:
It starts with a fixed starting state |ψs〉 of a Hilbert H and will
perform the sequence of operations U0,Ox,U1, . . . ,Ox,Ut ,
where Ui’s are unitary operators that do not depend on the
input x but the query Ox does. This leads to the final state
|ψf 〉 = UtOxUt−1 . . . U1OxU0|ψs〉. The result is obtained by
measuring the final state |ψf 〉.

A quantum query algorithm A exactly computes a Boolean
function f if its output equals f (x) with probability 1, for
all input x. A computes with bounded error f if its output
equals f (x) with probability at least 2

3 , for all input x. The
exact quantum query complexity denoted by QE(f ) is the
minimum number of queries used by any quantum algorithm
which computes f (x) exactly for all input x.

*issqdw@mail.sysu.edu.cn

The exact quantum query algorithms for comput-
ing total Boolean functions have been extensively stud-
ied [2,5,15,20,22,27,30,31,34]; one quantum speedup was
QE(f ) = O[D(f )0.8675...] by Ambainis [2], and recently Am-
bainis et al. [3] presented a better separation with a su-
perquadratic gap between its quantum and deterministic query
complexities, where D(f ) denotes the minimum number of
queries used by any classical deterministic query algorithm.

However, for computing partial Boolean functions, there
can be an exponential separation between exact quantum
and classical deterministic query complexity, and one result
was the well-known Deutsch-Jozsa algorithm proposed by
Deutsch and Jozsa in 1992 [19] with improvements by Cleve,
Ekert, Macchiavello, and Mosca in 1998 [15]. The Deutsch-
Jozsa problem [19] can be described as a partial Boolean
function DJ0

n : {0,1}n → {0,1} defined as follows: n is even,
and DJ0

n(x) = 1 for |x| = n
2 and DJ0

n(x) = 0 for |x| = 0 or n,
and the other cases are undefined, where |x| is the Hamming
weight of x. The Deutsch-Jozsa problem has attracted a lot of
research and discussion (for example, [7,16,26,31]), and the
physical realization was implemented in [33]. Recently, Mon-
tanaro, Jozsa, and Mitchison [31] generalized the Deutsch-
Jozsa problem to another partial Boolean function, say DJ1

n :
{0,1}n → {0,1} defined as DJ0

n except for DJ1
n(x) = 0 for

|x| = 0,1,n − 1,n. Also, Montanaro et al. [31] designed an
exact quantum two-query algorithm to compute it by using
an analytical method. However, the optimality of the exact
quantum two-query algorithm has not been demonstrated.

Ambainis [1] showed that almost all total Boolean functions
have high approximate degree, so we are also interested in
partial Boolean functions with a lower degree. Indeed, partial
Boolean functions have also been called promise problems
[21,23], and both symmetric Boolean functions and partial
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Boolean functions have had important applications in cryp-
tography (for example, [18,21,23]).

The remainder of this article is organized as follows. In
Sec. II we give and recall some definitions, notions, and results
concerning quantum query algorithms and complexity that are
useful in the article, and we also present the main result that
we will demonstrate. After that, in order to demonstrate the
lower bound of our quantum algorithm, in Sec. III we study
the representation of symmetric partial Boolean functions with
multilinear polynomials, and give a method for finding the
approximate (and exact) degree of symmetric partial Boolean
functions. Then in Sec. IV we investigate the exact quantum
and classical deterministic query complexity of the generalized
Deutsch-Jozsa problem, that is, the function DJk

n, and we
present an optimal exact quantum (k + 1)-query algorithm to
compute DJk

n, but its classical deterministic query complexity
is n/2 + k + 1. Section V summarizes the main results and
mentions some problems for further study. Some verifications
are put in Appendixes A and B.

II. PRELIMINARIES

Let f be a Boolean function from D ⊆ {0,1}n to {0,1}.
If D = {0,1}n, then f is called a total Boolean function.
Otherwise, f is called a partial Boolean function or a promise
problem [21,23] and D is referred to as the domain of definition
or promised set.

A (partial) Boolean function f is called symmetric if f (x)
only depends on the Hamming weight of x, i.e., |x|. Some
characteristics of the symmetric Boolean functions were given
in, for example, [18]. Some common symmetric functions over
{0,1}n are listed as follows.

ORn(x) = 1 if and only if |x| � 1;
ANDn(x) = 1 if and only if |x| = 1;
PARITYn(x) = 1 if and only if |x| is odd;
MAJn(x) = 1 if and only if |x| > n/2;
EXACTk

n(x) = 1 if and only if |x| = k, where 0 � k � n;
THRESHOLDk

n(x) = 1 if and only if |x| � k, where
0 � k � n.

Definition 1. Let f : {0,1}n → {0,1} be a partial Boolean
function, and let D ⊆ {0,1}n be its domain of definition. If
for any x ∈ D and for any y ∈ {0,1}n with |x| = |y|, it holds
that y ∈ D and f (x) = f (y), then f is called a symmetric
partial Boolean function. When D = {0,1}n, f is a symmetric
function.

Clearly, if f : {0,1}n → {0,1} is a symmetric partial func-
tion, then its domain of definition has the version {x : |x| =
k1,k2, . . . ,kl} for some 0 � ki � n with i = 1,2, . . . ,l.

Isomorphism is useful in the study of query complexity,
and two partial functions f and g over {0,1}n are isomorphic
if they are equal up to negations and permutations of the input
variables, and negation of the output variable.

Fact 1. For any two partial functions f,g over {0,1}n, if
they are isomorphic, then they have the same (exact) quantum
query complexity.

Proof. Let g(x) = (¬)f (π ((¬)x1,(¬)x2, . . . ,(¬)xn))
where π is a permutation. Suppose that there is a t-queries
quantum algorithm A that computes f (x), and let A(x)
represent the output (0 or 1) for input x. Now for any x in the
domain of definition of g, we consider the following t-queries

quantum algorithm A′:

A′(x) = (¬)AU1U0(x), (1)

where U0(x) = ((¬)x1,(¬)x2, . . . ,(¬)xn) and U1(x) = π (x).
It is clear that A′ computes exactly function g. �

Remark 1. Given a symmetric partial function f :
{0,1}n → {0,1}, with the domain D of definition, it can
be equivalently described by a vector (b0,b1, . . . ,bn) ∈
{0,1,∗}n+1, wheref (x) = b|x|, i.e.,bk is the value of f (x) when
|x| = k, and f (x) is “undefined” for b|x| = ∗. In the interest
of simplicity, sometimes we will use the vector to denote a
symmetric partial function in this article.

Concerning the n-bit symmetric partial functions, it is clear
that the following functions are isomorphic to each other:

(b0,b1, . . . ,bn);
(bn,bn−1, . . . ,b0);
(b̄0,b̄1, . . . ,b̄n);
(b̄n,b̄n−1, . . . ,b̄0).
We need to introduce some complexity measures for sym-

metric partial functions.
Definition 2. Let f be a partial function with a domain

of definition D ⊆ {0,1}n. For 0 � ε < 1/2, we say a real
multilinear polynomial p approximates f with error ε if

(1) |p(x) − f (x)| � ε for all x ∈ D;
(2) 0 � p(x) � 1 for all x ∈ {0,1}n.
The approximate degree of f with error ε, denoted by

d̃egε(f ), is the minimum degree among all real multilinear
polynomials that approximate f with error ε.

Clearly, if ε = 0, then d̃eg0(f ) is the exact degree of f .
Furthermore, if D = {0,1}n, i.e., f is a total function, then the
exact degree of f is exactly the degree of f as usual [12],
denoted by deg(f ). In the interest of simplicity, sometimes
we just identity d̃eg0(f ) with deg(f ) for any partial Boolean
function f , since no confusion leads.

Let input x = x1 . . . xn ∈ {0,1}n for some fixed n. We will
consider a Hilbert space H with basis states |i,j 〉 for i ∈
{0,1, . . . ,n} and j ∈ {1, . . . ,m} (where m can be chosen arbi-
trarily). A query Ox to an input x ∈ {0,1}n will be formulated
as the following unitary transformation:

Ox |0,j 〉 = |0,j 〉;
Ox |i,j 〉 = (−1)xi |i,j 〉 for i ∈ {1,2, . . . ,n}.
A quantum query algorithm A which uses t queries

for an input x consists of a sequence of unitary operators
U0,Ox,U1, . . . ,Ox,Ut , where Ui’s do not depend on the input
x and the query Ox does. The algorithm will start in a fixed
starting state |ψs〉 of H and will perform the above sequence
of operations. This leads to the final state

|ψf 〉 = UtOxUt−1 . . . U1OxU0|ψs〉. (2)

The final state is then measured with a measurement
{M0,M1}. For an input x ∈ {0,1}n, we denote A(x)
the output of the quantum query algorithm A. Obvi-
ously, Pr[A(x) = 0] = ‖M0|ψf 〉‖2 and Pr[A(x) = 1] =
‖M1|ψf 〉‖2 = 1 − Pr[A(x) = 0]. We say that the quantum
query algorithm A computes f within an error ε if for every
input x ∈ {0,1}n it holds that Pr[A(x) = f (x)] � 1 − ε. If
ε = 0, we says that the quantum algorithm is exact. For
more details on quantum query complexity, we may refer to
[2,11,12,31].
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Quantum query models are one of the most important
computing models in quantum computing. In this complexity
model [12], an algorithm is charged for “queries” to the input
bits, while any intermediate computation is considered as free.
For many functions one can obtain large quantum speedups
in the case where algorithms are allowed a constant small
probability of error (bounded error). As the most famous
example, Grover’s algorithm [25] computes the n-bit OR
function with O(

√
n) queries in the bounded-error mode, while

any classical algorithm needs �(n) queries. The model of exact
quantum query, where the algorithms must output the correct
answer with certainty for every possible input, seems to be
more intriguing [10,15,19]. It is much more difficult to come
up with exact quantum algorithms that outperform classical
deterministic algorithms.

In the exact quantum query complexity, it was recognized
that the best quantum speedup for computing total functions
was by a factor of 2 for many years [22]. In a breakthrough
result, Ambainis has presented the first example of a Boolean
function f : {0,1}n → {0,1} for which exact quantum algo-
rithms have superlinear advantage over classical deterministic
algorithms [2]. Based on the results in [5,31], Ambainis et al.
[4] have verified that exact quantum algorithms have a certain
advantage for most Boolean functions.

Ambainis et al. [5] have developed optimal exact quantum
algorithms for computing functions EXACTk

n and THRESHOLDk
n,

which are to determine whether an n-bit string has Hamming
weight exactly k and to determine whether an n-bit string has
Hamming weight at least k. The complexity is as follows:

QE(EXACTk
n) = max(k,n − k);

QE(THRESHOLDk
n) = max(k,n − k + 1).

If f is allowed to be a partial function, the Deutsch-
Jozsa algorithm [19] proved that there can be an exponential
separation between exact quantum and classical deterministic
query complexity. Some generalizations [17,26,31,36] of the
Deutsch-Jozsa problem were also investigated, and we will
indicate them carefully if there exist relations to our results.

A general generalization of Deutsch-Jozsa problem is the
following symmetric partial function:

DJk
n(x) =

{
1, if |x| = n/2,

0, if |x| � k or |x| � n − k,
(3)

where n is even and 0 � k < n/2.
Clearly, when k = 0, it is the Deutsch-Jozsa problem, and

when k = 1, it equals the problem given by Montanaro et al.
[31].

III. DEGREE OF POLYNOMIALS FOR SYMMETRIC
PARTIAL FUNCTIONS

First we study the exact degree of symmetric partial func-
tions. We can use the method of symmetrization [32] to prove
the following lemma.

Lemma 1. For any symmetric partial function f over {0,1}n
with domain of definition D, suppose d̃eg0(f ) � d. Then there
exists a real multilinear polynomial q representing f and q that
can be written as

q(x) = c0 + c1V1 + c2V2 + · · · + cdVd, (4)

where ci ∈ R, Vi = �j1j2...ji∈{1,2,...,n}i xj1xj2 . . . xji
where any

j1j2 . . . ji ∈ {1,2, . . . ,n}i is without repeated number, 1 �
i � d, for example, V1 = x1 + · · · + xn, V2 = x1x2 + x1x3 +
· · · + xn−1xn, etc.

Proof. Let p be a multilinear polynomial representing f

and let deg(p) = d̃eg0(f ) = d. If π is some permutation
and x = (x1, . . . ,xn), then π (x) = (xπ(1), . . . ,xπ(n)). Let Sn

be the set of all n! permutations. For any x ∈ {0,1}n, the
symmetrization of p is

psym(x) =
∑

π∈Sn
p(π (x))

n!
. (5)

Clearly, 0 � p(x) � 1 implies 0 � psym(x) � 1 for x ∈
{0,1}n. Since f is symmetric, x ∈ D implies π (x) ∈ D. For
all x ∈ D, we have f (π (x)) = f (x). Since p represents f ,
for any x ∈ D, we have p(π (x)) = f (π (x)) = f (x) = p(x).
Therefore, for any x ∈ D,

psym(x) =
∑

π∈Sn
p(π (x))

n!
=

∑
π∈Sn

p(x)

n!
= p(x) = f (x).

(6)
So psym can represent f . Let the multilinear polynomial
q = psym. According to Minsky and Papert’s result [32] (also
Lemma 2 in [12]), q can be written as

q(x) = c0 + c1V1 + c2V2 + · · · + cdVd. (7)

Therefore, the lemma has been proved. �
Example 1. Let us give an example to find out d̃eg0(f )

for f = DJ0
n, which is the Deutsch-Jozsa problem. To prove

that d̃eg0(DJ0
n) � 2, we assume that there is a multilinear

polynomial q(x) = c0 + c1V1 + c2V2 representing DJ0
n. For

|x| = 0, we have q(x) = c0 = f (x) = 0. For |x| = n, we have
q(x) = (

n

0

)
c0 + (

n

1

)
c1 + (

n

2

)
c2 = (

n

1

)
c1 + (

n

2

)
c2 = 0. For |x| =

n
2 , we have q(x) = (

n/2
0

)
c0 + (

n/2
1

)
c1 + (

n/2
2

)
c2 = (

n/2
1

)
c1 +(

n/2
2

)
c2 = 1. Therefore, we need to find out the solution of the

following linear system of equations:

c0 = 0,(
n

0

)
c0 +

(
n

1

)
c1 +

(
n

2

)
c2 = 0,

(
n/2

0

)
c0 +

(
n/2

1

)
c1 +

(
n/2

2

)
c2 = 1. (8)

It is easy to obtain that c0 = 0, c1 = 4(n−1)
n2 , c2 = − 8

n2 ,
and q(x) = 4(n−1)

n2 V1 − 8
n2 V2 representing DJ0

n. Therefore,
d̃eg0(DJ0

n) � 2.
Suppose that d̃eg0(DJ0

n) � 1. Then there exists a multilinear
polynomial q(x) = c0 + c1V1 representing DJ0

n. We need to get
the solution for the following linear group of equations:

c0 = 0,(
n

0

)
c0 +

(
n

1

)
c1 = 0,

(
n/2

0

)
c0 +

(
n/2

1

)
c1 = 1. (9)

It is easy to deduce that there is no solution. Therefore,
d̃eg0(DJ0

n) > 1, and consequently d̃eg0(DJ0
n) = 2. The exam-

ple ends.
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For any total function f , with the next lemma it has been
proved [8] (or see [12]) that QE(f ) � 1

2 deg(f ).
Lemma 2. [8,12] Let A be a quantum query algorithm that

makes t queries. Then there exist complex-valued n-variate
multilinear polynomials αi of degree at most t , such that the
final state of A is ∑

i∈{0,1}m
αi(x)|i〉 (10)

for every input x ∈ {0,1}n.
For the case of bounded error, we have the following result.
Lemma 3. For any partial Boolean function f , Qε(f ) �

1
2 d̃egε(f ), where Qε(f ) denotes the quantum query complex-
ity for f with bounded-error ε.

Proof. Consider a Qε(f )-query quantum algorithm for f

with error ε. Let S be the set of basis states corresponding to
a one-output. Consider the polynomial p(x) = ∑

i∈S |αi(x)|2,
which is the probability that the algorithm outputs 1. If x ∈ D

and f (x) = 1, then p(x) � 1 − ε. If x ∈ D and f (x) = 0, then
p(x) � ε. Therefore, |p(x) − f (x)| � ε for all x ∈ D. Since
the algorithm procedure to get the last state for any input x

is the implementation of a sequence of unitary operators, it is
clear that 0 � p(x) � 1 for all x ∈ {0,1}n. So polynomial p(x)
approximates f with error ε. According to Lemma 2, the αi

are polynomials of degree no more than Qε(f ), therefore p(x)
is a polynomial of degree no more than 2Qε(f ). Consequently,
we have

d̃egε(f ) � deg(p) � 2Qε(f ), (11)

and the lemma has been proved. �
In particular, when ε = 0 we have the following special

case.
Lemma 4. For any partial Boolean function f , QE(f ) �

1
2 d̃eg0(f ).

We have proved that d̃eg0(DJ0
n) = 2. According to the

above lemma, QE(DJ0
n) � 1

2 d̃eg0(DJ0
n) = 1. It is known that

QE(DJ0
n) � 1 [19]. Therefore, we can use the above lemma to

conclude QE(DJ0
n) = 1.

Now we deal with the case of approximating representation.
Lemma 5. For any symmetric partial Boolean function f

over {0,1}n with domain of definition D, suppose d̃egε(f ) = d.
Then there exists a real multilinear polynomial q approximates
f with error ε and q can be written as

q(x) = c0 + c1V1 + c2V2 + · · · + cdVd, (12)

where ci ∈ R, V1 = x1 + · · · + xn, V2 = x1x2 + x1x3 + · · · +
xn−1xn, etc.

Proof. The proof is similar to that of Lemma 1. For
the readability, we outline it again. Let p be a multilinear
polynomial with degree d that approximates f with error ε.
The symmetrization of p is

psym(x) =
∑

π∈Sn
p(π (x))

n!
. (13)

If x ∈ D, then |p(x) − f (x)| � ε. Since f is symmetric,
we have |psym(x) − f (x)| = |p(x) − f (x)| � ε. Since 0 �
p(π (x)) � 1 for all x ∈ {0,1}n, we have 0 � psym(x) � 1 for
all x ∈ {0,1}n. According to Minsky and Papert’s result [32]

(also Lemma 2 in [12]), psym can be written as

psym(x) = c0 + c1V1 + c2V2 + · · · + cdVd. (14)

Therefore, psym is the polynomial required. �
It is important to determine the approximate degree of

symmetric partial functions. The following lemma shows
whether or not a symmetric partial function has degree d. The
following lemma shows whether or not a symmetric partial
function has approximate degree at most d.

Lemma 6. For any symmetric partial function f over {0,1}n
with domain of definition D, and for fixed d and 0 � ε < 1/2,
there is an algorithm to discover whether or not there exists

q(x) = c0 + c1V1 + c2V2 + · · · + cdVd =
d∑

k=0

ckVk (15)

approximating f with error ε.
Proof. Suppose that f is fully described by the vector

(b0,b1, . . . ,bn) ∈ {0,1,∗}n+1, where f (x) = bi for |x| = i. For
input x, Vk = (|x|

k

)
. If there exists a polynomial q with degree d

approximating f with error ε, then for 0 � i � n, q(x) satisfies
the following inequalities and equalities:

(1) 0 � q(x) = ∑d
k=0 ck

(
i

k

)
� ε if bi = 0;

(2) 1 − ε � q(x) = ∑d
k=0 ck

(
i

k

)
� 1 if bi = 1;

(3) 0 � q(x) = ∑d
k=0 ck

(
i

k

)
� 1 if bi = ∗.

Therefore, it suffices to verify whether the polyhedra has
solution or not. It is easy to transfer the above polyhedra to
the normal form, i.e., S = {c|Ac � h}, where the matrix A ∈
R2(n+1)×(d+1) and the vector h ∈ R2(n+1). We now consider the
following linear programming problem [9,29]:

LP: Max Z, (16)

s.t. Ac + eZ � h, (17)

Z � 0, (18)

where e ∈ R2(n+1) and eT = (1,1, . . . ,1). It is clear that S 
= ∅
if and only if the maximal value Z∗ = 0. By using the method
of liner programming and Karmarkar’s algorithm [29], we
can further transform the above linear programming problem
into a standard form of linear programming problem and then
obtain that the time complexity for finding a solution c ∈ S or
returning no solution is O(d2n5.5 log2 n) [35], and clearly its
upper bound is O(n7.5 log2 n) since d � n. �

According to Lemma 5, determining d̃egε(f ) is equivalent
to finding out the minimal d such that q(x) = ∑d

k=0 ckVk

approximates f with error ε.
Theorem 1. For any symmetric partial Boolean function f

over {0,1}n with domain of definition D, and for the fixed
0 � ε < 1/2, there exists an algorithm to find out d̃egε(f ) with
an upper bound O(n7.5 log3 n) on the time complexity.

Proof. This is Algorithm 1, and we analyze the process
in detail. Let b = (b0,b1, . . . ,bn) be the vector describing
f . Let subroutine S(n,b,ε,d) = 1(0) if there does (not) exist
polynomial q with degree d approximating f with error ε.
The subroutine S(n,b,ε,d) can be done with the Karmarkar’s
algorithm according to Lemma 6. We give a binary search
algorithm (Algorithm 1) to find out d̃egε(f ) as follows:
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Algorithm 1 Algorithm for finding out d̃egε(f )

1: Procedure DEGREE (integer n, array b, real ε) � b∈{0,1,∗}n+1

2: integer l := 0,r := n;
3: while l � r

4: d = �(l + r)/2;
5: if S(n,b,ε,d) = 0 then l = d + 1;
6: else r = d − 1;
7: end if
8: end while
9: return l;
10: end procedure

In each iteration of the “while” loop, it holds
that S(n,b,ε,r + 1) = 1 and S(n,b,ε,l − 1) = 0. We have
d̃egε(f ) � r + 1 and d̃egε(f ) > l − 1. When the “while” loop
is finished, we have that l = r + 1 and d̃egε(f ) � r + 1 =
l. Therefore, d̃egε(f ) = l. The upper bound on time com-
plexity is O(log n)O(n7.5 log2 n) = O(n7.5 log3 n) in terms of
Lemma 6. �

IV. GENERALIZED DEUTSCH-JOZSA PROBLEM

In this section we consider a generalized Deutsch-Jozsa
problem DJk

n that was described by Eq. (3), that is, the problem
of distinguishing between the inputs of Hamming weight n/2
and Hamming weights in the set {0,1, . . . ,k,n − k,n − k +
1, . . . ,n} for all even n with 0 � k < n/2.

A. Exact quantum algorithm

By combining the exact quantum query algorithms for the
functions EXACT and THRESHOLD by Ambainis et al. [5], in
this subsection we give an exact quantum query algorithm for
computing DJk

n.
Theorem 2. For even n, the exact quantum query complex-

ity of DJk
n satisfies

QE

(
DJk

n

)
� k + 1. (19)

Proof. We will give an exact quantum algorithm using k +
1 queries for DJk

n. One of the important subroutines that we
will use in this paper is as follows:

Input: x = x1,x2, . . . ,xm.
Output: If the output is (0,0) then |x| 
= m/2. Otherwise, it

will output (i,j ) such that xi 
= xj .
We call this subroutine Xquery. Let x ∈ {0,1}m. If

Xquery(m,x) = (0,0), then |x| 
= m/2. If Xquery(m,x) =
(i,j ), then xi 
= xj .

Indeed, according to [5] by Ambainis et al., the subroutine
Xquery can be implemented in one exact quantum query
algorithm, and we put the details concerning the subroutine
Xquery in Appendix A.

Based on the subroutine Xquery, now we give an algorithm
(Algorithm 2) for DJk

n. It is clear that Algorithm 2 uses at most
k + 1 queries. �

B. Lower bound of exact quantum query complexity

The purpose of this subsection is to prove that the exact
quantum query complexity of DJk

n is no less than k + 1, i.e.,
QE(DJk

n) � k + 1.
Theorem 3. For even n, the exact quantum query complex-

ity of DJk
n satisfies

QE

(
DJk

n

)
� k + 1. (20)

Proof. We will prove that d̃eg0(DJk
n) � 2k + 2. Let us

consider a simple case k = 1 and n � 6 first. Suppose that
d̃eg0(DJ1

n) � 3, according to Lemma 1, there exists a mul-
tilinear polynomial q(x) = ∑3

i=0 ciVi representing DJ1
n. For

|x| = 0, we have q(x) = c0 = f (x) = 0. For |x| = 1, we have
q(x) = c0 + (1

1

)
c1 = f (x) = 0 and therefore c1 = 0. For |x| =

n,n − 1,n/2, we have the following equations:(n

2

)
c2 +

(n

3

)
c3 = 0,(

n − 1

2

)
c2 +

(
n − 1

3

)
c3 = 0,

(
n/2

2

)
c2 +

(
n/2

3

)
c3 = 1. (21)

Algorithm 2 Algorithm for DJk
n

1: procedure DJ (integer n, integer k, array x) � x∈{0,1}n

2: integer l:=1
3: while l � k do
4: Output ← Xquery(n,x)
5: if Output=(0,0) then return 0
6: end if
7: if Output=(i, j) then
8: x ← x \ {xi,xj }
9: l ← l + 1
10: n ← n − 2
11: end if
12: end while
13: Output ← Xquery(n,x)
14: if Output=(0,0) then return 0
15: end if
16: if Output=(i, j) then return 1
17: end if
18: end procedure

Let us consider the determinant∣∣∣∣∣
(
n2

) (
n3

)
(
n−1

2

) (
n−1

3

)
∣∣∣∣∣ =

∣∣∣∣∣
(

n

n−2

) (
n

n−3

)
(
n−1
n−3

) (
n−1
n−4

)
∣∣∣∣∣ (22)

= 1

n

∣∣∣∣∣
(

n

n−2

) (
n

n−3

)
n
(
n−1
n−3

)
n
(
n−1
n−4

)
∣∣∣∣∣ (23)

= 1

n

∣∣∣∣∣
(

n

n−2

) (
n

n−3

)
(n − 2)

(
n

n−2

)
(n − 3)

(
n

n−3

)
∣∣∣∣∣ (24)

= 1

n

∣∣∣∣∣
(

n

n−2

) (
n

n−3

)(
n

n−2

)
0

∣∣∣∣∣ 
= 0. (25)
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Therefore, in order to satisfy the first two equations, we have
c2 = c3 = 0. The last equation will not hold, which means
that such q does not exist. Thus, d̃eg0(DJ1

n) � 4. According

the Lemma 4, we have QE(DJ1
n) � 1

2 d̃eg0(DJ1
n) � 2. That is

to say, the algorithm in Theorem 2 for DJ1
n is optimal. The

algorithm in [31] for DJ1
n is also optimal.

Now we consider for the general case. Suppose that
d̃eg0(DJk

n) � 2k + 1, according to Lemma 1, there exists a
multilinear polynomial q(x) = ∑2k+1

i=0 ciVi representing DJk
n.

For 0 � |x| � k, f (x) = 0. Therefore, we have c0 = c1 =
· · · = ck = 0. For |x| = n,n − 1, . . . ,n − k, we have the fol-
lowing equations:(

n

k + 1

)
ck+1 +

(
n

k + 2

)
ck+2 + · · · +

(
n

2k + 1

)
c2k+1 = 0,

(
n − 1

k + 1

)
ck+1 +

(
n − 1

k + 2

)
ck+2 + · · · +

(
n − 1

2k + 1

)
c2k+1 = 0,

· · ·(
n − k

k + 1

)
ck+1 +

(
n − k

k + 2

)
ck+2 + · · · +

(
n − k

2k + 1

)
c2k+1 = 0.

(26)

Let us consider the determinant (see Appendix B for the
detailed proof):∣∣∣∣∣∣∣∣∣∣∣∣

(
n

k+1

) (
n

k+2

) · · · (
n

2k+1

)
(
n−1
k+1

) (
n−1
k+2

) · · · (
n−1
2k+1

)
...

...
. . .

...(
n−k

k+1

) (
n−k

k+2

) · · · (
n−k

2k+1

)

∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)

k(k+5)
2 ·

∏2k+1
i=k+1

(
n

i

)
∏k

i=1

(
n

i

) 
= 0. (27)

Therefore, we have ck+1 = · · · = c2k+1 = 0. Then for |x| =
n/2, f (x) = q(x) = 0, which is a contradiction. Therefore,
d̃eg0(DJk

n) � 2k + 2 and QE(DJk
n) � 1

2 d̃eg0(DJk
n) � k + 1. �

C. Exact classical query complexity

Theorem 4 For even n, the classical deterministic query
complexity of DJk

n satisfies

D
(
DJk

n

) = n/2 + k + 1. (28)

Proof. If the first n/2 queries return xi = 1 and the next k

queries return xi = 0, then we will need to make another query
as well. Therefore, D(DJk

n) � n/2 + k + 1.
Now suppose that we have made n/2 + k + 1 queries. If no

more than k queries return xi = 0, then there are more than
n/2 + 1 queries returning xi = 1 and DJk

n(x) = 0. If no more
than k queries return xi = 1, then there are more than n/2 + 1
queries returning xi = 0 and DJk

n(x) = 0. If there are more
than k queries returning xi = 0 and also more than k queries
returning xi = 1, then it must be balanced and DJk

n(x) = 1.
Therefore, D(DJk

n) � n/2 + k + 1 and the theorem has been
proved. �

Remark 2. Again, we make some comparisons to the pre-
vious results. When k = 0, this is the Deutsch-Jozsa problem;

when k = 1, this problem was considered by Montanaro et al.
[31] and an exact quantum two-query algorithm was given to
solve it, but the optimality was not verified. Also, the method in
[31] is different (the unitary operator in their query algorithm
was derived from distinguishing two orthogonal subsets of
states).

So far, according to Theorems 2–4, our main result has been
proved and is described as follows.

Theorem 5. For even n, the exact quantum query complex-
ity of DJk

n satisfies

QE

(
DJk

n

) = k + 1. (29)

However, the classical deterministic query complexity for DJk
n

is

D
(
DJk

n

) = n/2 + k + 1. (30)

Remark 3. When k = 1, Montanaro et al. [31] designed an
exact quantum two-query algorithm to compute it, and their
method is to derive a unitary operator from solving a system of
equations, but the optimality with two-query was not verified.
Our result also implies that the algorithm by Montanaro et al.
[31] is optimal.

V. CONCLUSIONS

Symmetric Boolean functions are important in cryptog-
raphy and property testing[13,14,18] due to their characters
(for example, their outputs only depend on the Hamming
weights of their inputs). Symmetric partial Boolean functions
are symmetric but their domains of definition are allowed
to be partial, so they also belong to the promise problems
[21,23], for example, the Deutsch-Jozsa problem as a typical
promise problem can be represented by an symmetric partial
Boolean function. In this article, we have proved the exact
quantum query complexity for a generalized Deutsch-Jozsa
problem, and presented a method for determining the degree
of symmetric partial Boolean functions. This method may be
useful for further studying the quantum query complexity of
symmetric partial Boolean functions.
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APPENDIX A: SUBROUTINE FOR XQUERY

The subroutine will use basis state |0,0〉, |i,0〉, and |i,j 〉
with 1 � i < j � m.
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(1) The subroutine Xquery begins in the state |0,0〉 and then a unitary mapping U1 is applied on it:

U1|0,0〉 =
m∑

i=1

1√
m

|i,0〉. (A1)

(2) The subroutine Xquery then performs the query

m∑
i=1

1√
m

|i,0〉 →
m∑

i=1

1√
m

(−1)xi |i,0〉. (A2)

(3) The subroutine Xquery performs a unitary mapping U2 to the current state such that

U2|i,0〉 =
∑
j>i

1√
m

|i,j 〉 −
∑
j<i

1√
m

|j,i〉 + 1√
m

|0,0〉 (A3)

and the resulting quantum state will be

U2

m∑
i=1

1√
m

(−1)xi |i,0〉 = 1

m

m∑
i=1

(−1)xi |0,0〉 + 1

m

∑
1�i<j

[(−1)xi − (−1)xj ]|i,j 〉. (A4)

(4) The subroutine Xquery measures the resulting state in the standard basis. If the outcome is |0,0〉, then
∑m

i=1(−1)xi 
= 0
and |x| 
= m/2. Otherwise, suppose that we get the state |i,j 〉. Then we have xi 
= xj and the subroutine outputs (i,j ).

APPENDIX B: PROOF OF EQUALITY (27)

Proof. We define ( p

l
) = 0 if p < l and also ( p

l
) = 0 if l < 0. For any integers p and l, it is easy to see that ( p

l
) = ( p

p−l
). Now

we prove that for any integers p and l,

(p + 1)
(p

l

)
= (l + 1)

(
p + 1

l + 1

)
. (B1)

There are several cases as follows.
Case 1: p < l. In this case, (p

l
) = 0 and ( p+1

l+1 ), the equality holds.

Case 2: p � l � 0. In this case, (p + 1)( p

l
) = (p + 1) p!

l!(p−l)! = (l + 1) (p+1)!
(l+1)![(p+1)−(l+1)]! = (l + 1)( p+1

l+1 ).

Case 3: p � l and l < −1. In this case, ( p+1
l+1 ) = 0 and ( p

l
) = 0, the equality holds.

Case 4: p � l and l = −1. In this case, ( p

l
) = 0 and (l + 1)( p+1

l+1 ) = 0, the equality holds.
Therefore, the equality holds.
Now we are ready to prove equality (27):

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

k+1

) (
n

k+2

) · · · (
n

2k

) (
n

2k+1

)
(
n−1
k+1

) (
n−1
k+2

) · · · (
n−1
2k

) (
n−1
2k+1

)
...

...
. . .

...
...(

n−k+1
k+1

) (
n−k+1
k+2

) · · · (
n−k+1

2k

) (
n−k+1
2k+1

)
(
n−k

k+1

) (
n−k

k+2

) · · · (
n−k

2k

) (
n−k

2k+1

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

) (
n

n−2k−1

)
(

n−1
n−k−2

) (
n−1

n−k−3

) · · · (
n−1

n−2k−1

) (
n−1

n−2k−2

)
...

...
. . .

...
...(

n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

) (
n−k+1
n−3k

)
(

n−k

n−2k−1

) (
n−k

n−2k−2

) · · · (
n−k

n−3k

) (
n−k

n−3k−1

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 1

(n − k + 1)
×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

) (
n

n−2k−1

)
(

n−1
n−k−2

) (
n−1

n−k−3

) · · · (
n−1

n−2k−1

) (
n−1

n−2k−2

)
...

...
. . .

...
...(

n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

) (
n−k+1
n−3k

)
(n − k + 1)

(
n−k

n−2k−1

)
(n − k + 1)

(
n−k

n−2k−2

) · · · (n − k + 1)
(

n−k

n−3k

)
(n − k + 1)

(
n−k

n−3k−1

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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= 1

(n − k + 1)
×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

) (
n

n−2k−1

)
(

n−1
n−k−2

) (
n−1

n−k−3

) · · · (
n−1

n−2k−1

) (
n−1

n−2k−2

)
...

...
. . .

...
...(

n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

) (
n−k+1
n−3k

)
(n − 2k − 1)

(
n−k+1
n−2k

)
(n − 2k − 2)

(
n−k+1
n−2k−1

) · · · (n − 3k)
(

n−k+1
n−3k−1

)
(n − 3k − 1)

(
n−k+1
n−3k

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

rk+1−(n−3k−1)rk========== 1

(n − k + 1)
×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

) (
n

n−2k−1

)
(

n−1
n−k−2

) (
n−1

n−k−3

) · · · (
n−1

n−2k−1

) (
n−1

n−2k−2

)
...

...
. . .

...
...(

n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

) (
n−k+1
n−3k

)
k
(
n−k+1
n−2k

)
(k − 1)

(
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

)
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(B2)

···=== 1

(n − k + 1)(n − k + 2) · · · n ×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

) (
n

n−2k−1

)
k
(

n

n−k−1

)
(k − 1)

(
n

n−k−2

) · · · (
n

n−2k

)
0

...
...

. . .
...

...

k
(

n−k+2
n−2k+1

)
(k − 1)

(
n−k+2
n−2k

) · · · (
n−k+2
n−3k

)
0

k
(
n−k+1
n−2k

)
(k − 1)

(
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

)
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= k(k − 1) · · · 1

(n − k + 1)(n − k + 2) · · · n ×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
k

(
n

n−k−1

)
1

k−1

(
n

n−k−2

) · · · 1
1

(
n

n−2k

) (
n

n−2k−1

)
(

n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

)
0

...
...

. . .
...

...(
n−k+2
n−2k+1

) (
n−k+2
n−2k

) · · · (
n−k+2
n−3k

)
0(

n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

)
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 1(
n

k

) ×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
k

(
n

n−k−1

)
1

k−1

(
n

n−k−2

) · · · 1
1

(
n

n−2k

) (
n

n−2k−1

)
(

n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

)
0

...
...

. . .
...

...(
n−k+2
n−2k+1

) (
n−k+2
n−2k

) · · · (
n−k+2
n−3k

)
0(

n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

)
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= (−1)k+2 ·
(

n

n−2k−1

)
(
n

k

) ×

∣∣∣∣∣∣∣∣∣∣∣∣∣

(
n

n−k−1

) (
n

n−k−2

) · · · (
n

n−2k

)
...

...
. . .

...(
n−k+2
n−2k+1

) (
n−k+2
n−2k

) · · · (
n−k+2
n−3k

)
(
n−k+1
n−2k

) (
n−k+1
n−2k−1

) · · · (
n−k+1
n−3k−1

)

∣∣∣∣∣∣∣∣∣∣∣∣∣
···===(−1)k+2(−1)k+1 · · · (−1)3 ×

(
n

n−2k−1

)(
n

n−2k

) · · · ( n

n−k−2

)
(
n

k

)(
n

k−1

) · · · (n

1

) ∣∣∣∣
(

n

n − k − 1

)∣∣∣∣
= (−1)

k(k+5)
2 ·

∏2k+1
i=k+1

(
n

i

)
∏k

i=1

(
n

i

) 
= 0.

�
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