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#### Abstract

The quantum master equation is a widespread approach to describing open quantum system dynamics. In this approach, the effect of the environment on the system evolution is entirely captured by the dynamical generator, providing a compact and versatile description. However, care needs to be taken when several noise processes act simultaneously or the Hamiltonian evolution of the system is modified. Here, we show that generators can be added at the master equation level without compromising physicality only under restrictive conditions. Moreover, even when adding generators results in legitimate dynamics, this does not generally correspond to the true evolution of the system. We establish a general condition under which direct addition of dynamical generators is justified, showing that it is ensured under weak coupling and for settings where the free system Hamiltonian and all system-environment interactions commute. In all other cases, we demonstrate by counterexamples that the exact evolution derived microscopically cannot be guaranteed to coincide with the dynamics naively obtained by adding the generators.
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## I. INTRODUCTION

It is generally impossible to completely isolate a small system of interest from the surrounding environment. Thus, dissipative effects caused by the environment are important in almost every quantum experiment, ranging from highly controlled settings, where much effort is invested in minimizing them, to areas where the dissipation is the key object of interest. In many cases, exact modeling of the environment is not practical and its effect is instead accounted for by employing effective models describing the induced noise. Different approaches exist, e.g., quantum Langevin and stochastic Schrödinger equations [1,2], quantum jump and state-diffusion models [3,4], or Hilbert-space averaging methods [5].

Arguably, the most widely applied approach is to use the quantum master equation (QME) description [1,2]. In this approach, the system evolution is given by a time-local differential equation, where the effect of the environment is captured by the dynamical generator. A master equation can be derived from a microscopic model of the system and environment, and their interaction, by tracing over the environment and applying appropriate approximations [1,2]. However, QMEs are also often applied directly, without explicit reference to an underlying model. In that case, care needs to be taken when several noise processes act in parallel, as simultaneous coupling to multiple baths in a microscopic model does not generally correspond to simple addition of noise generators. Moreover, when the Hamiltonian evolution of the system is modified, e.g., when controlling system dynamics by coherent driving [6], the form of noise generators in a QME may significantly change. Additivity of noise at the QME level has been discussed recently for qubits when analyzing collisional models [7], dynamical effects of interference between different baths [8,9], nonadditivity of relaxation rates in multipartite
systems [10,11], as well as in the context of charge (excitation) transport [12].

In this work, we address the following questions:
(i) when the naive addition of generators yields physically valid dynamics and
(ii) when the corresponding evolution coincides with the true system dynamics derived from the underlying microscopic model.

First, we show that (i) is satisfied for generators which are commutative, semigroup-simulable (can be interpreted as a fictitious semigroup at each time instance), and preserve commutativity of the dynamics under addition. These reach beyond the case of Markovian generators for which (i) naturally holds. Outside of this class, we find examples of simple qubit QMEs which lead to unphysical dynamics. We observe that (ii) holds if and only if the cross correlations between distinct environments can be ignored within a QME. We show this to be the case in the weak-coupling regime, extending previous results in this direction $[8,13,14]$. We also provide a sufficient condition for (ii) dictated by the commutativity of Hamiltonians at the microscopic level. We combine these generic considerations with a detailed study of a specific open system, namely a qubit interacting simultaneously with multiple spin baths, for which we provide examples where (ii) is not satisfied, while choosing the microscopic Hamiltonians to fulfill particular commutation relations.

Our results are of relevance to areas of quantum physics where careful description of dissipative dynamics plays a key role, e.g., in dissipative quantum state engineering [15-18], dissipative coupling in optomechanics [19], and dissipationenhanced quantum transport scenarios [12,20], including biological processes [21]. In particular, they are of importance to situations in which QMEs are routinely employed to account for multiple sources of dissipation, e.g., in quantum
thermodynamics [22-25] when dealing with multiple heat baths [9,26-28] or in quantum metrology [29-31] where the relation between dissipation and Hamiltonian dynamics, encoding the estimated parameter, is crucial [32-35].

The paper is structured as follows. In Sec. II, we discuss QMEs at an abstract level-as defined by families of dynamical generators whose important properties we summarize in Sec. II A. We specify in Sec. II B conditions under which the addition of physically valid generators is guaranteed to yield legitimate dynamics. We demonstrate by explicit examples that even mild violation of these conditions may lead to unphysical evolutions.

In Sec. III, we view the validity of QMEs from the microscopic perspective. In particular, we briefly review in Sec. III A the canonical derivation of a QME based on an underlying microscopic model, in order to discuss the effect of changing the system Hamiltonian on the QME, as well as the generalization to interactions with multiple environments. We then formulate a general criterion for the validity of generator addition in Sec. III B, which we explicitly show to be ensured in the weak coupling regime, or when particular commutation relations of the microscopic Hamiltonians are fulfilled.

In Sec. IV, we develop an exactly solvable model of a qubit interacting with multiple spin baths, which allows us to explicitly construct counterexamples that disprove the microscopic validity of generator addition in all the regimes in which the aforementioned commutation relations do not hold. Finally, we conclude in Sec. V.

## II. TIME-LOCAL QUANTUM MASTER EQUATIONS

QMEs constitute a standard tool to describe reduced dynamics of open quantum systems. They provide a compact way of defining the effective system evolution at the level of its density matrix, $\rho_{S}(t)$, without need for explicit specification of either environmental interactions or the nature of the noise. Although a QME may be expressed in a generalized form as an integrodifferential equation involving time convolution [36], its equivalent (cf. Ref. [37]) and more transparent timelocal formulation is typically favored, providing a more direct connection to the underlying physical mechanisms responsible for the dissipation [1,2]. Given a time-local QME,

$$
\begin{equation*}
\frac{d}{d t} \rho_{S}(t)=\mathcal{L}_{t}\left[\rho_{S}(t)\right]=\mathcal{H}_{t}\left[\rho_{S}(t)\right]+\mathcal{D}_{t}\left[\rho_{S}(t)\right] \tag{1}
\end{equation*}
$$

all the information about the system evolution is contained within the dynamical generator, $\mathcal{L}_{t}$, that is uniquely defined at each moment of time $t$. Moreover, $\mathcal{L}_{t}$ can always be decomposed into its Hamiltonian and purely dissipative parts, i.e., $\mathcal{L}_{t}=\mathcal{H}_{t}+\mathcal{D}_{t}$ in Eq. (1) with $\mathcal{H}_{t}[\rho]=-i[H(t), \rho]$ and some Hermitian $H(t)$ [38].

Although the QME (1) constitutes an ordinary differential equation, the system evolution may exhibit highly nontrivial memory features thanks to the arbitrary dependence of $\mathcal{L}_{t}$ on the local time instance $t$, but also on the (fixed) initial time $t_{0}$ at which the evolution commences [37]-which, without loss of generality, we choose to be zero $\left(t_{0}=0\right)$ and drop throughout this work.

## A. Physicality of dynamical generators

For the QME (1) to be physically valid, it must yield dynamics that is consistent with quantum theory. In particular, upon integration the QME must lead to a family of (dynamical) maps $\Lambda_{t}$ (parametrized by $\left.t\right)$ that satisfy $\rho_{S}(t)=\Lambda_{t}\left[\rho_{S}(0)\right]$ for any $t \geqslant 0$ and initial $\rho_{S}(0)$, with each $\Lambda_{t}$ being completely positive and trace preserving (СРТР) [39,40].

On the other hand, any QME (1) is unambiguously specified by the family of (dynamical) generators $\mathcal{L}_{t}$ appearing in Eq. (1). However, as discussed in Appendix A, although the CPTP condition can be straightforwardly checked for maps $\Lambda_{t}$, it does not directly translate onto the generators $\mathcal{L}_{t}$. As a result, for a generic QME its physicality cannot be easily inferred at the level of Eq. (1), unless its explicit integration is possible. Nevertheless, we formally call a family of dynamical generators $\mathcal{L}_{t}$ physical if the family of maps it generates consists only of CPTP transformations. In what follows (see also Appendix A 1), we describe properties of dynamical generators that ensure their physicality.

Any family of dynamical generators, whether physical or not, can be uniquely decomposed as [38]
$\mathcal{L}_{t}[\rho]=-i[H(t), \rho]+\sum_{i, j=1}^{d^{2}-1} \mathrm{D}_{i j}(t)\left(F_{i} \rho F_{j}^{\dagger}-\frac{1}{2}\left\{F_{j}^{\dagger} F_{i}, \rho\right\}\right)$,
where $d$ is the Hilbert space dimension and $\left\{F_{i}\right\}_{i=1}^{d^{2}}$ is any orthonormal operator basis with $\operatorname{Tr}\left\{F_{i}^{\dagger} F_{j}\right\}=\delta_{i j}$ and all $F_{i}$ traceless except $F_{d^{2}}=\mathbb{1} / \sqrt{d}$. The Hamiltonian part, $\mathcal{H}_{t}$, of the generator in Eq. (1) is then determined by $H(t)$ of Eq. (2), while the dissipative part $\mathcal{D}_{t}$ is defined by the Hermitian matrix $\mathrm{D}(t)$. Although general criteria for physicality of dynamicalgenerator families are not known, two natural classes of physical dynamics can be identified based on the above decomposition.

In particular, when $\mathrm{D}(t)$ is positive semidefinite, $\mathcal{L}_{t}$ is said to be of Lindblad form [38,41], which assures physicality of the dynamics at a given $t$. If this is the case for all $t \geqslant 0$, then the whole evolution is not only physical but also $C P$-divisible; i.e., the corresponding family of maps can be decomposed as $\Lambda_{t}=$ $\tilde{\Lambda}_{t, s} \Lambda_{s}$, where $\tilde{\Lambda}_{t, s}$ is CPTP for all $0 \leqslant s \leqslant t$. This property is typically associated with Markovianity of the evolution [42-44].

Furthermore, when, in addition, $H$ and D in Eq. (2) are time independent, the dynamics forms a semigroup, such that the generator and map families are directly related via $\Lambda_{t}=$ $\exp [t \mathcal{L}]$ with all $\mathcal{L}_{t}=\mathcal{L}$ [45]. See Appendix A 1 for a more detailed discussion of different types of evolutions.

For the purpose of this work, we also identify another important class of physical dynamics:

Definition 1. A given dynamical family $\Lambda_{t}$ is semigroup simulable if for any $t \geqslant 0$ the map $\mathcal{Z}_{t}=\log \Lambda_{t}$ is of Lindblad form-as in Eq. (2) with some $\mathrm{D}(t) \geqslant 0$.

Formally, $\mathcal{Z}_{t}$ constitutes the instantaneous exponent of the dynamics, satisfying $\Lambda_{t}=e^{\mathcal{Z}_{t}}$ (see Ref. [46] and Appendix A 1). Physicality of the evolution is then guaranteed by the Lindblad form of $\mathcal{Z}_{t}$, because at any $t$ the dynamical map $\Lambda_{t}$ can be interpreted as a fictitious semigroup $\Lambda_{t}=\left.e^{\mathcal{Z}_{t} \tau}\right|_{\tau=1}$
generated by $\mathcal{Z}_{t}$ (at this particular time instance). $\Lambda_{t}$ must therefore be CPTP at $t$.

In general, it is not straightforward to verify whether a given QME (1) yields semigroup-simulable dynamics [46], even after decomposing its dynamical generators according to Eq. (2). However, in the special case of commutative dynamics, for which $\left[\mathcal{L}_{s}, \mathcal{L}_{t}\right]=0$ (or equivalently $\left[\Lambda_{s}, \Lambda_{t}\right]=0$ ) for all $s, t \geqslant 0$, one may directly identify the semigroup-simulable subclass, because (see Appendix A 1)

Lemma 1. Any commutative dynamics is semigroup simulable if and only if (iff) for any $t \geqslant 0$ the decomposition of its dynamical generators (2) fulfills

$$
\begin{equation*}
\int_{0}^{t} d \tau \mathrm{D}(\tau) \geqslant 0 \tag{3}
\end{equation*}
$$

In short, we term any such semigroup simulable and commutative dynamics (SSC).

Note that the condition (3) is clearly weaker than positive semidefiniteness, $\mathrm{D}(t) \geqslant 0$, at all times. Hence, there exist commutative dynamics which are semigroup simulable but not CP-divisible. However, let us emphasize that there also exist commutative dynamics which are physical but not even semigroup simulable. An explicit example is provided by the eternally non-Markovian model of Ref. [47], as well as by other instances of random unitary $[48,49]$ and phasecovariant [34] qubit dynamics, which we discuss in detail in Appendix B.

## B. Additivity of dynamical generators

We define the notion of additivity for families of dynamical generators as follows:

Definition 2. Two physical families of generators $\mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$ are additive if all their non-negative linear combinations, $\alpha \mathcal{L}_{t}^{(1)}+\beta \mathcal{L}_{t}^{(2)}$ with $\alpha, \beta \geqslant 0$, are also physical.

Note that according to Definition 2 a pair of generator families can be additive only if each of them is individually rescalable-remains physical when multiplied by an nonnegative scalar; i.e., $\mathcal{L}_{t} \rightarrow \alpha \mathcal{L}_{t}$ remains physical for any $\alpha \geqslant$ 0 . However, as such a multiplication does not invalidate the Lindblad form of the decomposition (2) or the condition (3), it follows that any generator family which is CP-divisible or SSC must be rescalable.

From the linear algebra perspective [50], one may formally define the vector space containing families of dynamical generators. Physical generators then form its particular subset. Rescalability of a given $\mathcal{L}_{t}$ states then that the whole ray $\left\{\alpha \mathcal{L}_{t}\right\}_{\alpha \geqslant 0}$ lies within the physical set. Additivity of $\mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$, on the other hand, means that all the elements of the convex cone, $\left\{\alpha \mathcal{L}_{t}^{(1)}+\beta \mathcal{L}_{t}^{(2)}\right\}_{\alpha, \beta \geqslant 0}$, are physical.

For CP-divisible dynamics, we observe that when both $\mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$ are of (time-dependent) Lindblad form or even form a semigroup, so must any non-negative linear combination of them. Hence, it naturally follows that generator families describing CP-divisible evolutions constitute a convex cone contained in the physical set, with semigroups forming a subcone.

Furthermore, as we demonstrate in Appendix A 3:


FIG. 1. Cross section of the vector space defined by the families of dynamical generators. The nonconvex set (orange) describes a cut through the set of all physical families, while the inner convex sets (blue) correspond to cuts through convex cones of various dynamical subclasses possessing additive generators. Sets containing $C P$-divisible and semigroup evolutions are indicated, as well as two exemplary semigroup-simulable and commutative (SSC) classes of dynamics. Physicality can be broken by adding to a family $\mathcal{L}_{t}^{(1)}$, which is SSC but not CP-divisible, another family $\mathcal{L}_{t}^{(2)}$ that lies outside of the particular SSC class, even a semigroup.

Lemma 2. Any SSC generator families $\mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$ are additive if upon addition, $\alpha \mathcal{L}_{t}^{(1)}+\beta \mathcal{L}_{t}^{(2)}$ with any $\alpha, \beta \geqslant 0$, they yield commutative dynamics.

Hence, the non-negative linear span of any such SSC pair forms a convex cone contained in the physical set. Moreover, one may then naturally expand such a cone by considering more than two, in particular, a complete set of SSC generator families whose non-negative linear combinations are all commutative. We term the convex cone so constructed a particular SSC class.

In Fig. 1, we schematically depict the cross section of the set of physical generator families, which then also cuts through the convex cones containing generator families of the aforementioned dynamical subclasses. Importantly, as all physical dynamics do not form a convex cone in the vector space, the ones lying within such a hyperplane are described by a nonconvex set that, in turn, contains the convex sets of CP-divisible dynamics, its semigroup subset, as well as ones representing particular SSC classes.

Now, as indicated in Fig. 1 by the dashed line, by adding a generator family that is SSC but not CP-divisible (i.e., non-Markovian [42-44]) and another physical family, even a semigroup, which does not commute with the first-i.e., is not contained within the corresponding SSC class-one may obtain unphysical dynamics. Consider an example of two purely dissipative $\left[\mathcal{L}_{t}=\mathcal{D}_{t}\right.$ in Eq. (1)] qubit generators:

$$
\begin{align*}
\mathcal{L}_{t}^{(1)}[\rho] & =\gamma_{1}(t)\left(\sigma_{x} \rho \sigma_{x}-\rho\right)  \tag{4a}\\
\mathcal{L}_{t}^{(2)}[\rho] & =\gamma_{2}(t)\left(\sigma_{-} \rho \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho\right\}\right) \tag{4b}
\end{align*}
$$

where $\sigma_{ \pm}=\left(\sigma_{x} \pm i \sigma_{y}\right) / 2$ and $\sigma_{x}, \sigma_{y}, \sigma_{z}$ are the Pauli operators, and $\gamma_{1}(t), \gamma_{2}(t)$ are chosen such that the generators are physical. Importantly, the families $\mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$, despite being commutative, do not commute between one another.


FIG. 2. Eigenvalues of the Choi matrix as a function of time in [a.u.], whose negativity demonstrates nonphysicality of the dynamical maps generated by $\mathcal{L}_{t}^{(1)}+\mathcal{L}_{t}^{(2)}$ with $\mathcal{L}_{t}^{(\bullet)}$ as defined in Eq. (4). We choose in panel (a) $\gamma_{1}(t)=\sin (2 t)$ and $\gamma_{2}(t)=1$; while in panel (b) $\gamma_{1}(t)=1 / 2$ and $\gamma_{2}(t)=\sin (t)$.

They belong to different SSC classes of qubit dynamics (see Appendix B), namely, random-unitary [48,49] and phasecovariant [34] evolutions, respectively.

In order to prove the situation indicated in Fig. 1, we construct examples in which both $\mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$ are physical, but their sum is not. We take instances of $\gamma_{1}(t)$ and $\gamma_{2}(t)$ with one rate being constant (semigroup), and the other taking negative values for some times (non-Markovian) while fulfilling $\int_{0}^{t} d \tau \gamma(\tau) \geqslant 0$ of Eq. (3) (SSC). Two simple examples are provided by choosing $\gamma_{1}(t)=\sin (\omega t)$ and $\gamma_{2}(t)=\gamma$ and vice versa, with $\gamma$ and $\omega$ being positive constants. We consider then the generator family $\mathcal{L}_{t}^{(1)}+\mathcal{L}_{t}^{(2)}$ and solve analytically in Appendix B 2b for the families of maps $\Lambda_{t}$ that arise in both cases. For each $\Lambda_{t}$, we compute the eigenvalues of its corresponding Choi matrix [51]-all of which must be non-negative at all times for the map to be CPTP (see Appendix A 1). We depict them as a function of time in Fig. 2 for a choice of parameters which clearly demonstrates that the physicality is, indeed, invalidated at finite times. Their negativity, as demonstrated in Appendix B 2 b , can also be verified analytically.

In Appendix B 2 b , we also consider additional choices of $\gamma_{1}(t)$ and $\gamma_{2}(t)$ for the generators (4), in order to show that the same conclusion holds when both semigroup and non-Markovian contributions come from explicit microscopic derivations. In particular, as the generators describe dephasing (4a) and spontaneous-emission (4b) processes, we consider their non-Markovian forms derived (see Appendix B 1) from spin-boson and Jaynes-Cummings models, respectively [2].

Note that it follows from the above observations that physicality of a non-Markovian QME can be easily broken by addition of even a time-invariant (semigroup) dissipative term.


FIG. 3. Microscopic description of an open quantum system $S$ (a) interacting with a single environment $E$ and (b) simultaneously interacting with multiple, independent environments $E_{1}, E_{2}, E_{3}, \ldots$

Moreover, one should be extremely careful when dealing with dynamics described by generator families that are not even rescalable (e.g., see Appendix A 2): ones that exhibit singularities at finite times [48], are derived assuming weak-coupling interactions [52], or lead to physical (even commutative) but non-semigroup-simulable dynamics [47].

## III. MICROSCOPIC APPROACH TO QMEs

Let us recall that the QME (1) constitutes an effective description of the reduced dynamics, whose form must always originate from an underlying physical mechanism responsible for both free (noiseless) and dissipative parts of the system evolution. In particular, given a microscopic model, one should arrive at Eq. (1) starting from a closed dynamics describing the evolution of the system, its environment, and their interaction, after tracing out the environmental degrees of freedom [1,2].

## A. Microscopic derivation of a QME

In a microscopic model of an evolving open quantum system, as illustrated in Fig. 3(a), one considers a system of interest $S$, coupled to an environment $E$ that is taken sufficiently large for the total system to be closed. The global evolution is then unitary, $U_{S E}(t)=\exp \left[-i\left(H_{S}+H_{E}+H_{I}\right) t\right]$, being determined by the free Hamiltonians $H_{S}$ and $H_{E}$, and the system-environment interaction $H_{I}$. In the Schrödinger picture, the reduced state of the system, $\rho_{S}(t)=\operatorname{Tr}_{E} \rho_{S E}(t)$, evolves as

$$
\begin{equation*}
\frac{d}{d t} \rho_{S}(t)=-i \operatorname{Tr}_{E}\left[H_{S}+H_{E}+H_{I}, \rho_{S E}(t)\right] \tag{5}
\end{equation*}
$$

where $\rho_{S E}$ is the total system-environment state.
If the environment and the system are initially uncorrelated, so that $\rho_{S E}(0)=\rho_{S}(0) \otimes \rho_{E}$, and $\rho_{E}$ is stationary, i.e., [ $\left.H_{E}, \rho_{E}\right]=0$, Eq. (5) can be conveniently rewritten as (see also Appendix C2) $[2,53]$

$$
\begin{equation*}
\frac{d}{d t} \bar{\rho}_{S}(t)=-\int_{0}^{t} d s \operatorname{Tr}_{E}\left[\bar{H}_{I}(t),\left[\bar{H}_{I}(s), \bar{\rho}_{S E}(s)\right]\right] \tag{6}
\end{equation*}
$$

where by the bar, $\bar{\bullet}:=e^{i\left(H_{S}+H_{E}\right) t} \bullet e^{-i\left(H_{S}+H_{E}\right) t}$, we denote the interaction picture with respect to the free system-environment Hamiltonian $H_{S}+H_{E}$. Equation (6) constitutes the integrodifferential QME discussed at the beginning of Sec. II that, in practice, is typically recast into the time-local form (1), which after returning to the Schrödinger picture (see Appendixes C3
and C 4 ), reads

$$
\begin{equation*}
\frac{d}{d t} \rho_{S}(t)=-i\left[H_{S}, \rho_{S}(t)\right]+\tilde{\mathcal{L}}_{t}\left[\rho_{S}(t)\right] \tag{7}
\end{equation*}
$$

Importantly, $\tilde{\mathcal{L}}_{t}$ above can be unambiguously identified as the dynamical generator-containing both Hamiltonian and dissipative parts as in Eq. (1)-that arises purely due to the interaction with the environment, with the system free evolution (dictated by the system Hamiltonian $H_{S}$ ) being explicitly separated.

## 1. Dependence on the system Hamiltonian

However, as detailed in Appendix C 5, despite the separation of terms in Eq. (7) the form of the dynamical generator, $\tilde{\mathcal{L}}_{t}$, may in general strongly depend on the system Hamiltonian $H_{S}$. Crucially, this means that the evolution of systems with different $H_{S}$, which interact with the same type of environment, cannot generally be modeled with the same QME after simply changing the $H_{S}$ in Eq. (7). However, under certain circumstances this can be justified.

In Appendix C 6, we discuss in detail the natural cases when variations of $H_{S}$ do not affect the form of $\tilde{\mathcal{L}}_{t}$ in Eq. (7), yet we summarize them here by the following lemma.

Lemma 3. Consider a change $H_{S} \rightarrow H_{S}^{\prime}(t)=H_{S}+V(t)$ in Eq. (5). The corresponding time-local QME can be obtained by just replacing $H_{S}$ with $H_{S}^{\prime}(t)$ in Eq. (7) while keeping $\tilde{\mathcal{L}}_{t}$ unchanged, if at all times $\left[V(t), H_{I}\right]=0$ and either $\left[H_{S}, H_{I}\right]=$ 0 or $\left[V(t), H_{S}\right]=0$ (or both).

Unfortunately, if the above sufficient condition cannot be met, one must, in principle, rederive the QME (7) and the corresponding generator $\tilde{\mathcal{L}}_{t}$ for $H_{S}^{\prime}(t)$. Moreover, such treatment is required independently of the interaction strength, i.e., also in the weak-coupling regime discussed below. A prominent physical example is provided by coherently driven systems, for which $V(t)$ represents the externally applied force. In their case, it is common that the time dependence of $V(t)$ is naturally carried over onto, and significantly amends, the dynamical generator irrespectively of the coupling strength [53,54].

## 2. Generalization to multiple environments

Another important question one should pose is under what conditions the full derivation of the QME (7) can also be bypassed when dealing with a system that simultaneously interacts with multiple environments-as depicted in Fig. 3(b). Motivated by the analysis of Sec. II B, one may then naively expect that, given multiple additive generator families describing each separate interaction, $\tilde{\mathcal{L}}_{t}^{(i)}$, they should be simply added to construct the overall QME of the form (7) with $\tilde{\mathcal{L}}_{t}=\sum_{i} \tilde{\mathcal{L}}_{t}^{(i)}$ [55].

Such a procedure may, however, lead to incorrect dynamics, as may be demonstrated by considering explicitly the microscopic model that incorporates interactions with multiple environments-with now $H_{E}=\sum_{i} H_{E_{i}}$ and $H_{I}=\sum_{i} H_{I_{i}}$ in Eq. (5). Following the derivation steps of the time-local QME (7), while assuming its existence both in the presence of each single environment and all of them, one arrives at a generalized

QME (see also Appendix D):

$$
\begin{align*}
\frac{d}{d t} \rho_{S}(t)= & -i\left[H_{S}, \rho_{S}(t)\right]+\sum_{i} \tilde{\mathcal{L}}_{t}^{(i)}\left[\rho_{S}(t)\right] \\
& -\sum_{i \neq j} \int_{0}^{t} d s e^{-i H_{S}(t-s)} \operatorname{Tr}_{E_{i j}} \\
& \times\left[\bar{H}_{I_{i}}(t-s),\left[H_{I_{j}}, \rho_{S E_{i j}}(s)\right]\right] e^{i H_{S}(t-s)} \tag{8}
\end{align*}
$$

where $\bar{H}_{I_{i}}(\tau)=e^{i\left(H_{S}+H_{E_{i}}\right) \tau} H_{I_{i}} e^{-i\left(H_{S}+H_{E_{i}}\right) \tau}, \tilde{\mathcal{L}}_{t}^{(i)}$ is the generator arising when only the $i$ th environment is present, $\rho_{S E_{i j}}$ denotes the joint-reduced state of the system and environments $i$ and $j$, while $\operatorname{Tr}_{E_{i j}}$ stands for the trace over these environments.

Crucially, the naive addition of generators would lead to a QME that contains only the first two terms in Eq. (8). In particular, it would completely ignore the last term, which we here name the cross term, as it accounts for the cross correlations that may emerge between each two environments due to their indirect interaction being mediated by the system.

## B. Microscopic validity of generator addition

The generalization of the QME to multiple environments (8) allows one to unambiguously identify when the true dynamics derived microscopically coincides with the evolution obtained by naively adding the generators.

Observation 1. A dynamical generator corresponding to a system simultaneously interacting with multiple environments can be constructed by simple addition of the generators associated with each individual environment iff the cross term in Eq. (8) identically vanishes.

In what follows, we show that Observation 1 allows one to prove the validity of generator addition in the weak-coupling regime. However, as the cross term in Eq. (8) involves a time-convolution integral, in order to prove that it identically vanishes given that the microscopic Hamiltonians satisfy particular commutation relations, we must consider the dynamics in its integrated form-at the level of the corresponding dynamical map.

## 1. Weak-coupling regime

Lemma 4. The dynamical generator of the evolution of a system simultaneously interacting with multiple environments in the weak coupling regime can be constructed by simple addition of the generators associated with each individual environment.

Here, we summarize the proof of Lemma 4 that can be found in Appendix D 1 and generalizes the argumentation of Refs. [13,14] applicable to the more restricted regime in which the Born-Markov approximation is valid.

In particular, it applies to any QME valid in the weakcoupling regime (cf. Refs. [2,44,53]), which is derived using the ansatz

$$
\begin{equation*}
\rho_{S E}(t) \approx \rho_{S}(t) \otimes \bigotimes_{i} \varrho_{E_{i}}(t) \tag{9}
\end{equation*}
$$

where $\rho_{S}(t)$ is the reduced system state at $t$, while $\varrho_{E_{i}}(t)$ can be arbitrarily chosen for $t>0$-it does not need to represent the reduced state of the $i$ th environment, $\rho_{E_{i}}(t)=\operatorname{Tr}_{\tau_{E_{i}}} \rho_{S E}(t)$, as long as it initially coincides with its stationary state, i.e.,


FIG. 4. Validity of generator addition as assured by the commutativity of microscopic Hamiltonians. The QME (8) describing the multiple-environment scenario of Fig. 3(b) is considered. Each set (circle) above indicates that commutativity of the interaction Hamiltonians with II, each other; IS, the system Hamiltonian; and IE, all the free Hamiltonians of environments; is fulfilled.
$\varrho_{E_{i}}(0)=\rho_{E_{i}}$. Let us emphasize that the assumption (9) is employed only at the derivation stage, so that the QME so obtained, despite correctly reproducing the reduced dynamics of the system under weak coupling, may yield upon integration closed dynamics with overall system-environment states that significantly deviate from the ansatz (9) and, in particular, its tensor-product structure [54].

In Appendix D 1, we first employ operator Schmidt decomposition [51] to reexpress each of the interaction Hamiltonians in Eq. (8) as $H_{I_{i}}=\sum_{k} A_{i ; k} \otimes B_{k}^{E_{i}}$, i.e, as a sum of operators that act separately on the system and corresponding environment. This decomposition, together with the ansatz (9), allows us to rewrite the overall QME (8) in terms of correlation functions involving only pairs of baths. Furthermore, the tensor-product structure of Eq. (9) ensures that each of these reduces to a product of single-bath correlation functions. Hence, as any single-bath (one-time) correlation function can always be assumed to be zero, every summand in the cross term of the QME (8) must independently vanish.

Note that, in particular, this holds for all QMEs derived using the time-convolutionless approach [56] up to second order in all the interaction parameters representing coupling strengths for each environment.

## 2. Commutativity of microscopic Hamiltonians

Next, we investigate the implications that commutativity of the system, environment, and interaction Hamiltonians have on the validity of generator addition. We consider the cases when all $H_{I_{i}}$ commute with each other (II), with $H_{S}$ (IS), or with all the $H_{E_{i}}$ (IE), and summarize the results in Fig. 4. We find the following:

Lemma 5. Only when the interaction Hamiltonians commute among themselves and with the system free Hamiltonian, i.e., $\left[H_{I_{i}}, H_{I_{j}}\right]=0$ and $\left[H_{I_{i}}, H_{S}\right]=0$ for all $i, j$, can the overall QME be constructed by adding dynamical generators associated individually with each environment-ignoring the cross term in Eq. (8).

Again, we summarize here the proof of Lemma 5 that can be found in Appendix D 2. However, in contrast to the discussion
of the weak-coupling regime, we are required to return to the microscopic derivation of the QME (8).

Crucially, the commutativity of interaction Hamiltonians with one another as well as with $H_{S}$-the region II $\cap$ IS marked "Yes" in Fig. 4-assures that the unitary of the global von Neumann equation (5) factorizes, i.e.,

$$
\begin{equation*}
U_{S E}(t)=e^{-i\left(H_{S}+\sum_{i} H_{E_{i}}+H_{l_{i}}\right) t}=e^{-i H_{S} t} \prod_{i} e^{-i\left(H_{l_{i}}+H_{E_{i}}\right) t} \tag{10}
\end{equation*}
$$

As a result, the system dynamics is described by a product of commuting CPTP maps, $\bar{\rho}_{S}(t)=\prod_{i} \tilde{\Lambda}_{t}^{(i)}\left[\bar{\rho}_{S}(0)\right]$, associated with each individual environment and given by $\tilde{\Lambda}_{t}^{(i)}[\bullet]=$ $\operatorname{Tr}_{E_{i}}\left\{e^{-i\left(H_{L_{i}}+H_{E_{i}}\right) t}\left(\bullet \otimes \rho_{E_{i}}\right) e^{i\left(H_{l_{i}}+H_{E_{i}}\right) t}\right\}$. By differentiating the dynamics with respect to $t$, it is then evident that the QME takes the form (8) with each $\tilde{\mathcal{L}}_{t}^{(i)}=\dot{\tilde{\Lambda}}_{t}^{(i)} \circ\left(\tilde{\Lambda}_{t}^{(i)}\right)^{-1}$ and the cross term is indeed absent. Note that as all $\tilde{\mathcal{L}}_{t}^{(i)}$ must then represent generator families belonging to a common commutative class, if each of them yields dynamics that is also semigroup simulable, they all must belong to the same SSC class in Fig. 1.

In all other cases marked "No" in Fig. 4, the commutativity does not ensure the generators to simply add. We demonstrate this by providing explicit counterexamples based on a concrete microscopic model, for which the evolution of the system interacting with each environment separately, as well as all simultaneously, can be explicitly solved. It is sufficient to do so for the settings in which either all $H_{I_{i}}$ commute with all $H_{E_{i}}$ and $H_{S}$ (intersection IS $\cap \mathrm{IE}$ in Fig. 4) or all $H_{I_{i}}$ commute with each other and all $H_{E_{i}}$ (intersection II $\cap \mathrm{IE}$ ), since it then follows that neither II, IS, nor IE alone can ensure the validity of generator addition.

Note that it is known that $\left[H_{I}, H_{S}\right]=0$ implies the evolution to be CP-divisible [57]. Thus, as families of CP-divisible generators are additive (cf. Fig. 1), our counterexample for IS $\cap$ IE below corresponds to a case where generator addition results in dynamics which is physical but does not agree with the microscopic derivation. For a setting in which $H_{I_{i}}$ do not commute either among each other or with $H_{S}$, the validity of adding generators has been discussed in Ref. [8].

## IV. SPIN-MAGNET MODEL

In this section, we construct counterexamples to the validity of adding generators at the QME level for the relevant cases summarised in Fig. 4. Inspired by Refs. [58,59], we consider a single qubit (spin-1/2 particle) in contact with multiple magnets-environments consisting of many spin- $1 / 2$ systems. Within this model, the closed dynamics of the global qubitmagnets system can be solved and, after tracing out the magnets' degrees of freedom, the exact open dynamics of the qubit can be obtained. As a result, we can determine the QME generators describing dynamics of the qubit when coupled to one or more magnets, so that comparison with evolutions obtained by adding the corresponding generators can be explicitly made.

## A. Magnet as an environment

Within our model, we allow the system free Hamiltonian $H_{S}$ to be chosen arbitrarily, yet, for simplicity, we take the free Hamiltonian of the environment to vanish, $H_{E}=0$. As a result,
any initial environment state is stationary, with $\left[\rho_{E}, H_{E}\right]=0$ trivially for any $\rho_{E}$.

The environment is represented by a magnet that consists of $N$ spin-1/2 particles, for which we introduce the magnetization operator:

$$
\begin{equation*}
\hat{m}=\sum_{n=1}^{N} \sigma_{z}^{(n)}=\sum_{k=0}^{N} m_{k} \Pi_{k}, \tag{11}
\end{equation*}
$$

where $\Pi_{k}$ is the projector onto the subspaces with magnetization $m_{k}$ (i.e., with $k$ spins pointing up). The magnetization $m_{k}$ takes $N+1$ equally spaced values between $-N$ and $N$ :

$$
\begin{equation*}
m_{k}=-N+2 k \text { for } k=0, \ldots, N \tag{12}
\end{equation*}
$$

Consistent with Sec. III, the initial state of the spin-magnet system reads $\rho_{S E}(0)=\rho_{S}(0) \otimes \rho_{E}$, where we take the initial magnet state to be a classical mixture of different magnetisations, i.e.,

$$
\begin{equation*}
\rho_{E}=\sum_{k=0}^{N} q_{k} \Pi_{k} \tag{13}
\end{equation*}
$$

The initial probability for an observation of the magnetization to yield $m_{k}$ is then

$$
\begin{equation*}
p\left(m_{k}\right)=\operatorname{Tr}\left[\rho_{E} \Pi_{k}\right]=q_{k} \operatorname{Tr} \Pi_{k} . \tag{14}
\end{equation*}
$$

In the limit of large $N, p\left(m_{k}\right)$ approaches a continuous distribution $p(m)$, whose moments can then be computed as follows:

$$
\begin{equation*}
\sum_{k=0}^{N}\left(m_{k}\right)^{s} p\left(m_{k}\right) \underset{N \rightarrow \infty}{\longrightarrow} \int_{-\infty}^{\infty} d m m^{s} p(m) \tag{15}
\end{equation*}
$$

We consider only interaction Hamiltonians which couple the system qubit to the magnet's magnetization, i.e,

$$
\begin{equation*}
H_{I}=A \otimes \hat{m} \tag{16}
\end{equation*}
$$

with $A$ being an arbitrary qubit observable. However, in order to be consistent with Sec. III, we must impose that

$$
\begin{equation*}
\operatorname{Tr}_{E}\left\{H_{I} \rho_{E}\right\}=A \operatorname{Tr}\left\{\hat{m} \rho_{E}\right\}=A \sum_{k=0}^{N} m_{k} p\left(m_{k}\right)=0 \tag{17}
\end{equation*}
$$

which implies that we must restrict to distributions $p\left(m_{k}\right)$ [and $p(m)$ in the $N \rightarrow \infty$ limit] with zero mean.

In the examples discussed below, we consider two initial magnetization distributions for the magnet in the asymptotic $N$ limit. In particular, we consider a Gaussian distribution,

$$
\begin{equation*}
p(m)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{m^{2}}{2 \sigma^{2}}}, \tag{18}
\end{equation*}
$$

which formally corresponds to the asymptotic limit of a magnet being described by a microcanonical ensemble [58]-its every spin configuration being equally probable, with $q_{k}=1 / 2^{N}$ in Eq. (14), yielding a binomial distribution of magnetization with variance equal to the number of spins $\left(\sigma^{2}=N\right)$. We also consider the case when the magnetization follows a Lorentzian distribution in the $N \rightarrow \infty$ limit, i.e.,

$$
\begin{equation*}
p(m)=\frac{\lambda}{\pi\left(\lambda^{2}+m^{2}\right)}, \tag{19}
\end{equation*}
$$

parametrized by the scale parameter $\lambda$ (specifying the half width at half maximum).

Given the above initial magnet state (13) and the interaction Hamiltonian (16), the global system-magnet state constitutes at all times a mixture of states with different magnet magnetization. In particular, it can be decomposed at any $t \geqslant 0$ as

$$
\begin{equation*}
\rho_{S E}(t)=\sum_{k} q_{k} \rho_{S}^{(k)}(t) \otimes \Pi_{k}, \tag{20}
\end{equation*}
$$

where every $\rho_{S}^{(k)}$ can be understood as the (normalized) state of the system conditioned on the magnet possessing the magnetization $m_{k}$. Consequently, the full reduced system state at time $t$ reads

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{Tr}_{E} \rho_{S E}(t)=\sum_{k} p\left(m_{k}\right) \rho_{S}^{(k)}(t) \tag{21}
\end{equation*}
$$

Crucially, within the model each of the conditional states $\rho_{S}^{(k)}$ in Eq. (21) evolves independently. In order to show this, we substitute the system-environment state (20) and the microscopic Hamiltonians into the global von Neumann equation (5) to obtain

$$
\begin{align*}
\dot{\rho}_{S E}(t) & =-i\left[H_{S}+H_{I}, \rho_{S E}(t)\right] \\
& =-i\left[H_{S} \otimes \mathbb{1}+A \otimes \hat{m}, \rho_{S E}(t)\right] \\
& =-i\left[H_{S} \otimes \mathbb{1}+\sum_{k} m_{k} A \otimes \Pi_{k}, \sum_{l} q_{l} \rho_{S}^{(l)}(t) \otimes \Pi_{l}\right] \\
& =-i \sum_{k} q_{k}\left[H_{S}+m_{k} A, \rho_{S}^{(k)}(t)\right] \otimes \Pi_{k} . \tag{22}
\end{align*}
$$

As no coupling between different magnetization subspaces (labeled by $k$ ) is present, after rewriting the left-hand side above using Eq. (20), one obtains a set of uncoupled differential equations for each conditional state:

$$
\begin{equation*}
\dot{\rho}_{S}^{(k)}(t)=-i\left[H_{S}+m_{k} A, \rho_{S}^{(k)}(t)\right], \tag{23}
\end{equation*}
$$

with $\rho_{S}^{(k)}(t)=\rho_{S}(0)$ for each $k$.
Hence, every $\rho_{S}^{(k)}$ evolves unitarily within our model with $U_{S}^{(k)}(t):=\exp \left[-i\left(H_{S}+m_{k} A\right) t\right]$, while the overall evolution of the qubit (21) is given by the dynamical map, $\Lambda_{t}$, corresponding to a mixture of such (conditional) unitary transformations distributed according to the initial magnetization distribution of the magnet, $p\left(m_{k}\right)$, i.e.,

$$
\begin{equation*}
\rho_{S}(t)=\Lambda_{t}\left[\rho_{S}(0)\right]=\sum_{k} p\left(m_{k}\right) U_{S}^{(k)}(t) \rho_{S}(0) U_{S}^{(k) \dagger}(t) \tag{24}
\end{equation*}
$$

Furthermore, as $\Lambda_{t}$ constitutes a mixture of unitaries in the model, it must be unital, i.e., for all $t \geqslant 0: \Lambda_{t}[\mathbb{1}]=\mathbb{1}$.

## 1. Bloch ball representation

We rewrite the above qubit dynamics employing the Bloch ball representation [51], i.e., $\rho \equiv \frac{1}{2}(\mathbb{1}+\mathbf{r} \cdot \boldsymbol{\sigma})$ with the Bloch vector $\mathbf{r}$ unambiguously specifying a qubit state $\rho$. Then, Eqs. (23) and (24) read, respectively,

$$
\begin{equation*}
\dot{\mathbf{r}}^{(k)}(t) \cdot \sigma=-i\left[H_{S}+m_{k} A, \mathbf{r}^{(k)}(t) \cdot \sigma\right] \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{r}(t)=\mathbf{D}_{t} \mathbf{r}(0)=\left[\sum_{k} p\left(m_{k}\right) \mathbf{R}^{(k)}(t)\right] \mathbf{r}(0) \tag{26}
\end{equation*}
$$

The rotation matrices above, $\mathbf{R}^{(k)}$, constitute the $\mathrm{SO}(3)$ representations of the unitaries $U_{S}^{(k)} \in \mathrm{SU}(2)$ in Eq. (24) and are thus similarly mixed according to $p\left(m_{k}\right)$.

The qubit dynamical map, $\Lambda_{t}$ of Eq. (24), is represented by an affine transformation of the Bloch vector:

$$
\begin{equation*}
\mathbf{D}_{t}:=\sum_{k} p\left(m_{k}\right) \mathbf{R}^{(k)}(t) \underset{N \rightarrow \infty}{\longrightarrow} \int_{-\infty}^{\infty} d m p(m) \mathbf{R}(m, t) \tag{27}
\end{equation*}
$$

which is linear due to $\Lambda_{t}$ being unital within the magnet model, i.e., does not contain a translation.

Now, as the spaces of physical $\Lambda_{t}$ (dynamical maps) and $\mathbf{D}_{t}$ (affine transformations) are isomorphic [51], the dynamical generators of the former $\mathcal{L}_{t}:=\dot{\Lambda}_{t} \circ \Lambda_{t}^{-1}$ (see Appendix A 1) directly translate onto $\mathbf{L}_{t}:=\dot{\mathbf{D}}_{t} \mathbf{D}_{t}^{-1}$ of the latter, with the map composition and inversion replaced by matrix multiplication and inversion, respectively. Moreover, as the vector spaces containing families of generators defined in this manner must also be isomorphic, all the notions described in Sec. II B-in particular, rescalability and additivity-naturally carry over.

However, in order to define the Bloch ball representation of the environment-induced generator $\tilde{\mathcal{L}}_{t}$ in the QME (7), we must correctly relate it to the interaction and Schrödinger pictures of the dynamics, summarized in Appendix C 1. In general (see Appendix C 4 for the derivation from the dynamical maps perspective), the Bloch ball representation of $\tilde{\mathcal{L}}_{t}$ reads

$$
\begin{equation*}
\tilde{\mathbf{L}}_{t}:=\mathbf{L}_{t}-\dot{\mathbf{R}}_{S}(t) \mathbf{R}_{S}(t)^{-1}=\mathbf{R}_{S}(t) \overline{\mathbf{L}}_{t} \mathbf{R}_{S}(t)^{-1} \tag{28}
\end{equation*}
$$

where $\mathbf{R}_{S}(t) \in \mathrm{SO}(3)$ is the rotation matrix of the Bloch vector that represents the qubit unitary map, $U_{S}(t):=\exp \left[-i H_{S} t\right] \in$ $\mathrm{SU}(2)$, induced by the system free Hamiltonian $H_{S}$.

As stated in Eq. (28), $\tilde{\mathbf{L}}_{t}$ may be equivalently specified with help of $\overline{\mathbf{L}}_{t}:=\dot{\overline{\mathbf{D}}}_{t} \overline{\mathbf{D}}_{t}^{-1}$, i.e., the Bloch ball representation of the dynamical generator defined in the interaction picture, $\overline{\mathcal{L}}_{t}:=\dot{\bar{\Lambda}}_{t} \circ \bar{\Lambda}_{t}^{-1}$-see also Appendix C3 for its formal microscopic definition. Importantly, $\overline{\mathbf{L}}_{t}$ may be directly computed for a given $\mathbf{D}_{t}$ of Eq. (27) by first transforming it to the interaction picture, i.e., determining $\overline{\mathbf{D}}_{t}:=\mathbf{R}_{S}^{-1}(t) \mathbf{D}_{t}$ that is the Bloch equivalent of $\bar{\Lambda}_{t}[\bullet]:=U_{S}^{\dagger}(t) \Lambda_{t}[\bullet] U_{S}(t)$ discussed in Appendix C 1.

On the other hand, as $\tilde{\mathbf{L}}_{t}$ and $\overline{\mathbf{L}}_{t}$ are linearly related via Eq. (28), their vector spaces must be isomorphic. Hence, in what follows, we may equivalently stick to the interaction picture and consider $\overline{\mathbf{L}}_{t}$ instead, in particular, $\overline{\mathbf{L}}_{t}^{(1)}+\overline{\mathbf{L}}_{t}^{(2)} \Leftrightarrow$ $\tilde{\mathbf{L}}_{t}^{(1)}+\tilde{\mathbf{L}}_{t}^{(2)}$, when verifying the validity of generator addition.

## 2. Example: Magnet-induced dephasing

To illustrate the model, we first consider the case when it is employed to provide a simple microscopic derivation of the qubit dephasing dynamics. We take

$$
\begin{equation*}
H_{E}=0, \quad H_{S}=0, \quad H_{I}=\frac{1}{2} g \sigma_{z} \otimes \hat{m} \tag{29}
\end{equation*}
$$

with the system Hamiltonian being absent, so that all the generators, $\mathbf{L}_{t}=\overline{\mathbf{L}}_{t}=\tilde{\mathbf{L}}_{t}$ in Eq. (28), become equivalent.

From Eq. (25) we get

$$
\begin{equation*}
\dot{\mathbf{r}}^{(k)}(t) \cdot \boldsymbol{\sigma}=-\frac{i}{2} g m_{k}\left[\sigma_{z}, \mathbf{r}^{(k)}(t) \cdot \boldsymbol{\sigma}\right], \tag{30}
\end{equation*}
$$

which just yields rotations of the Bloch ball around the $z$ axis with angular speed depending on the magnetization $m_{k}$, i.e., Eq. (27) with (in Cartesian coordinates)

$$
\mathbf{R}(m, t)=\left(\begin{array}{ccc}
\cos (g m t) & -\sin (g m t) & 0  \tag{31}\\
\sin (g m t) & \cos (g m t) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

for the $N \rightarrow \infty$ limit.
Integrating Eq. (31) over the initial magnetization distribution $p(m)$, we obtain the affine transformation (27) to asymptotically read

$$
\mathbf{D}_{t}=\left(\begin{array}{ccc}
e^{-f(t)} & 0 & 0  \tag{32}\\
0 & e^{-f(t)} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

with $f(t)=\frac{1}{2} \sigma^{2} g^{2} t^{2}$ and $f(t)=\gamma g t$ in the case of the Gaussian (18) and Lorentzian (19) distributions $p(m)$, respectively. Hence, the corresponding generators (28) in Bloch ball representation take a simple form,

$$
\mathbf{L}_{t}=\left(\begin{array}{ccc}
-\gamma(t) & 0 & 0  \tag{33}\\
0 & -\gamma(t) & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which corresponds to the standard dephasing generator with a time-dependent rate [as defined in Eq. (B6) of Appendix B], i.e.,

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=\gamma(t)\left(\sigma_{z} \bullet \sigma_{z}-\bullet\right), \tag{34}
\end{equation*}
$$

with $\gamma(t)=\sigma^{2} g^{2} t$ in the Gaussian case and constant (semigroup) $\gamma(t)=\lambda g$ in the Lorentzian case.

## B. Counterexamples to sufficiency of the commutativity assumptions

We now prove the regions marked "No" in Fig. 4. In particular, we provide explicit counterexamples which assure that the commutativity assumption-associated with the particular region of the Venn diagram-is generally not sufficient for the system dynamics to be recoverable by simple addition of the generators attributed to each of the environments. In order to do so, it is enough to consider the scenario in which the qubit is independently coupled to just two magnets via the mechanism described above.

## 1. IS $\cap$ IE commutativity assumption

We start with an example of dynamics, in which the interaction Hamiltonians (trivially) commute with the free system and all the environmental Hamiltonians, but not among each other. In particular, we simply set

$$
\begin{align*}
H_{S} & =H_{E_{1}}=H_{E_{2}}=0, \\
H_{I_{1}} & =\frac{1}{2} g_{1} \sigma_{z} \otimes \hat{m}_{1}  \tag{35}\\
H_{I_{2}} & =\frac{1}{2} g_{2} \sigma_{x} \otimes \hat{m}_{2}
\end{align*}
$$

with subscripts $\{1,2\}$ labeling to the first and the second magnets. As in the case of the dephasing-noise derivation
above, the system Hamiltonian is absent, so the generators in Eq. (28) coincide with $\mathbf{L}_{t}=\overline{\mathbf{L}}_{t}=\tilde{\mathbf{L}}_{t}$.

In the case of simultaneous coupling to two magnets, Eq. (20) naturally generalizes to

$$
\begin{equation*}
\rho_{S E_{1} E_{2}}(t)=\sum_{k, k^{\prime}} q_{k, k^{\prime}} \rho_{S}^{\left(k, k^{\prime}\right)}(t) \otimes \Pi_{k} \otimes \Pi_{k^{\prime}} \tag{36}
\end{equation*}
$$

where $q_{k, k^{\prime}}$ now represents the joint probability of finding the first and the second magnets in magnetizations $m_{k}$ and $m_{k^{\prime}}$, respectively, while $\rho_{S}^{\left(k, k^{\prime}\right)}(t)$ stands for the corresponding conditional reduced state of the system.

Consequently, the (conditional) von Neumann equation (25), which now must be derived for $H_{I}=H_{I_{1}}+H_{I_{2}}$, describes the dynamics of Bloch vectors that represent each conditional state, $\rho_{S}^{\left(k, k^{\prime}\right)}(t)$, being also parametrized by the two indices $k$ and $k^{\prime}$, i.e.,

$$
\begin{equation*}
\dot{\mathbf{r}}^{\left(k, k^{\prime}\right)}(t) \cdot \boldsymbol{\sigma}=-\frac{i}{2}\left[g_{1} m_{1, k} \sigma_{z}+g_{2} m_{2, k^{\prime}} \sigma_{x}, \mathbf{r}^{\left(k, k^{\prime}\right)}(t) \cdot \boldsymbol{\sigma}\right] \tag{37}
\end{equation*}
$$

Equation (37) leads to coupled equations in the Cartesian basis, i.e. (dropping the indices $k, k^{\prime}$ and the explicit time-dependence for simplicity),

$$
\begin{align*}
\dot{r}_{x} & =-g_{1} m_{1} r_{y}  \tag{38a}\\
\dot{r}_{y} & =g_{1} m_{1} r_{x}-g_{2} m_{2} r_{z}  \tag{38b}\\
\dot{r}_{z} & =g_{2} m_{2} r_{y} \tag{38c}
\end{align*}
$$

which can be analytically solved to obtain the $\mathbf{R}$ matrix in Eq. (27)—labeled $\mathbf{R}_{12}$ to indicate that both magnets are involved. $\mathbf{R}_{12}\left(m_{1}, m_{2}, t\right)$ possesses now two magnetization parameters associated with each of the magnets, and we state its explicit form in Appendix E 1.

Furthermore, we can straightforwardly obtain the solution of the equations of motion when only one of the magnets is present by simply setting either $g_{1}=0$ or $g_{2}=0$ in $\mathbf{R}_{12}$. In the presence of only the first magnet ( $g_{2}=0$ ), we recover the magnet-induced dephasing noise described above-with $\mathbf{R}_{12}\left(m_{1}, m_{2}, t\right)$ simplifying to $\mathbf{R}_{1}\left(m_{1}, t\right)$ that takes exactly the form (31). On the other hand, when only the second magnet ( $g_{1}=0$ ) is present, which couples to the system via $\sigma_{x}$ rather than $\sigma_{z}$, see Eq. (35), we obtain $\mathbf{R}_{2}\left(m_{2}, t\right)$ as in Eq. (31) but with coordinates cyclically exchanged-see Appendix E 1 for explicit expressions.

We then average each $\mathbf{R}_{\mathrm{x}}$, where $\mathrm{x}=\{12,1,2\}$ denotes the magnet(s) being present, over the initial magnetizations in the $N \rightarrow \infty$ limit. This way, we obtain the affine maps (27) representing the corresponding qubit dynamics for all the three cases in the asymptotic $N$ limit as

$$
\begin{equation*}
\mathbf{D}_{t}^{(\mathrm{x})}=\int_{-\infty}^{\infty} d m_{\mathrm{x}} p\left(m_{\mathrm{x}}\right) \mathbf{R}_{\mathrm{x}}\left(m_{\mathrm{x}}, t\right) \tag{39}
\end{equation*}
$$

where in the presence of both magnets $m_{12} \equiv\left(m_{1}, m_{2}\right)$ and $p\left(m_{12}\right) \equiv p\left(m_{1}\right) p\left(m_{2}\right)$; and we take each $p\left(m_{i}\right)$ to follow a Gaussian distribution (18) with variance $\sigma_{i}$. Similarly, we obtain the integral expressions for the time derivatives of the affine maps, $\dot{\mathbf{D}}_{t}^{(\mathbf{x})}=\int d m_{\mathrm{x}} p\left(m_{\mathrm{x}}\right) \dot{\mathbf{R}}_{\mathbf{x}}\left(m_{\mathbf{x}}, t\right)$ after also computing analytically all the corresponding $\dot{\mathbf{R}}_{\mathrm{x}}$.

Finally, we choose particular values of $g_{1}, g_{2}, \sigma_{1}, \sigma_{2}$, and time $t$, in order to numerically compute the integrals over the magnetization parameters and obtain all $\mathbf{D}_{t}^{(\mathbf{x})}$ and $\dot{\mathbf{D}}_{t}^{(\mathbf{x})}$. Our choice allows us then to explicitly construct dynamical generators $\mathbf{L}_{t}^{(\mathbf{x})}=\dot{\mathbf{D}}_{t}^{(\mathbf{x})}\left(\mathbf{D}_{t}^{(\mathbf{x})}\right)^{-1}$, which importantly exhibit $\mathbf{L}_{t}^{(12)} \neq \mathbf{L}_{t}^{(1)}+\mathbf{L}_{t}^{(2)} ;$ see Appendix E 1.

Hence, we conclude that the commutativity of the interaction Hamiltonians with both system and environment Hamiltonians, but not with each other, cannot assure the generators to simply add at the level of the QME-as denoted by the "No" label in the region of Fig. 4 representing the IS $\cap$ IE commutativity assumption.

## 2. II $\cap I E$ commutativity assumption

In order to construct an example of reduced dynamics in which, at the microscopic level, the interaction Hamiltonians commute with each other and all free environmental Hamiltonians but not the system Hamiltonian, we consider again a two-magnet model but this time set

$$
\begin{align*}
H_{S} & =\frac{1}{2} \omega \sigma_{x}, \quad H_{E_{1}}=H_{E_{2}}=0 \\
H_{I_{1}} & =\frac{1}{2} g_{1} \sigma_{z} \otimes \hat{m}_{1}, \quad H_{I_{2}}=\frac{1}{2} g_{2} \sigma_{z} \otimes \hat{m}_{2} \tag{40}
\end{align*}
$$

In contrast to the previous example, since $H_{S} \neq 0$, in order to investigate the validity of generator addition, we must either consider the environment-induced generators $\tilde{\mathbf{L}}_{t}$ defined in Eq. (28) or the generators $\overline{\mathbf{L}}_{t}$ directly computed in the interaction picture.

We do the latter and compute both $H_{I_{i}}$ in the interaction picture, i.e., $\bar{H}_{I_{i}}(t)$, which are obtained by replacing $\sigma_{z}$ Pauli operators in Eq. (40) with

$$
\begin{equation*}
\bar{\sigma}_{z}(t):=e^{i H_{s} t} \sigma_{z} e^{-i H_{s} t}=\cos (\omega t) \sigma_{z}+\sin (\omega t) \sigma_{y} \tag{41}
\end{equation*}
$$

Importantly, $\bar{\sigma}_{z}(t)$ should be interpreted as a (time-dependent) operator $A$ in the general expression (16) for $H_{I}$ that, in contrast to the previous case, is now identical for both magnets. Thus, inspecting the general expression for the dynamics (25), we obtain the equation of motion for the Bloch vector in the interaction picture, $\overline{\mathbf{r}}^{\left(k, k^{\prime}\right)}(t):=\mathbf{R}_{S}^{-1}(t) \mathbf{r}^{\left(k, k^{\prime}\right)}(t)$, that represents the qubit state conditioned on the first and second magnets possessing magnetizations $m_{k}$ and $m_{k^{\prime}}$, respectively, as

$$
\begin{align*}
\dot{\mathbf{r}}^{\left(k, k^{\prime}\right)}(t) \cdot \sigma= & -\frac{i}{2}\left(g_{1} m_{1, k}+g_{2} m_{2, k^{\prime}}\right)\left[\cos (\omega t) \sigma_{z}\right. \\
& \left.+\sin (\omega t) \sigma_{y}, \overline{\mathbf{r}}^{\left(k, k^{\prime}\right)}(t) \cdot \boldsymbol{\sigma}\right] \tag{42}
\end{align*}
$$

which leads to coupled equations (again, dropping the indices $k, k^{\prime}$ and the explicit time dependence):

$$
\begin{align*}
& \dot{\vec{r}}_{x}=\left(g_{1} m_{1}+g_{2} m_{2}\right)\left[\sin (\omega t) \bar{r}_{z}-\cos (\omega t) \bar{r}_{y}\right],  \tag{43a}\\
& \dot{\bar{r}}_{y}=\left(g_{1} m_{1}+g_{2} m_{2}\right) \cos (\omega t) \bar{r}_{x},  \tag{43b}\\
& \dot{\bar{r}}_{z}=-\left(g_{1} m_{1}+g_{2} m_{2}\right) \sin (\omega t) \bar{r}_{x} . \tag{43c}
\end{align*}
$$

As before, see Appendix E2, we solve the above equations of motion in order to obtain the $\overline{\mathbf{R}}$ matrix of Eq. (27) in the interaction picture, i.e., $\overline{\mathbf{R}}_{12}\left(m_{1}, m_{2}, t\right)$. Again, by setting either $g_{2}=0$ or $g_{1}=0$, we obtain expressions for $\overline{\mathbf{R}}_{1}$ and $\overline{\mathbf{R}}_{2}$, respectively, corresponding to the cases when only first or second magnet is present. We then also compute all $\dot{\overline{\mathbf{R}}}_{\mathrm{x}}$ with
$\mathbf{X}=\{12,1,2\}$, in order to arrive at integral expressions for both the affine maps and their time derivatives, i.e., $\overline{\mathbf{D}}_{t}^{(\mathrm{x})}$ and $\dot{\overline{\mathbf{D}}}^{(\mathrm{x})}$, respectively, computed now in the interaction picture.

As in the previous example, we take initial magnetization distributions of both magnets to be Gaussian and fix all the model parameters (i.e., $\omega$ and $g_{1}, g_{2}$ for the system and interaction, $\sigma_{1}, \sigma_{2}$ for the magnets, as well as the time $t$ ) in order to numerically perform the integration over magnetizations $m_{\mathrm{x}}$. We then find, see Appendix E2, a choice of parameters for which it is clear that the dynamical generators, $\overline{\mathbf{L}}_{t}^{(\mathbf{x})}=$ $\dot{\overline{\mathbf{D}}}_{t}^{(\mathbf{x})}\left(\overline{\mathbf{D}}_{t}^{(\mathrm{x})}\right)^{-1}$, fulfill $\overline{\mathbf{L}}_{t}^{(12)} \neq \overline{\mathbf{L}}_{t}^{(1)}+\overline{\mathbf{L}}_{t}^{(2)}$.

Hence, we similarly conclude that the commutativity of all the interaction Hamiltonians with each other, and all the free Hamiltonians of environments also cannot assure the generators to simply add at the level of the QME-proving the "No" label in the region of Fig. 4 representing the II $\cap$ IE commutativity assumption.

## V. CONCLUSIONS

We have investigated under what circumstances modifications to open system dynamics can be effectively dealt with at the master equation level by adding dynamical generators. We have identified a condition-semigroup simulability and commutativity preservation-applicable beyond Markovian (CP-divisible) dynamics which guarantees generator addition to yield physical evolutions. We have also demonstrated by considering simple qubit generators that even mild violation of this condition may yield unphysical dynamics under generator addition.

Moreover, even when physically valid, generator addition does not generally correspond to the real evolution derived from a microscopic model describing interactions with multiple environments. We have formulated a general criterion under which the addition of generators associated with each individual environment yields the correct dynamics.

We have then shown that this condition is generally satisfied in the weak-coupling regime, whenever it is correct to use a master equation derived assuming a tensor-product ansatz for the global state describing the system and environments. Finally, we have demonstrated that, at the microscopic level, the commutativity of interaction Hamiltonians among each other and with the system Hamiltonian also ensures addition of dynamical generators to give the correct dynamics.

We believe that our results may prove useful in areas where the master equation description of open quantum systems is a common workhorse, including quantum metrology, thermodynamics, transport, and engineered dissipation.
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## APPENDIX A: QMEs AS FAMILIES OF DYNAMICAL GENERATORS

## 1. Describing open system dynamics

a. Physically valid quantum dynamics

A particular evolution of an open quantum system is formally represented by a continuous family of density matrices $\left\{\rho_{t} \in \mathcal{B}\left(\mathcal{H}_{d}\right)\right\}_{t \geqslant 0}$ that describe the system state at each time $t \geqslant 0$. The system evolution is then defined by a family of $d y$ namical maps (quantum channels [51]), $\left\{\Lambda_{t}\right\}_{t \geqslant 0}$ with $\Lambda_{0}=\mathcal{I}$ being the identity map, such that for any initial system state, $\rho_{0}$, the state at time $t \geqslant 0$ is given by

$$
\begin{equation*}
\rho_{t}=\Lambda_{t}\left[\rho_{0}\right] \tag{A1}
\end{equation*}
$$

Importantly, for a given dynamics to be physical the family $\left\{\Lambda_{t}\right\}_{t \geqslant 0}$ must consist of completely-positive and trace preserving (CPTP) maps. Only then, for any given enlarged initial state $\varrho(0) \in \mathcal{B}\left(\mathcal{H}_{d} \otimes \mathcal{H}_{d}^{\prime}\right)$ with arbitrary $d^{\prime}=\operatorname{dim} \mathcal{H}_{d}^{\prime}$, the state at every time $t \geqslant 0$, i.e., $\varrho(t)=\Lambda_{t} \otimes \mathcal{I}[\varrho(0)]$, is guaranteed to be correctly described by a positive semidefinite matrix.

In practice, any linear map $\Lambda: \mathcal{B}\left(\mathcal{H}_{d}\right) \rightarrow \mathcal{B}\left(\mathcal{H}_{d^{\prime}}\right)$ may be verified to be CPTP by constructing its corresponding Choi matrix $\Omega_{\Lambda} \in \mathcal{B}\left(\mathcal{H}_{d^{\prime}} \otimes \mathcal{H}_{d}\right)$, defined as $[39,40]$

$$
\begin{equation*}
\Omega_{\Lambda}:=\Lambda \otimes \mathcal{I}[|\psi\rangle\langle\psi|] \tag{A2}
\end{equation*}
$$

with $|\psi\rangle=\sum_{i=1}^{d}|i\rangle|i\rangle$ and $\{|i\rangle\}_{i=1}^{d}$ being some orthonormal basis spanning $\mathcal{H}_{d}$. In particular, a map $\Lambda$ is CP and TP iff its Choi matrix is positive semidefinite, i.e., $\Omega_{\Lambda} \geqslant 0$, and satisfies $\operatorname{Tr}_{\mathcal{H}_{d^{\prime}}}\left\{\Omega_{\Lambda}\right\}=\mathbb{1}_{d}$, respectively.

## b. Dynamical generators

One may associate with any given dynamics (A1) the family of dynamical generators, $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$, that specify for each $t \geqslant 0$ the time-local QME stated in Eq. (1) of the main text [46-48], i.e.,

$$
\begin{equation*}
\dot{\rho}_{t}=\mathcal{L}_{t}\left[\rho_{t}\right] \quad\left(\Longleftrightarrow \dot{\Lambda}_{t}=\mathcal{L}_{t} \circ \Lambda_{t}\right) \tag{A3}
\end{equation*}
$$

with $\bullet \equiv \frac{d}{d t} \bullet$ and the dynamical generator being then formally defined at each $t \geqslant 0$ as

$$
\begin{equation*}
\mathcal{L}_{t}:=\dot{\Lambda}_{t} \circ \Lambda_{t}^{-1} \tag{A4}
\end{equation*}
$$

where $\Lambda_{t}^{-1}$ is the inverse $\left(\Lambda_{t}^{-1} \circ \Lambda_{t}=\mathcal{I}\right)$ of the dynamical map at time $t$, and is not necessarily CPTP. However, $\Lambda_{t}^{-1}$ in general may cease to exist at certain time instances, at which the corresponding generators $\mathcal{L}_{t}$ then become singular, even though the family of maps is perfectly smooth. Nevertheless, under particular conditions [48], the resulting QME (A3) can still be integrated and yield correctly the original dynamics (A1).

In the other direction, given a family of dynamical generators $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$, one may write the corresponding dynamical map at any time $t$ with help of a time-ordered exponential,
expressible in the Dyson-series form [46,48],

$$
\begin{equation*}
\Lambda_{t}=\mathcal{T}_{\leftarrow} \exp \left\{\int_{0}^{t} \mathcal{L}_{\tau} d \tau\right\}=\sum_{i=0}^{\infty} \mathcal{S}_{t}^{(i)}\left[\mathcal{L}_{\mathbf{\bullet}}\right] \tag{A5}
\end{equation*}
$$

where $\mathcal{S}_{t}^{(0)}[\bullet]=\mathcal{I}$ and for all $i \geqslant 1$ :

$$
\begin{align*}
\mathcal{S}_{t}^{(i)}\left[\mathcal{L}_{\bullet}\right]: & =\frac{1}{i!} \int_{0}^{t} d t_{1} \int_{0}^{t} d t_{2} \ldots \int_{0}^{t} d t_{i} \mathcal{T}_{\leftarrow} \mathcal{L}_{t_{1}} \circ \mathcal{L}_{t_{2}} \circ \ldots \circ \mathcal{L}_{t_{i}} \\
& =\int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \ldots \int_{0}^{t_{i-1}} d t_{i} \mathcal{L}_{t_{1}} \circ \mathcal{L}_{t_{2}} \circ \ldots \circ \mathcal{L}_{t_{i}} . \tag{A6}
\end{align*}
$$

## c. Instantaneous generators

Given a family of dynamical maps $\left\{\Lambda_{t}\right\}_{t \geqslant 0}$ defining the evolution (A1), one can also construct the corresponding family of instantaneous generators $\left\{\mathcal{X}_{t}\right\}_{t \geqslant 0}$, defined for each $t \geqslant 0$ as [46]

$$
\begin{equation*}
\mathcal{X}_{t}:=\frac{d}{d t} \log \Lambda_{t}=\dot{\mathcal{Z}}_{t} \quad \text { with } \quad \mathcal{Z}_{t}:=\log \Lambda_{t} \tag{A7}
\end{equation*}
$$

being the so-called instantaneous exponent, such that

$$
\begin{equation*}
\Lambda_{t}=\exp \mathcal{Z}_{t}=\exp \left\{\int_{0}^{t} d \tau \mathcal{X}_{\tau}\right\} \tag{A8}
\end{equation*}
$$

where the above expression, in contrast to Eq. (A5), does not involve the time-ordering operator $\mathcal{T}_{\leftarrow}$.

Although the instantaneous generators $\mathcal{X}_{t}$ cannot be directly used to construct the QME (A3), the family of dynamical generators $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ can be formally related to the family of instantaneous ones. In particular, by substituting into Eq. (A4)

$$
\begin{equation*}
\dot{\Lambda}_{t}=\frac{d}{d t} \exp \mathcal{Z}_{t}=\int_{0}^{1} d s e^{s \mathcal{Z}_{t}} \circ \mathcal{X}_{t} \circ e^{(1-s) \mathcal{Z}_{t}} \tag{A9}
\end{equation*}
$$

and $\Lambda_{t}^{-1}=e^{-\mathcal{Z}_{t}}$, one observes that

$$
\begin{equation*}
\mathcal{L}_{t}=\int_{0}^{1} d s e^{s \mathcal{Z}_{t}} \circ \mathcal{X}_{t} \circ e^{-s \mathcal{Z}_{t}} \tag{A10}
\end{equation*}
$$

## d. Commutative dynamics

A dynamics is defined to be commutative if the maps describing the evolution in Eq. (A1), or equivalently-as follows from Eq. (A5)—all the dynamical generators defining the QME (A3) commute between one another, i.e., for all $s, t \geqslant 0$ :

$$
\begin{equation*}
\left[\Lambda_{s}, \Lambda_{t}\right]=0 \Longleftrightarrow\left[\mathcal{L}_{s}, \mathcal{L}_{t}\right]=0 \tag{A11}
\end{equation*}
$$

Moreover, Eq. (A8) implies then that also all instantaneous exponents must commute with each another, $\left[\mathcal{Z}_{s}, \mathcal{Z}_{t}\right]=0$, but also with instantaneous generators, $0=\partial_{s}\left[\mathcal{Z}_{s}, \mathcal{Z}_{t}\right]=\left[\mathcal{X}_{s}, \mathcal{Z}_{t}\right]$. Hence, in the case of commutative dynamics, the dynamical and instantaneous generators must coincide at all times, as

$$
\begin{equation*}
\mathcal{L}_{t}=\int_{0}^{1} d s e^{s \mathcal{Z}_{t}} \circ \mathcal{X}_{t} \circ e^{-s \mathcal{Z}_{t}}=\int_{0}^{1} d s \mathcal{X}_{t}=\mathcal{X}_{t} \tag{A12}
\end{equation*}
$$

so that Eqs. (A5) and (A8) both, respectively, read

$$
\begin{equation*}
\Lambda_{t}=\exp \left\{\int_{0}^{t} d \tau \mathcal{L}_{\tau}\right\}=\exp \left\{\int_{0}^{t} d \tau \mathcal{X}_{\tau}\right\} \tag{A13}
\end{equation*}
$$

## e. CP-divisible dynamics

The dynamics is said to be divisible into CPTP maps- $C P$ divisible (or Markovian [42-44])—if its corresponding family of maps, $\left\{\Lambda_{t}\right\}_{t \geqslant 0}$, satisfies for all $0 \leqslant s \leqslant t$ :

$$
\begin{equation*}
\Lambda_{t}=\tilde{\Lambda}_{t, s} \circ \Lambda_{s} \tag{A14}
\end{equation*}
$$

where $\tilde{\Lambda}_{t, s}$ is a CPTP map itself.
At the level of dynamical generators, this is equivalent to the statement that all $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ are of the Lindblad form $[38,41]$ :

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=-i\left[H_{t}, \bullet\right]+\Phi_{t}[\bullet]-\frac{1}{2}\left\{\Phi_{t}^{\star}[\mathbb{1}], \bullet\right\}, \tag{A15}
\end{equation*}
$$

where $H_{t}$ is a time-dependent Hermitian operator, $\Phi_{t}$ is a completely positive (CP) map, and they, respectively, represent the Hamiltonian, $\mathcal{H}_{t}$, and dissipative, $\mathcal{D}_{t}$, parts in the QME (1) of the main text. $\Phi_{t}^{\star}$ is the dual map of $\Phi_{t}$ that-given a Kraus representation of the CP map $\Phi_{t}$, i.e., a set of operators $\left\{V_{i}(t)\right\}_{i}$ satisfying $\sum_{i} V_{i}(t)^{\dagger} V_{i}(t)=0$ for all $t \geqslant 0$ such that $\Phi_{t}[\bullet]=\sum_{i} V_{i}(t) \bullet V_{i}(t)^{\dagger}[60]$-is defined as $\Phi_{t}^{\star}[\bullet]:=$ $\sum_{i} V_{i}^{\dagger}(t) \bullet V_{i}(t)$.

Thus, one may rewrite Eq. (A15) also as [2]

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=-i\left[H_{t}, \bullet\right]+\sum_{i} V_{i}(t) \bullet V_{i}(t)^{\dagger}-\frac{1}{2}\left\{V_{i}(t)^{\dagger} V_{i}(t), \bullet\right\}, \tag{A16}
\end{equation*}
$$

which—after fixing a particular orthonormal basis of matrices $\left\{F_{j}\right\}_{j}$ satisfying $\operatorname{Tr}\left\{F_{i}^{\dagger} F_{j}\right\}=\delta_{i j}$ in which each $V_{i}(t)=$ $\sum_{j} \mathrm{~V}_{i j}(t) F_{j}$ —can be further rewritten as in Eq. (2) of the main text:

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=-i\left[H_{t}, \bullet\right]+\sum_{i, j} \mathrm{D}_{i j}(t)\left(F_{j} \bullet F_{i}^{\dagger}-\frac{1}{2}\left\{F_{i}^{\dagger} F_{j}, \bullet\right\}\right) \tag{A17}
\end{equation*}
$$

with the time dependence of the dissipative part being now fully contained within the matrix $\mathrm{D}(t)$.

Although any dynamical generator $\mathcal{L}_{t}$, constituting a traceless and Hermiticity-preserving operator, can be decomposed as above, the Lindblad form (A15) ensures that for all $t \geqslant 0$ there exists a matrix $\mathrm{V}(t)$ such that $\mathrm{D}(t)=\mathrm{V}(t)^{\dagger} \mathrm{V}(t)$. Hence, it follows that any dynamics is CP-divisible iff one may at all times decompose its corresponding dynamical generators according to Eq. (A17) with some positive semidefinite $\mathrm{D}(t) \geqslant 0$.

## f. Semigroup dynamics

An important subclass of commutative and CP-divisible dynamics are semigroups, for which the whole evolution is determined by a single fixed generator $\mathcal{L}$,

$$
\begin{equation*}
\left\{\mathcal{L}_{t} \equiv \mathcal{L}\right\}_{t \geqslant 0} \Rightarrow\left\{\Lambda_{t}=\exp [t \mathcal{L}]\right\}_{t \geqslant 0} \tag{A18}
\end{equation*}
$$

which in order to describe physical dynamics (so that all $\Lambda_{t}$ are CPTP) must be of Lindblad form (A15) with both the Hamiltonian $H$ and the positive semidefinite matrix $\mathrm{D} \geqslant 0$ in Eq. (A17) being now time independent.

## g. Semigroup-simulable dynamics

Definition 3. We define a map $\Lambda_{t}$ to be (instantaneously) semigroup simulable at time $t$ if its corresponding
instantaneous exponent $\mathcal{Z}_{t}=\log \Lambda_{t}$ in Eq. (A7) is of Lindblad form, i.e.,

$$
\begin{equation*}
\mathcal{Z}_{t}[\bullet]=-i\left[\tilde{H}_{t}, \bullet\right]+\tilde{\Phi}_{t}[\bullet]-\frac{1}{2}\left\{\tilde{\Phi}_{t}^{\star}[\mathbb{1}], \bullet\right\} \tag{A19}
\end{equation*}
$$

where, similarly to Eq. (A15), $\tilde{H}_{t}$ and $\tilde{\Phi}_{t}$ are some Hermitian operator and CP map, respectively. If all instantaneous exponents, $\left\{\mathcal{Z}_{t}\right\}_{t \geqslant 0}$, can be decomposed according to Eq. (A19), we term the whole dynamics to be semigroup simulable.

Importantly, given that $\Lambda_{t}$ is semigroup simulable at time $t$, a semigroup parametrized by $\tau \geqslant 0$ with physical (of Lindblad form) generator $\mathcal{L}=\mathcal{Z}_{t}$ may be defined as

$$
\begin{equation*}
\left\{\tilde{\Lambda}(t)_{\tau}\right\}_{\tau \geqslant 0} \quad \text { with } \quad \tilde{\Lambda}(t)_{\tau}=e^{\mathcal{Z}_{t} \tau} \tag{A20}
\end{equation*}
$$

so that it coincides with the original map at $\tau=1, \tilde{\Lambda}(t)_{\tau=1}=$ $\Lambda_{t}$, or, in other words, "simulates" its action at this particular instance of "fictitious time" $\tau$.

Observation 2 . The semigroup-simulability property provides a sufficient but not necessary condition for physicality of dynamics.

If for a dynamical family $\left\{\Lambda_{t}=e^{\mathcal{Z}_{t}}\right\}_{t \geqslant 0}$ all its instantaneous exponents are of Lindblad form (A19), it must consist of maps which coincide with semigroups at all $t \geqslant 0$ and, hence, all must be CPTP. In the other direction, however, there exist dynamics that are not semigroup simulable but nonetheless physical. Examples may be found by considering instances of, e.g., random unitary and phase-covariant, qubit evolutions, as shown below in Appendix B 1.

In the case of commutative dynamics, it follows from Eq. (A13) that $\mathcal{Z}_{t}=\int_{0}^{t} d \tau \mathcal{L}_{\tau}$, so that one may explicitly connect the decomposition (A17) of the dynamical generator at time $t$ with the one of the instantaneous exponent in Eq. (A19), as follows:

$$
\begin{align*}
\mathcal{Z}_{t}[\bullet]= & -i\left[\int_{0}^{t} d \tau H_{\tau}, \bullet\right] \\
& +\sum_{i, j} \int_{0}^{t} d \tau \mathrm{D}_{i j}(\tau)\left(F_{j} \bullet F_{i}^{\dagger}-\frac{1}{2}\left\{F_{i}^{\dagger} F_{j}, \bullet\right\}\right), \tag{A21}
\end{align*}
$$

where $\int_{0}^{t} d \tau H_{\tau}$ constitutes then $\tilde{H}_{t}$ in Eq. (A19).
Crucially, the decomposition (A21) proves Lemma 1 of the main text, as it becomes clear that the Lindblad form of $\mathcal{Z}_{t}$ is then fully ensured by the condition

$$
\begin{equation*}
\Gamma(t):=\int_{0}^{t} d \tau \mathrm{D}(\tau) \geqslant 0 \tag{A22}
\end{equation*}
$$

stated in Eq. (3) of the main text. Hence, given a commutative dynamics for which condition (A22) holds, it must also be semigroup simulable-constitute a semigroup simulable and commutative (SSC) evolution.

In some previous works [61,62], the semigroup-simulable property has been identified as Markovianity of the dynamics. Let us emphasize that such a notion is nontrivially related to the concept of CP divisibility introduced in Appendix A 1 e , which is more commonly associated with Markovianity [42-44]. The CP divisibility ensures $\mathrm{D}(t) \geqslant 0$ in Eq. (A17) at all times, so that (in the case of commutative dynamics) the SSC condition (A22) is trivially fulfilled. However, as $\mathrm{D}(t) \geqslant 0$ is a stronger requirement, there must exist (also commutative) evolutions that are semigroup simulable but not

CP-divisible, e.g., instances of qubit dynamics discussed below in Appendix B. This fact can also be understood by inspecting Eq. (A10), from which it is clear that the Lindblad form (A19) of the instantaneous exponent $\mathcal{Z}_{t}$ (and, hence, of $\mathcal{X}_{t}=\dot{\mathcal{Z}}_{t}$ ) does not generally ensure the corresponding dynamical generator $\mathcal{L}_{t}$ to also be of Lindblad form (A15).

## 2. Rescalability of dynamical generators

Definition 4. We define a physical family of dynamical generators $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ to be rescalable if by multiplying all its elements by any non-negative constant, $\alpha \geqslant 0$, one obtains a generator family,

$$
\begin{equation*}
\left\{\mathcal{L}_{t}^{\prime}:=\alpha \mathcal{L}_{t}\right\}_{t \geqslant 0} \tag{A23}
\end{equation*}
$$

that also yields physical dynamics.
Given a family of dynamical maps $\left\{\Lambda_{t}\right\}_{t \geqslant 0}$, by rescaling its corresponding dynamic generators $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$, as in Eq. (A23), we obtain a family of maps, $\left\{\Lambda_{t}^{\prime}\right\}_{t \geqslant 0}$, that according to Eq. (A5) reads
$\Lambda_{t}^{\prime}=\mathcal{T}_{\leftarrow} \exp \left\{\int_{0}^{t} \mathcal{L}_{\tau}^{\prime} d \tau\right\}=\sum_{i=0}^{\infty} \mathcal{S}_{t}^{(i)}\left[\mathcal{L}_{\mathbf{\bullet}}^{\prime}\right]=\sum_{i=0}^{\infty} \alpha^{i} \mathcal{S}_{t}^{(i)}\left[\mathcal{L}_{\mathbf{\bullet}}\right]$.

Crucially, as the above Dyson series includes now the factor $\alpha \geqslant 0$, it is nontrivial to determine whether the resulting map $\Lambda_{t}^{\prime}$ is CPTP; even in the case of commutative dynamics for which time ordering, $\mathcal{T}_{\leftarrow}$, can be dropped.

The rescalability, however, is naturally ensured in case of CP-divisible evolutions (and, hence, semigroups), as the Lindblad form (A15) of any dynamical generator is then trivially carried over onto $\mathcal{L}_{t}^{\prime}$ in Eq. (A23) for any $\alpha \geqslant 0$.

On the other hand, any family of dynamical generators yielding SSC dynamics must also be rescalable. As the instantaneous exponents are then related to the dynamical generators via $\mathcal{Z}_{t}=\int_{0}^{t} d \tau \mathcal{L}_{\tau}$, they transform similarly to Eq. (A23) with $\mathcal{Z}_{t}^{\prime}:=\alpha \mathcal{Z}_{t}$. Thus, the condition (A22) ensuring their Lindblad form (A19) is fulfilled for any $\alpha \geqslant 0$.

Nevertheless, nonrescalability of generators also naturally emerges in some particular situations, e.g., when dealing with the following:

## a. Dynamical generators with singularities

Which emerge in the case of evolutions whose family of dynamical maps, $\left\{\Lambda_{t}\right\}_{t \geqslant 0}$, contains noninvertible CPTP maps. In this case, the dynamics can be unambiguously recovered from the dynamical generators only for times smaller than $T$, denoting the occurrence of the (first) singularity [48]. As a result, even though the dynamics is physical despite $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ containing singular generators, as soon as $\alpha \neq 1$ in Eq. (A23) the integrability of the corresponding QME (A3)-and, hence, the physicality-is lost for times $t \geqslant T$. We provide an explicit example of such a phenomenon below in Appendix B 2 a, where we discuss the Jaynes-Cummings model describing a qubit that undergoes spontaneous emission [2].

## b. Weak-coupling-based generators

Which are approximate and only valid for a particular timescale $T(0 \leqslant t \leqslant T)$. Consider a family $\left\{\lambda^{2} \mathcal{L}_{t}\right\}_{0 \leqslant t \leqslant T}$ of
generators derived by employing a microscopic model and assuming the system-environment coupling constant, $\lambda$, small enough, so that the weak-coupling approximation to $O\left(\lambda^{2}\right)$ holds and $\mathcal{L}_{t}^{\text {real }} \approx \lambda^{2} \mathcal{L}_{t}$ [52] (e.g., by assuming the Redfield form of the QME [63]). One may then simply interpret the rescaling factor as the square of the coupling constant, $\alpha=\lambda^{2}$. Importantly, such a generator family is guaranteed to yield physical dynamics-a family of CPTP maps-only on timescales with $T \ll \lambda^{-2}$ [64]. Hence, by rescaling the generators with large enough $\alpha=\lambda^{2}$ or, in other words, by choosing strong enough coupling, one must at some point invalidate the weak-coupling approximation and, eventually, the physicality.

## c. Commutative but not semigroup-simulable dynamics

Although all families of dynamical generators that lead to SSC dynamics must be rescalable, the commutativity property alone is not enough. A direct example is provided by the eternally non-Markovian model introduced in Ref. [47] and discussed below in Appendix B 1. In particular, when rescaling its generators according to Eq. (A23), one obtains dynamics that is not physical for any $0 \leqslant \alpha<1$ [65].

## 3. Additivity of dynamical generators

Definition 2 of the main text may be restated in a more detailed form as follows:

Definition 5. Two families of physical and rescalable dynamical generators $\left\{\mathcal{L}_{t}^{(1)}\right\}_{t \geqslant 0}$ and $\left\{\mathcal{L}_{t}^{(2)}\right\}_{t \geqslant 0}$ are additive, if all their non-negative linear combinations,

$$
\begin{equation*}
\mathcal{L}_{t}^{\prime}:=\alpha \mathcal{L}_{t}^{(1)}+\beta \mathcal{L}_{t}^{(2)} \tag{A25}
\end{equation*}
$$

with $\alpha, \beta \geqslant 0$, yield families of dynamical generators, $\left\{\mathcal{L}_{t}^{\prime}\right\}_{t \geqslant 0}$, that are physical.

First, we realize that (as for rescalability) all pairs of generator families describing CP-divisible evolutions must be additive, as by adding families of CP-divisible dynamics according to Eq. (A25) one obtains generators that are also of the Lindblad form (A15).

On the other hand, by considering generator families describing SSC dynamics, we observe the following:

Lemma 6. Any pair of SSC dynamics with generator families $\left\{\mathcal{L}_{t}^{(1)}\right\}_{t \geqslant 0}$ and $\left\{\mathcal{L}_{t}^{(2)}\right\}_{t \geqslant 0}$ whose addition (A25) yields commutative dynamics $\left\{\mathcal{L}_{t}^{\prime}\right\}_{t \geqslant 0}$ for any $\alpha, \beta \geqslant 0$ must be additive.

Proof. As all the families $\left\{\mathcal{L}_{t}^{(1)}\right\}_{t \geqslant 0},\left\{\mathcal{L}_{t}^{(2)}\right\}_{t \geqslant 0}$, and $\left\{\mathcal{L}_{t}^{\prime}\right\}_{t \geqslant 0}$ are commutative, their instantaneous exponents also add according to Eq. (A25), i.e., $\mathcal{Z}_{t}^{\prime}=\alpha \mathcal{Z}_{t}^{(1)}+\beta \mathcal{Z}_{t}^{(2)}$. Moreover, as $\left\{\mathcal{L}_{t}^{(1)}\right\}_{t \geqslant 0},\left\{\mathcal{L}_{t}^{(2)}\right\}_{t \geqslant 0}$ are semigroup simulable, both $\mathcal{Z}_{t}^{(1)}$ and $\mathcal{Z}_{t}^{(2)}$ must satisfy Eq. (A22) with $\Gamma^{(1)}(t) \geqslant 0$ and $\Gamma^{(2)}(t) \geqslant 0$. Hence, any family $\left\{\mathcal{L}_{t}^{\prime}\right\}_{t \geqslant 0}$ must also be semigroup simulable (and, hence, physical), as recomputing condition (A22) for $\mathcal{Z}_{t}^{\prime}$ with help of Eq. (A21) it reads

$$
\begin{equation*}
\Gamma^{\prime}(t)=\alpha \Gamma^{(1)}(t)+\beta \Gamma^{(2)}(t) \geqslant 0 \tag{A26}
\end{equation*}
$$

and is trivially fulfilled for any $\alpha, \beta \geqslant 0$.

## APPENDIX B: RESCALABILITY AND ADDITIVITY OF QUBIT DYNAMICAL GENERATORS

## 1. Random unitary and phase-covariant classes of qubit dynamics

We consider two important classes of commutative qubit dynamics, namely, random unitary (RU) $[48,49]$ and phasecovariant (PC) [34] evolutions. In order to provide their physically motivated instances, we explicitly discuss exemplary microscopic derivations for the (generalized) dephasing and amplitude damping models that fall into the RU and PC classes, respectively.

## a. Random unitary ( $R U$ ) dynamics

RU qubit dynamics are formed by considering smooth families of Pauli channels, which up to unitary transformations represent the most general qubit unital $(\Lambda[\mathbb{1}]=\mathbb{1})$ maps [66]. In particular, any RU evolution is described by a qubit QME (A3) with $[48,49]$

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=\sum_{k=\{x, y, z\}} \gamma_{k}(t)\left(\sigma_{k} \bullet \sigma_{k}-\bullet\right), \tag{B1}
\end{equation*}
$$

so that the RU generator family $\left\{\mathcal{L}_{t}\right\}_{t \geqslant 0}$ is fully specified by the three rates $\gamma_{k}(t)$ defining a diagonal form of the general D matrix in Eq. (A17), with Pauli operators $\left\{\mathbb{1}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ constituting a basis for two-dimensional Hermitian matrices. Hence, it directly follows that the Lindblad form (A15) of RU generators, and hence the CP divisibility (A14) of the dynamics, is ensured iff at all times all $\gamma_{k}(t) \geqslant 0$ are nonnegative in Eq. (B1).

One may straightforwardly verify that any RU dynamics (B1) is commutative, so that by Eq. (A12) dynamical and instantaneous generators coincide, and the instantaneous exponents according to Eq. (A21) read

$$
\begin{equation*}
\mathcal{Z}_{t}[\bullet]=\sum_{k=\{x, y, z\}} \Gamma_{k}(t)\left(\sigma_{k} \bullet \sigma_{k}-\bullet\right) \tag{B2}
\end{equation*}
$$

with $\Gamma_{k}(t):=\int_{0}^{t} d \tau \gamma_{k}(\tau)$. Hence, it directly follows from the condition (A22) that any RU dynamics is semigroup simulable iff

$$
\begin{equation*}
\forall_{t \geqslant 0, k=\{x, y, z\}}: \quad \Gamma_{k}(t) \geqslant 0 . \tag{B3}
\end{equation*}
$$

Note that as one may easily construct families of dynamical generators (B1) that satisfy Eq. (B3) without requiring $\gamma_{k}(t) \geqslant$ 0 for all $t$, there exist RU dynamics that are semigroup simulable but not CP-divisible.

On the other hand, an explicit condition for the physicality of RU dynamics is known [48,67]. In particular, RU dynamics is physical iff for all the cyclic permutations of $i, j, k \in\{x, y, z\}$ (i.e., such that $\epsilon_{i j k}=1$ )

$$
\begin{equation*}
\mu_{i}(t)+\mu_{j}(t) \leqslant 1+\mu_{k}(t) \tag{B4}
\end{equation*}
$$

where each $\mu_{i}(t):=\exp \left[-2\left(\Gamma_{j}(t)+\Gamma_{k}(t)\right)\right]$. It is easy to verify that the physicality condition (B4) is less restrictive than the semigroup-simulable condition (B3). Hence, there exist RU dynamics that are physical but not semigroup simulable, despite being commutative.

Eternally non-Markovian model. An example of RU dynamics that is physical but not semigroup simulable is also provided by the eternally non-Markovian model introduced in Ref. [47], which corresponds to the following choice of rates in Eq. (B1):

$$
\begin{equation*}
\gamma_{x}(t)=\gamma_{y}(t)=\frac{1}{2}, \quad \gamma_{z}(t)=-\frac{1}{2} \tanh (t) \tag{B5}
\end{equation*}
$$

for which the physicality condition (B4) holds, even though $\gamma_{z}(t)<0$ [and hence $\Gamma_{z}(t)<0$ ] for all $t \geqslant 0$.

Dephasing dynamics. The simplest example of RU dynamics (B1) is provided by the dephasing model:

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=\gamma(t)\left(\sigma_{n} \bullet \sigma_{n}-\bullet\right) \tag{B6}
\end{equation*}
$$

where $\sigma_{\boldsymbol{n}}=\boldsymbol{n} \cdot \boldsymbol{\sigma}=\sum_{i} n_{i} \sigma_{i}$, and $\sigma_{\boldsymbol{n}}^{2}=\mathbb{1}$ implies $\|\boldsymbol{n}\|=1$. The unit vector $\boldsymbol{n}$ should be interpreted as a choice (a passive rotation in the Bloch-ball picture) of the Pauli-operator basis, in which then Eq. (B6) corresponds to (rank-1 Pauli) RU dynamics (B1) with only a single term present in the sum. One may easily verify that for the dephasing model to be physical $\Gamma(t)=\int_{0}^{t} d \tau \gamma(\tau) \geqslant 0$, with the notions of physicality and semigroup simulable then trivially coinciding.

The dephasing dynamics (B6) can be explicitly obtained by considering various microscopic derivations, in which a qubit is coupled to a large environment via some $H_{\text {int }} \propto \sigma_{\boldsymbol{n}} \otimes$ $O_{\text {env }}$. In Sec. IV A 2 of the main text, we provide a compact example by using a toy model of a qubit coupled to a large magnet. The most common microscopic derivation, however, is constructed by considering a qubit coupled to a large, thermal bosonic bath [2]. The interaction is then modeled by $H_{\text {int }} \propto$ $\sigma_{n} \otimes\left(\sum_{k} g_{k} \hat{a}_{k}+g_{k}^{\star} \hat{a}_{k}^{\dagger}\right)$ which couples the qubit to a bosonic reservoir of an Ohmic-like spectral density [68]:

$$
\begin{equation*}
J(\omega):=\sum_{k} g_{k}^{2} \delta\left(\omega-\omega_{k}\right)=\frac{\omega^{s}}{\omega_{c}^{s-1}} e^{-\frac{\omega}{\omega_{c}}} \tag{B7}
\end{equation*}
$$

where $\omega_{c}$ represents the reservoir cutoff frequency, while $s \geqslant 0$ is the so-called Ohmicity parameter.

Assuming further the reservoir to be at zero temperature, the dynamical generators describing the qubit evolution take then exactly the form (B6) with the dephasing rate reading [69]

$$
\begin{equation*}
\gamma(t)=\omega_{c}\left[1-\left(\omega_{c} t\right)^{2}\right]^{-\frac{s}{2}} \Gamma[s] \sin \left[s \arctan \left(\omega_{c} t\right)\right], \tag{B8}
\end{equation*}
$$

where $\Gamma[s]$ above represents the (Euler's) Gamma function. Moreover, one may show that the dephasing rate temporarily takes negative values iff $s>2$, so that the dynamics ceases then to be CP-divisible [69].

## b. Phase-covariant (PC) dynamics

A PC qubit evolution corresponds to a family of dynamical maps that possess azimuthal symmetry with respect to rotations about the $z$ axis in the Bloch-ball representation. The most general PC dynamics is described by a qubit QME (A3) with [34]

$$
\begin{align*}
\mathcal{L}_{t}[\bullet]= & \gamma_{-}(t)\left(\sigma_{-} \bullet \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \bullet\right\}\right) \\
& +\gamma_{+}(t)\left(\sigma_{+} \bullet \sigma_{-}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \bullet\right\}\right)+\gamma_{z}(t)\left(\sigma_{z} \bullet \sigma_{z}-\bullet\right) \tag{B9}
\end{align*}
$$

which represents a combination of relaxation, excitation, and dephasing processes occurring with rates $\gamma_{-}(t), \gamma_{+}(t)$, and
$\gamma_{z}(t)$, respectively, while $\sigma_{ \pm}:=\frac{1}{\sqrt{2}}\left(\sigma_{x} \pm i \sigma_{y}\right)$ are the transition operators.

Although dynamical generators commute within each of the RU (B1) and PC (B9) classes of dynamics, they do not generally commute in between the two. In fact, their common commutative subset corresponds to all unital PC evolutions for which $\mathcal{L}_{t}$ in Eqs. (B1) and (B9) coincide with $\gamma_{x}(t)=\gamma_{y}(t)=\frac{1}{2} \gamma_{+}(t)=\frac{1}{2} \gamma_{-}(t)$. Note that the eternally nonMarkovian model with decay rates specified in Eq. (B5) is, in fact, both RU and PC, while the dephasing (RU) dynamics belongs to the PC class only when aligned along the $z$ direction, i.e., when $\boldsymbol{n}=\{0,0,1\}$ in Eq. (B6).

As $\left\{\mathbb{1}, \sigma_{+}, \sigma_{-}, \sigma_{z}\right\}$ equivalently constitute a basis for twodimensional Hermitian matrices, the properties of PC dynamics can be determined analogously to the RU case. In particular, considering now $k=\{+,-, z\}$, a given PC evolution is $C P$-divisible iff all $\gamma_{k}(t) \geqslant 0$ at all times, while it is semigroup simulable iff all $\Gamma_{k}(t)=\int_{0}^{t} \gamma_{k}(\tau) d \tau \geqslant 0$ for any $t \geqslant 0$. Moreover, it is not hard to verify that the family of PC generators (B9) is physical iff for all $t \geqslant 0$ [34]

$$
\begin{equation*}
\eta_{\|}(t) \pm \kappa(t) \leqslant 1 \quad \text { and } \quad\left(1+\eta_{\|}(t)\right)^{2} \geqslant 4 \eta_{\perp}(t)^{2}+\kappa(t)^{2} \tag{B10}
\end{equation*}
$$

where $\quad \eta_{\| \mid}(t):=e^{-\delta(t)}, \quad \eta_{\perp}(t):=e^{-\frac{1}{2}\left(\delta(t)-4 \Gamma_{z}(t)\right)}, \quad \kappa(t):=$ $e^{-\delta(t)} \int_{0}^{t} d \tau e^{\delta(\tau)}\left[\gamma_{+}(\tau)-\gamma_{-}(\tau)\right]$, and $\delta(t):=\Gamma_{+}(t)+\Gamma_{-}(t)$.

Hence, similarly to the case of RU dynamics, as the physicality condition (B10) is less restrictive than the semigroupsimulable requirement $\left[\Gamma_{k}(t) \geqslant 0\right]$, there exist (commutative) PC dynamics that are not semigroup simulable but still physically legitimate. The eternally non-Markovian model [47], being both RU and PC, provides again an appropriate example.

Amplitude damping dynamics. The most common example of PC dynamics, which is not RU, is the amplitude damping evolution that represents the pure relaxation process, i.e., spontaneous emission of a two-level (qubit) system [2], and corresponds to the choice $\gamma_{+}(t)=\gamma_{z}(t)=0$ in Eq. (B9), i.e.,

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=\gamma_{-}(t)\left(\sigma_{-} \bullet \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \bullet\right\}\right) \tag{B11}
\end{equation*}
$$

Its canonical microscopic derivation stems from the Jaynes-Cummings interaction model [2], $H_{\text {int }} \propto$ $\sigma_{+} \otimes\left(\sum_{k} g_{k} \hat{a}_{k}+g_{k}^{\star} \hat{a}_{k}^{\dagger}\right)$, in which the qubit is coupled to a cavity possessing Lorentzian spectral density [70],

$$
\begin{equation*}
J(\omega)=\frac{1}{2 \pi} \frac{\gamma_{0} \lambda^{2}}{\left(\omega_{0}-\omega-\Delta\right)^{2}+\lambda^{2}}, \tag{B12}
\end{equation*}
$$

where $\Delta$ describes the difference between qubit transition, $\omega_{0}$, and cavity central frequencies, while $\lambda$ represents the cavity spectral width. Crucially, such a model-after tracing out degrees of freedom of the cavity-leads to a qubit QME (A3) with the dynamical generator (B11), whose relaxation rate reads [70]

$$
\begin{equation*}
\gamma_{-}(t)=\operatorname{Re}\left\{\frac{2 \gamma_{0} \lambda}{\lambda-i \Delta+d \operatorname{coth}\left(\frac{d t}{2}\right)}\right\} \tag{B13}
\end{equation*}
$$

and does not exhibit a singular behavior as long as the real part of the complex parameter $d:=\sqrt{(\lambda-i \Delta)^{2}-2 \gamma_{0} \lambda}$ is positive.

However, this is not the case in the on-resonance ( $\Delta=$ $0)$, strong-coupling ( $\gamma_{0}>\frac{\lambda}{2}$ ) regime, in which $d$ becomes
purely imaginary, $d=i|d|$ with $|d|=\sqrt{2 \gamma_{0} \lambda-\lambda^{2}}$, so that the relaxation rate (B13) simplifies to

$$
\begin{equation*}
\gamma_{-}(t)=\frac{2 \gamma_{0} \lambda}{\lambda+|d| \cot \left(\frac{|d| t}{2}\right)} \tag{B14}
\end{equation*}
$$

and diverges at every $t=\frac{2}{|d|}\left[\operatorname{arccot}\left(\frac{-\lambda}{|d|}\right)+n \pi\right]$ with $n \in \mathbb{N}^{+}$ [2].

## 2. Counterexamples to rescalability and additivity

## a. Nonrescalable qubit dynamics

An explicit example of nonrescalable qubit dynamics is provided by the Jaynes-Cummings model of spontaneous emission described just above, considered in the on-resonance, strong-coupling regime. It leads to an example of dynamics described in Appendix A 2 a with dynamical generators being singular due to the damping rate (B14) being divergent periodically in $t$.

Considering then the rescaled version of the amplitudedamping generator (B11), i.e., $\mathcal{L}_{t}^{\prime}$ of Eq. (A23), one may simply integrate the resulting QME (A3) for any $t$ in order to explicitly determine the form of the rescaled dynamical map $\Lambda_{t}^{\prime}$ in Eq. (A24). For instance, when setting $\gamma_{0}=3 / 2$ and $\lambda=1$ for simplicity in Eq. (B14), the corresponding Choi matrix (A2), $\Omega_{\Lambda_{t}^{\prime}}$, may be explicitly computed and its nonzero eigenvalues read

$$
\begin{equation*}
\lambda_{ \pm}^{\mathrm{vals}}=1 \pm 2^{-\alpha} e^{-\alpha t}\left[\sqrt{2} \cos \left(\frac{t}{\sqrt{2}}\right)+\sin \left(\frac{t}{\sqrt{2}}\right)\right]^{2 \alpha} \tag{B15}
\end{equation*}
$$

Crucially, although in the case of original dynamics (when $\alpha=1$ ) both $\lambda_{ \pm}^{\text {vals }} \geqslant 0$ for any $t \geqslant 0$, only for times before the occurrence of the first singularity, i.e., when $t<T=$ $\frac{2}{|d|}\left[\operatorname{arccot}\left(\frac{-\lambda}{|d|}\right)+\pi\right]=\sqrt{2}[\pi-\arctan (\sqrt{2})]$, the eigenvalues are guaranteed to be real and non-negative independently of $\alpha$. In particular, for any $t \geqslant T$ one may easily find $\alpha \geqslant 0(\alpha \neq 1)$ such that the eigenvalues (B15) take complex values with the QME being, in fact, not even integrable.

## b. Nonadditive qubit dynamics

In order to construct counterexamples to additivity, we consider dynamical generators given in Eq. (4) of the main text and make specific choices for their dissipation rates $\gamma_{1}(t)$ and $\gamma_{2}(t)$. We then solve the QME obtained after adding the generators as in Eq. (A25) with some $\alpha, \beta \geqslant 0$, i.e.,

$$
\begin{equation*}
\frac{d}{d t} \rho(t)=\mathcal{L}_{t}^{\prime}[\rho(t)]=\alpha \mathcal{L}_{t}^{(1)}[\rho(t)]+\beta \mathcal{L}_{t}^{(2)}[\rho(t)] \tag{B16}
\end{equation*}
$$

in order to explicitly compute the corresponding family of maps $\left\{\Lambda_{t}^{\prime}\right\}_{t \geqslant 0}$. Crucially, we find in this way families containing maps that cease to be CPTP-with their Choi matrices, $\left\{\Omega_{\Lambda_{t}^{\prime}}\right\}_{t \geqslant 0}$ as defined in Eq. (A2), exhibiting negative eigenvalues at some time instances.

In order to solve the QME (B16), we choose a qubit operator basis,
$\hat{\mu}_{0}=\mathbb{1} / \sqrt{2}, \quad \hat{\mu}_{1}=\sigma_{x} / \sqrt{2}, \quad \hat{\mu}_{2}=\sigma_{y} / \sqrt{2}, \quad \hat{\mu}_{3}=\sigma_{z} / \sqrt{2}$,
which allows us to use the matrix and vector representations for generators and states, respectively. As $\operatorname{Tr}\left[\hat{\mu}_{i} \hat{\mu}_{j}\right]=\delta_{i j}$, any generator $\mathcal{L}$ may then be represented by a matrix $\mathbf{M}$ with entries $M_{i j}=\operatorname{Tr}\left[\hat{\mu}_{i} \mathcal{L}\left[\hat{\mu}_{j}\right]\right]$, while any state $\rho$ by a vector $\mathbf{x}$ with components $x_{i}=\operatorname{Tr}\left[\rho \hat{\mu}_{i}\right]\left(x_{0}=\operatorname{Tr}[\rho] / \sqrt{2}=\sqrt{2} / 2\right.$ by definition). The QME (B16) is then equivalent to the set of linear, coupled differential equations,

$$
\begin{equation*}
\frac{d}{d t} \mathbf{x}(t)=\mathbf{M}_{t}^{\prime} \mathbf{x}(t) \tag{B18}
\end{equation*}
$$

where $\mathbf{M}_{t}^{\prime}$ is the matrix representation of $\mathcal{L}_{t}^{\prime}$.
For our first example, we take dephasing and amplitude damping generators of Eq. (4) in the main text to be nonMarkovian and semigroup, respectively, with

$$
\begin{equation*}
\gamma_{1}(t)=\sin (\omega t) \quad \text { and } \quad \gamma_{2}(t)=\gamma, \tag{B19}
\end{equation*}
$$

where $\omega, \gamma>0$ are some fixed constants. Crucially, since for all $t \geqslant 0$,

$$
\begin{equation*}
\int_{0}^{t} d s \gamma_{1}(s)=\frac{1-\cos (\omega t)}{\omega} \geqslant 0 \tag{B20}
\end{equation*}
$$

and similarly in the case of semigroup $\gamma_{2}(t)$, both generator families are SSC and hence rescalable, so that their additivity may be unambiguously considered.

Considering their non-negative linear combinations, $\mathcal{L}_{t}^{\prime}=$ $\alpha \mathcal{L}_{t}^{(1)}+\beta \mathcal{L}_{t}^{(2)}$, one obtains generator families with
$\mathbf{M}_{t}^{\prime}=\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & -\frac{\beta \gamma}{2} & 0 & 0 \\ 0 & 0 & -\frac{\beta \gamma}{2}-2 \alpha \sin (\omega t) & 0 \\ \beta \gamma & 0 & 0 & -\beta \gamma-2 \alpha \sin (\omega t)\end{array}\right)$.

Solving Eq. (B18), one finds

$$
\mathbf{x}(t)=\left(\begin{array}{c}
x_{0}(0)  \tag{B22}\\
e^{-\frac{1}{2} \beta \gamma t} x_{1}(0) \\
e^{-\frac{2 \alpha}{\omega}+\frac{2 \alpha \cos (\omega t)}{\omega}-\frac{\beta \gamma t}{2}} x_{2}(0) \\
e^{-\frac{2 \alpha}{\omega}+\frac{2 \alpha \cos (\omega t)}{\omega}-\beta \gamma t}\left[x_{3}(0)+\beta \gamma e^{\frac{2 \alpha}{\omega}} I(t) x_{0}(0)\right]
\end{array}\right)
$$

where $x_{0}(0)=\sqrt{2} / 2$ and

$$
\begin{equation*}
I(t)=\int_{0}^{t} d s e^{\beta \gamma s-\frac{2 \alpha \cos (\omega s)}{\omega}} \tag{B23}
\end{equation*}
$$

The four eigenvalues of the Choi matrices, $\Omega_{\Lambda_{t}^{\prime}}$, for the corresponding family of maps $\left\{\Lambda_{t}^{\prime}\right\}_{t \geqslant 0}$, read

$$
\begin{align*}
\lambda_{\mp, \pm}^{\mathrm{vals}}= & \frac{1}{2} e^{-\frac{2 \alpha}{\omega}-\beta \gamma t}\left[e^{\frac{2 \alpha}{\omega}+\beta \gamma t} \mp e^{\frac{2 \alpha \cos (\omega t)}{\omega}}\right. \\
& \left. \pm \sqrt{\beta^{2} \gamma^{2} e^{\frac{4 \alpha(\cos (\omega t)+1)}{\omega}} I(t)^{2} \mp e^{\beta \gamma t}\left(e^{\frac{2 \alpha}{\omega}}+e^{\frac{2 \cos (\omega t)}{\omega}}\right)^{2}}\right] \tag{B24}
\end{align*}
$$

and are plotted in Fig. 5(a) for $\alpha=\beta=1, \omega=2$, and $\gamma=1$. For $t=\pi$, the integral in Eq. (B23) evaluates to $I \approx 23.36$, and it is easy to check that two of the eigenvalues are negative. Hence, the evolution is clearly unphysical.


FIG. 5. Eigenvalues of the Choi matrix as a function of time after adding generators (in [a.u.]), $\alpha \mathcal{L}_{t}^{(1)}+\beta \mathcal{L}_{t}^{(2)} . \mathcal{L}_{t}^{(1)}$ and $\mathcal{L}_{t}^{(2)}$ describe qubit dephasing along $x$ and amplitude damping in $z$, respectively, as in Eq. (4) of the main text. In all plots $\alpha=\beta=1$, while the rate functions are chosen so that (a) $\gamma_{1}(t)=\sin (2 t)$, while $\gamma_{2}(t)=1$; (b) $\gamma_{1}(t)=1 / 2$, while $\gamma_{2}(t)=\sin (t)$; (c) $\gamma_{1}(t)$ is set according to Eq. (B8) (super-Ohmic regime) with cutoff frequency $\omega_{c}=1$ and Ohmicity parameter $s=4.5$, while $\gamma_{2}(t)=1$; (d) $\gamma_{1}(t)=1$, while $\gamma_{2}(t)$ is fixed according to Eq. (B13) (off-resonant regime) with detuning $\Delta=3$, spectral width $\lambda=0.05$, and excited-state decay rate $\gamma_{0}=150$. Note that in all cases negative eigenvalues occur, indicating that each evolution ceases to be physical at some point in time.

For the second example, we consider the symmetric case with the dissipation rates exchanged, i.e.,

$$
\begin{equation*}
\gamma_{1}(t)=\gamma \quad \text { and } \quad \gamma_{2}(t)=\sin (\omega t) \tag{B25}
\end{equation*}
$$

By the same argumentation as before, both generators are SSC (and thus rescalable) and upon addition yield

$$
\mathbf{M}_{t}^{\prime}=\sin (\omega t)\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{B26}\\
0 & -\frac{\beta}{2} & 0 & 0 \\
0 & 0 & -\frac{2 \alpha \gamma}{\sin (\omega t)}-\frac{\beta}{2} \beta & 0 \\
\beta & 0 & 0 & -\frac{2 \alpha \gamma}{\sin (\omega t)}-\beta
\end{array}\right),
$$

which after solving Eq. (B18) leads to

$$
\mathbf{x}(t)=\left(\begin{array}{c}
x_{0}(0)  \tag{B27}\\
e^{\frac{\beta \cos (\omega t)}{2 \omega}-\frac{\beta}{2 \omega}} x_{1}(0) \\
e^{-\frac{\beta}{2 \omega}-2 \alpha \gamma t+\frac{\beta \cos (\omega t)}{2 \omega}} x_{2}(0) \\
e^{-\frac{\beta}{\omega}-2 \alpha \gamma t+\frac{\beta \cos (\omega t)}{\omega}}\left[x_{3}(0)+\beta e^{\beta / \omega} I(t) x_{0}(0)\right]
\end{array}\right)
$$

with again $x_{0}(0)=\sqrt{2} / 2$ and now

$$
\begin{equation*}
I(t)=\int_{0}^{t} d s \sin (\omega s) e^{2 \alpha \gamma s-\frac{\beta \cos (\omega s)}{\omega}} \tag{B28}
\end{equation*}
$$

The four Choi eigenvalues this time read

$$
\begin{align*}
\lambda_{\mp, \pm}^{\mathrm{vals}}= & \frac{1}{2} e^{-\frac{\beta}{\omega}-2 \alpha \gamma t}\left\{e^{\frac{\beta}{\omega}+2 \alpha \gamma t} \mp e^{\frac{\beta \cos (\omega t)}{\omega}}\right. \\
& \pm \sqrt{\left.e^{\frac{\beta(\cos (\omega t)+1)}{\omega}}\left[\beta^{2} e^{\frac{\beta(\cos (\omega t)+1)}{\omega}} I(t)^{2}+\left(e^{2 \alpha \gamma t}+1\right)^{2}\right]\right\}} \tag{B29}
\end{align*}
$$

and are plotted in Fig. 5(b) for $\alpha=\beta=1, \omega=1$, and $\gamma=$ $1 / 2$. For $t=2 \pi$, the integral (B28) yields $I \approx-204.81$, and again two of the eigenvalues are negative, proving the evolution to be unphysical.

We repeat the above analysis, but considering this time the dissipation rates of either dephasing or amplitude damping in Eq. (4) of the main text to have a functional form derived explicitly from an underlying microscopic model yielding nonMarkovian dynamics.

First, in an analogy to Eq. (B19), we consider the dephasing rate to be specified by Eq. (B8)-as if the qubit were coupled to a bosonic reservoir with an Ohmic-like spectrum -while the damping rate is constant. In this case, we can solve Eq. (B18) numerically at each $t$ for given parameter settings, in order to compute the eigenvalues of the corresponding Choi matrix. These are plotted in Fig. 5(c) for $\alpha=\beta=1, \omega_{c}=1, s=$ 4.5, which corresponds to a super-Ohmic spectrum [69], and
$\gamma=1$. We observe that the evolution becomes unphysical around $t=\pi / 2$.

Second, we consider the symmetric case in an analogy to Eq. (B25), this time setting the dephasing to be constant, while the damping rate to the one of Eq. (B13)—derived basing on the Jaynes-Cummings microscopic model in which the qubit is coupled to a cavity with a Lorentzian frequency spectrum -in the off-resonant $(\Delta \neq 0)$ regime. Again, we find the eigenvalues of the Choi matrix by solving Eq. (B18) numerically for fixed parameter values. These are plotted in Fig. 5(d) for $\alpha=\beta=1, \Delta=3, \lambda=0.05, \gamma_{0}=150$, and $\gamma=1$. We observe again that the evolution becomes unphysical, this time a bit before $t=\pi / 2$.

## APPENDIX C: MICROSCOPIC DERIVATIONS OF QMES

We consider the situation depicted in Fig. 3(a) of the main text, in which a system of interest and its environment evolve under closed dynamics determined by a time-invariant total $(T)$ Hamiltonian-consisting of Hamiltonians associated with the system $(S)$, the environment $(E)$, and their interaction $(I)$ :

$$
\begin{equation*}
H_{T}=H_{S}+H_{E}+H_{I} \tag{C1}
\end{equation*}
$$

## 1. Interaction and Schrödinger pictures

The interaction picture (IP), which we denote here with an overbar, is then defined in the same manner for all operators and states acting on the system-environment Hilbert space, i.e., as

$$
\begin{equation*}
\bar{O}:=e^{i\left(H_{S}+H_{E}\right) t} O e^{-i\left(H_{S}+H_{E}\right) t} \tag{C2}
\end{equation*}
$$

for any given $O \in \mathcal{B}\left(\mathcal{H}_{S} \otimes \mathcal{H}_{E}\right)$ that is specified in the Schrödinger picture (SP).

In contrast, a general dynamical map, $\Lambda_{t, t_{0}}$, that describes the evolution of solely the system between the initial time $t_{0}$ and some later $t$ transforms from SP to IP (and vice versa) as
$\bar{\Lambda}_{t, t_{0}}=\mathcal{U}_{t}^{S \dagger} \circ \Lambda_{t, t_{0}} \circ \mathcal{U}_{t_{0}}^{S}\left(\Longleftrightarrow \Lambda_{t, t_{0}}=\mathcal{U}_{t}^{S} \circ \bar{\Lambda}_{t, t_{0}} \circ \mathcal{U}_{t_{0}}^{S \dagger}\right)$,
where by

$$
\begin{equation*}
\mathcal{U}_{t}^{S}[\bullet]:=U_{S}(t) \bullet U_{S}^{\dagger}(t)=e^{-i H_{S} t} \bullet e^{i H_{S} t} \tag{C4}
\end{equation*}
$$

we denote the unitary transformation induced by the system free Hamiltonian, $H_{S}$. However, as we consider throughout this work dynamical maps that commence at zero time ( $t_{0}=0$ ), see Eq. (A1), Eq. (C3) simplifies to

$$
\begin{equation*}
\bar{\Lambda}_{t}=\mathcal{U}_{t}^{S \dagger} \circ \Lambda_{t} \quad\left(\Longleftrightarrow \Lambda_{t}=\mathcal{U}_{t}^{S} \circ \bar{\Lambda}_{t}\right) \tag{C5}
\end{equation*}
$$

which allows us to explicitly compute how the corresponding dynamical generators of $\Lambda_{t}$ and $\bar{\Lambda}_{t}$ transform between the SP and IP.

In particular, defining the IP-based dynamical generator in accordance with Eq. (A4) as

$$
\begin{equation*}
\overline{\mathcal{L}}_{t}:=\dot{\bar{\Lambda}}_{t} \circ \bar{\Lambda}_{t}^{-1} \tag{C6}
\end{equation*}
$$

and substituting for $\bar{\Lambda}_{t}$ according to (C5), we obtain

$$
\begin{align*}
\overline{\mathcal{L}}_{t} & =\left(\dot{\mathcal{U}}_{t}^{S \dagger} \circ \Lambda_{t}+\mathcal{U}_{t}^{S \dagger} \circ \dot{\Lambda}_{t}\right) \circ \Lambda_{t}^{-1} \circ \mathcal{U}_{t}^{S}  \tag{C7}\\
& =\dot{\mathcal{U}}_{t}^{S \dagger} \circ \mathcal{U}_{t}^{S}+\mathcal{U}_{t}^{S \dagger} \circ \dot{\Lambda}_{t} \circ \Lambda_{t}^{-1} \circ \mathcal{U}_{t}^{S}  \tag{C8}\\
& =i\left[H_{S}, \bullet\right]+\mathcal{U}_{t}^{S \dagger} \circ \mathcal{L}_{t} \circ \mathcal{U}_{t}^{S} \tag{C9}
\end{align*}
$$

where in the last line we have used the definition of $\mathcal{U}_{t}^{S}(\mathrm{C} 4)$, and accordingly defined the SP-based dynamical generator, i.e., as in Eq. (A4):

$$
\begin{equation*}
\mathcal{L}_{t}:=\dot{\Lambda}_{t} \circ \Lambda_{t}^{-1} \tag{C10}
\end{equation*}
$$

## 2. QME in the integrodifferential form

The von Neumann equation describing the unitary evolution of the closed system-enviroment (SE) system, i.e., Eq. (5) of the main text, in the IP reads

$$
\begin{equation*}
\frac{d \bar{\rho}_{S E}(t)}{d t}=-i\left[\bar{H}_{I}(t), \bar{\rho}_{S E}(t)\right] . \tag{C11}
\end{equation*}
$$

Assuming the SE to initially be in a product state,

$$
\begin{equation*}
\rho_{S E}(0)=\rho_{S}(0) \otimes \rho_{E} \tag{C12}
\end{equation*}
$$

with $\rho_{E}$ being a stationary state of the environment that satisfies $\left[\bar{H}_{E}(t), \rho_{E}\right]=\left[H_{E}, \rho_{E}\right]=0$, one may write the integral of Eq. (C11) as

$$
\begin{equation*}
\bar{\rho}_{S E}(t)=\rho_{S}(0) \otimes \rho_{E}-i \int_{0}^{t} d s\left[\bar{H}_{I}(s), \bar{\rho}_{S E}(s)\right] \tag{C13}
\end{equation*}
$$

Tracing out the environment in Eq. (C11), so that its lefthand side reduces to $d \bar{\rho}_{S}(t) / d t$ and substituting into its righthand side for $\bar{\rho}_{S E}(t)$ according to Eq. (C13), one arrives at the integrodifferential equation describing the system density matrix in the IP at time $t$ :

$$
\begin{align*}
\frac{d \bar{\rho}_{S}(t)}{d t}= & -i \operatorname{Tr}_{E}\left[\bar{H}_{I}(t), \rho_{S}(0) \otimes \rho_{E}\right] \\
& -\int_{0}^{t} d s \operatorname{Tr}_{E}\left[\bar{H}_{I}(t),\left[\bar{H}_{I}(s), \bar{\rho}_{S E}(s)\right]\right] \tag{C14}
\end{align*}
$$

The first term in Eq. (C14) may be dropped, as without loss of generality one may impose

$$
\begin{equation*}
\operatorname{Tr}_{E}\left\{\bar{H}_{I}(t) \rho_{E}\right\}=0 \tag{C15}
\end{equation*}
$$

by shifting the zero point energy of Hamiltonians, i.e., by changing $H_{I}$ and $H_{S}$ as follows,

$$
\begin{equation*}
H_{I}^{\prime}=H_{I}-\operatorname{Tr}_{E}\left\{H_{I} \rho_{E}\right\} \otimes \mathbb{1}_{E}, H_{S}^{\prime}=H_{S}+\operatorname{Tr}_{E}\left\{H_{I} \rho_{E}\right\} \tag{C16}
\end{equation*}
$$

so that condition (C15) is ensured, given $\left[H_{E}, \rho_{E}\right]=0$, without affecting the total Hamiltonian $H_{T}$ in Eq. (C1).

As a result, we obtain the QME in its integrodifferential form that does not involve any approximations, but only assumes Eq. (C12) with $\left[H_{E}, \rho_{E}\right]=0$,

$$
\begin{equation*}
\frac{d \bar{\rho}_{S}(t)}{d t}=-\int_{0}^{t} d s \operatorname{Tr}_{E}\left\{\left[\bar{H}_{I}(t),\left[\bar{H}_{I}(s), \bar{\rho}_{S E}(s)\right]\right]\right\} \tag{C17}
\end{equation*}
$$

and constitutes Eq. (6) of the main text.

## 3. QME in the time-local form

The QME (C17) despite being compact and exact is typically not of much use, as it involves the full systemenvironment state and a time-convoluted integral. Nevertheless, one may always formally rewrite it as a function of the system state at a given time.

After integrating the closed von Neumann dynamics (C11), one should arrive at

$$
\begin{equation*}
\bar{\rho}_{S E}(t)=\bar{U}_{S E}(t)\left[\rho_{S}(0) \otimes \rho_{E}\right] \bar{U}_{S E}^{\dagger}(t) \tag{C18}
\end{equation*}
$$

with the unitary rotation being formally defined as a timeordered exponential:

$$
\begin{equation*}
\bar{U}_{S E}(t):=\mathcal{T}_{\leftarrow} \exp \left\{-i \int_{0}^{t} d s \bar{H}_{I}(s)\right\} \tag{C19}
\end{equation*}
$$

Now, as the reduced state of the system is obtained at any time by tracing out the environment, the dynamical map, $\bar{\Lambda}_{t}$, associated solely with the system evolution in the IP may be identified as

$$
\begin{equation*}
\bar{\rho}_{S}(t)=\bar{\Lambda}_{t}\left[\rho_{S}(0)\right]:=\operatorname{Tr}_{E}\left\{\bar{U}_{S E}(t)\left[\rho_{S}(0) \otimes \rho_{E}\right] \bar{U}_{S E}^{\dagger}(t)\right\} . \tag{C20}
\end{equation*}
$$

Hence, if at a given $t$ one can compute the inverse of the dynamical map, i.e., $\bar{\Lambda}_{t}^{-1}$ such that $\rho_{S}(0)=\bar{\Lambda}_{t}^{-1}\left[\bar{\rho}_{S}(t)\right]$, as well as its the time differential $\dot{\bar{\Lambda}}_{t}$, which is now formally determined by Eq. (C17) as
$\dot{\bar{\Lambda}}_{t}[\bullet]=-\int_{0}^{t} d s \operatorname{Tr}_{E}\left[\bar{H}_{I}(t),\left[\bar{H}_{I}(s), \bar{U}_{S E}(s)\left(\bullet \otimes \rho_{E}\right) \bar{U}_{S E}^{\dagger}(s)\right]\right]$,
one may equivalently rewrite the exact QME (C17) into its time-local form (in the IP):

$$
\begin{equation*}
\frac{d \bar{\rho}_{S}(t)}{d t}=\overline{\mathcal{L}}_{t}\left[\bar{\rho}_{S}(t)\right] \tag{C22}
\end{equation*}
$$

where $\overline{\mathcal{L}}_{t}=\dot{\bar{\Lambda}}_{t} \circ \bar{\Lambda}_{t}^{-1}$ is the IP-based dynamical generator defined in Eq. (C6).

## 4. QME in the Schrödinger picture and the environment-induced generator

We rewrite the QME (C22) in the SP as

$$
\begin{equation*}
\frac{d \rho_{S}(t)}{d t}=\mathcal{L}_{t}\left[\rho_{S}(t)\right] \tag{C23}
\end{equation*}
$$

where in accordance with Eq. (C9) the IP-based dynamical generator must be transformed to

$$
\begin{equation*}
\mathcal{L}_{t}[\bullet]=-i\left[H_{S}, \bullet\right]+\mathcal{U}_{t}^{S} \circ \overline{\mathcal{L}}_{t} \circ \mathcal{U}_{t}^{S \dagger}[\bullet] . \tag{C24}
\end{equation*}
$$

As a result, we arrive at the time-local QME as stated in Eq. (7) of the main text:

$$
\begin{equation*}
\frac{d \rho_{S}(t)}{d t}=-i\left[H_{S}, \rho_{S}(t)\right]+\tilde{\mathcal{L}}_{t}\left[\rho_{S}(t)\right] \tag{C25}
\end{equation*}
$$

and identify with help of Eq. (C24)

$$
\begin{equation*}
\tilde{\mathcal{L}}_{t}:=\mathcal{L}_{t}-\dot{\mathcal{U}}_{t}^{S} \circ \mathcal{U}_{t}^{S \dagger}=\mathcal{U}_{t}^{S} \circ \overline{\mathcal{L}}_{t} \circ \mathcal{U}_{t}^{S \dagger} \tag{C26}
\end{equation*}
$$

as the environment-induced dynamical generator, which can be then associated solely with the impact of the environment on the system.

Still, as $\tilde{\mathcal{L}}_{t}$ generally contains both Hamiltonian and dissipative parts, i.e., $\tilde{\mathcal{L}}_{t}[\bullet]=-i[H(t), \bullet]+\mathcal{D}_{t}[\bullet]$, one may conveniently rewrite the $\mathrm{QME}(\mathrm{C} 23)$ as $[2,53]$

$$
\begin{equation*}
\frac{d \rho_{S}(t)}{d t}=-i\left[H_{S}+H(t), \rho_{S}(t)\right]+\mathcal{D}_{t}\left[\rho_{S}(t)\right] \tag{C27}
\end{equation*}
$$

which allows us to explicitly identify $H(t)$ as the environmentinduced Hamiltonian correction to the system free evolution, e.g., representing the Lamb shifts when describing atom-light interactions [2], whereas $\mathcal{D}_{t}$ in Eq. (C27) may then be entirely associated with the dissipative impact of the environment.

Lastly, let us emphasize that when investigating whether by adding generators associated with different environmentsi.e., the generators $\tilde{\mathcal{L}}_{t}$ in Eq. (C23) obtained by considering the impact of each environment separately-one reproduces the correct dynamics, it is equivalent to consider all the generators in the IP.

As the IP-based generators, $\overline{\mathcal{L}}_{t}$, are linearly related to the environment-induced ones, $\tilde{\mathcal{L}}_{t}$, by Eq. (C26), the vector spaces formed by their families must be isomorphic. Hence, the notions of rescalability and additivity of generator families, discussed in Sec. IIB of the main text and Appendix A above, are naturally carried over between the two, e.g., for any $\alpha, \beta, t \geqslant 0$ :

$$
\begin{equation*}
\tilde{\mathcal{L}}_{t}^{\prime}=\alpha \tilde{\mathcal{L}}_{t}^{(1)}+\beta \tilde{\mathcal{L}}_{t}^{(2)} \Longleftrightarrow \overline{\mathcal{L}}_{t}^{\prime}=\alpha \overline{\mathcal{L}}_{t}^{(1)}+\beta \overline{\mathcal{L}}_{t}^{(1)} \tag{C28}
\end{equation*}
$$

with Eq. (C26) relating all $\tilde{\mathcal{L}}_{t}^{\mathrm{x}}=\mathcal{U}_{t}^{S} \circ \overline{\mathcal{L}}_{t}^{\mathrm{x}} \circ \mathcal{U}_{t}^{S \dagger}$ for each $\mathrm{x}=$ $\{\prime,(1),(2)\}$.

## 5. $\boldsymbol{H}_{S}$-covariant dynamics

Although the dynamical generators $\tilde{\mathcal{L}}_{t}$ defined in Eq. (C26) arise due to the presence of the environment, their form may still strongly depend on the system free Hamiltonian $H_{S}$. Thus, $\tilde{\mathcal{L}}_{t}$ and, in particular, both its Hamiltonian $H(t)$ and dissipative parts $\mathcal{D}_{t}$ in Eq. (C27) cannot be generally associated with the properties of just the environment and the interactions. In fact, only in very special cases can the form of $\mathcal{L}_{t}$ be derived from $H_{I}, H_{E}$, and $\rho_{E}$.

An important example is provided when the system and interaction Hamiltonians alone commute:

$$
\begin{equation*}
\left[H_{\mathrm{S}}, H_{\mathrm{I}}\right]=0 \tag{C29}
\end{equation*}
$$

As the global unitary $\bar{U}_{S E}$ in Eq. (C19) then also commutes with $H_{S},\left[\bar{U}_{S E}, H_{S}\right]=0$, the IP-based map $\bar{\Lambda}_{t}$ in Eq. (C20) is assured to be $H_{S}$-covariant, i.e., to commute with any $H_{S^{-}}$ induced unitary ( C 4 ) (and so must trivially the SP-based $\Lambda_{t}$ ), so that for any $s \geqslant 0$ [71]

$$
\begin{equation*}
\mathcal{U}_{s}^{S} \circ \bar{\Lambda}_{t}=\bar{\Lambda}_{t} \circ \mathcal{U}_{s}^{S} \Longleftrightarrow \mathcal{U}_{s}^{S} \circ \overline{\mathcal{L}}_{t}=\overline{\mathcal{L}}_{t} \circ \mathcal{U}_{s}^{S} . \tag{C30}
\end{equation*}
$$

As noted above, the $H_{S}$-covariance must be naturally inherited by the IP-based dynamical generators $\overline{\mathcal{L}}_{t}$ [71,72], which, in turn, must then coincide with the environment-induced ones, with $\tilde{\mathcal{L}}_{t}=\overline{\mathcal{L}}_{t}$ in Eq. (C26). As a result, the form of $\tilde{\mathcal{L}}_{t}$ must then, indeed, be independent of $H_{S}$.

## 6. Externally modifying the system Hamiltonian

In general, a modification of the system free Hamiltonian $H_{S}$ may affect both the Hamiltonian and the dissipative parts of the generator $\tilde{\mathcal{L}}_{t}$ in Eq. (C27). Nevertheless, let us consider a transformation,

$$
\begin{equation*}
H_{S} \rightarrow H_{S}^{\prime}(t):=H_{S}+V(t) \tag{C31}
\end{equation*}
$$

with $V(t)$ being an arbitrary (potentially time-dependent) Hermitian operator. Crucially, by considering particular commutation relations satisfied by the microscopic Hamiltonians of Eq. (C1) and $V(t)$, one may identify two important cases for which the microscopic rederivation of the QME (C27) can be bypassed-with the impact of $V(t)$ being directly accountable for at the level of the QME:

$$
\text { a. }\left[H_{S}, H_{I}\right]=0, \forall_{t \geqslant 0}:\left[V(t), H_{I}\right]=0
$$

If the system Hamiltonian commutes with the interaction Hamiltonian-so that the dynamics is $H_{S}$-covariant-and so does the perturbation $V(t)$ for all $t$, then the modified dynamics must also be $H_{S}^{\prime}$-covariant, as $\left[H_{S}^{\prime}(t), H_{I}\right]=0$ at all times. Hence, the form of $\tilde{\mathcal{L}}_{t}$ in Eq. (C25) is unaffected by the modification of $H_{S}$, remaining fully determined by $H_{E}, H_{I}$, and $\rho_{E}$. Moreover, the new dynamics is then correctly described by simply replacing $H_{S}$ with $H_{S}^{\prime}(t)$ in Eq. (C25) [or Eq. (C27)].

$$
\text { b. }\left[H_{S}, H_{I}\right] \neq 0, \forall_{t \geqslant 0}:\left[V(t), H_{I}\right]=\left[V(t), H_{S}\right]=0
$$

The above conclusion also holds when dealing with non- $H_{S}$-covariant dynamics, given that $V(t)$ commutes with both the interaction and the system Hamiltonian. As then $\left[H_{S}, H_{I}\right] \neq 0$, the generator $\tilde{\mathcal{L}}_{t}$ in principle depends on $H_{S}$. However, without affecting the total Hamiltonian $H_{T}$ in Eq. (C1) and hence the dynamics, we may redefine the interaction Hamiltonian as $H_{I}^{\prime}:=H_{I}+H_{S}$, pretending the system Hamiltonian to be absent. In such a fictitious picture, the QME (C25) possesses just the second term with $\tilde{\mathcal{L}}_{t}^{\prime}$ now being derived based on $H_{I}^{\prime}$. As importantly $\left[V(t), H_{I}^{\prime}\right]=0$ is fulfilled at all times, it becomes clear that the dynamics must be $V(t)$-covariant. Hence, the perturbation must lead to a QME that may be equivalently obtained by simply adding $V(t)$ to the Hamiltonians in Eq. (C27)—even though $H(t)$ and $\mathcal{D}_{t}$ nontrivially depend on the original $H_{S}$ [but not on $\left.V(t)\right]$.

Lastly, let us note that in the case of $H_{S}$-covariant dynamics and $\left[H_{S}, H_{I}\right]=0$, one may play a similar trick in order to deal with the case when $\left[V(t), H_{S}\right]=0$ but $\left[V(t), H_{I}\right] \neq 0$, so that the modified dynamics is no longer guaranteed to be $H_{S}^{\prime}$-covariant. By redefining the interaction Hamiltonian this time as $H_{I}^{\prime}:=V(t)+H_{I}$, which importantly commutes with $H_{S}$, it becomes clear that the $H_{S}$-covariance must be preserved. Nonetheless, although the dynamical generator $\tilde{\mathcal{L}}_{t}$ in Eq. (C25) remains then independent of $H_{S}$, the form of $\tilde{\mathcal{L}}_{t}$ may depend on $V(t)$ and must thus be rederived, i.e., based now on $H_{I}^{\prime}$.

## APPENDIX D: MICROSCOPIC VALIDITY OF GENERATOR ADDITION

## 1. Weak-coupling regime

Below, we prove Lemma 4 stated in the main text; in particular, we show that under weak coupling the cross term in Eq. (8) can always be assumed to vanish. Hence, in accordance with Observation 1, it is then valid to add dynamical generators corresponding to each individual environment, without necessity to rederive the overall QME.

The following proof can be regarded as an extension of the argumentation found in Ref. [13,14], which applies to the more stringent regime in which the Born-Markov approximation holds.

Firstly, we perform the operator Schmidt decomposition of each interaction Hamiltonian (indexed by i) [51],

$$
\begin{equation*}
H_{I_{i}}=\sum_{k} A_{i ; k} \otimes B_{k}^{E_{i}} \Leftrightarrow \bar{H}_{I_{i}}(t)=\sum_{k} \bar{A}_{i ; k}(t) \otimes \bar{B}_{k}^{E_{i}}(t), \tag{D1}
\end{equation*}
$$

where $\left\{A_{i ; k}\right\}_{k}$ and $\left\{B_{k}^{E_{i}}\right\}_{k}$ form sets of Hermitian operators that act separately on the system and corresponding environment subspaces, i.e., $\mathcal{H}_{S}$ and $\mathcal{H}_{E_{i}}$, respectively.

As noted above, this decomposition preserves its tensorproduct structure in the IP, which is now defined according to Eq. (C2) with the free system-environment Hamiltonian incorporating multiple environments, $H_{S}+\sum_{i} H_{E_{i}}$. Hence, carrying out here the analysis in the IP for compactness of the expressions, we rewrite the general and exact QME (8) of the main text, which describes a system interacting with multiple environments, as

$$
\begin{align*}
\frac{d}{d t} \bar{\rho}_{S}(t) & =\sum_{i} \overline{\mathcal{L}}_{t}^{(i)}\left[\bar{\rho}_{S}(t)\right]+\sum_{i \neq j} \int_{0}^{t} d s \operatorname{Tr}_{E_{i j}}\left\{\left[\bar{H}_{l_{i}}(t),\left[\bar{H}_{l_{j}}(s), \bar{\rho}_{S E_{i j}}(s)\right]\right]\right\}  \tag{D2}\\
& =\sum_{i} \overline{\mathcal{L}}_{t}^{(i)}\left[\bar{\rho}_{S}(t)\right]+\sum_{i \neq j} \sum_{k, l} \int_{0}^{t} d s \operatorname{Tr}_{E_{i j}}\left\{\left[\bar{A}_{i ; k}(t) \otimes \bar{B}_{k}^{E_{i}}(t),\left[\bar{A}_{j ; l}(s) \otimes \bar{B}_{l}^{E_{j}}(s), \bar{\rho}_{S E_{i j}}(s)\right]\right]\right\} \tag{D3}
\end{align*}
$$

where the second term above is the crucial, interenvironment cross term whose absence assures the validity of generator addition.

There exist various approaches to obtain simplified forms of QMEs for the weak-coupling regime [2,14,44,53]. Here, in order keep the derivation general and emphasize necessary requirements for our arguments to apply, we assume that the appropriate QME under weak coupling is derived after
approximating the global system-environments state at every time $t \geqslant 0$ as

$$
\begin{equation*}
\rho_{S E}(t) \approx \rho_{S}(t) \otimes \bigotimes_{i} \varrho_{E_{i}}(t) \tag{D4}
\end{equation*}
$$

where $\rho_{S}(t)=\operatorname{Tr}_{E} \rho_{S E}(t)$ is the reduced state of the system at time $t$. Although in the weak-coupling approximations $[2,53]$ the separable state of each environment in Eq. (D4)
is frequently taken to be its reduced state at time $t$, i.e., $\varrho_{E_{i}}(t) \equiv \rho_{E_{i}}(t):=\operatorname{Tr}_{\neg E_{i}} \rho_{S E}(t)$, in what follows it can be chosen arbitrarily-as long as for all environments (labeled by i) $\varrho_{E_{i}}(0)=\rho_{E_{i}}$ to maintain consistency with the derivation in Appendix C2.

Let us stress that the tensor-product ansatz of Eq. (D4) for the system-environment state is employed only to obtain the form of the QME valid under the weak coupling and does not force the solutions of the QME to actually be separable states. In particular, the resulting QME, before tracing out environmental degrees of freedom, can yield upon integration states $\bar{\rho}_{S E}(t)$ that strongly deviate from the form (D4) already at moderate times $t$, even though the validity of the dynamicsand, hence, the QME employed-is still assured by weak coupling [54].

Thanks to the condition (D4), the crucial cross term within the exact QME (D3) can be reexpressed as

$$
\begin{align*}
& \sum_{i \neq j} \sum_{k, l} \int_{0}^{t} d s \mathscr{C}_{[i ; k][j ; l]}(t, s ; s) \\
& \quad \times\left[\bar{A}_{i, k}(t) \bar{A}_{j ; l}(s) \bar{\rho}_{S}(s)-\bar{A}_{i ; k}(t) \bar{\rho}_{S}(s) \bar{A}_{j ; l}(s)\right. \\
& \left.\quad-\bar{A}_{j ; l}(s) \bar{\rho}_{S}(s) \bar{A}_{i, k}(t)+\bar{\rho}_{S}(s) \bar{A}_{j ; l}(s) \bar{A}_{i ; k}(t)\right], \tag{D5}
\end{align*}
$$

where now

$$
\begin{equation*}
\mathscr{C}_{[i ; k][j ; l]}\left(t, s ; s^{\prime}\right):=\operatorname{Tr}\left\{\left[\bar{B}_{k}^{E_{i}}(t) \otimes \bar{B}_{l}^{E_{j}}(s)\right] \bar{\varrho}_{E_{i j}}\left(s^{\prime}\right)\right\} \tag{D6}
\end{equation*}
$$

is the two-bath correlation function that is independent of the reduced system state, being evaluated only on $\bar{\varrho}_{E_{i j}}(t):=$ $\bar{\varrho}_{E_{i}}(t) \otimes \bar{\varrho}_{E_{j}}(t)$. Note that as $i$ and $j$ are just labels of distinct environments, the correlation function (D6) is symmetric with $\mathscr{C}_{[i ; k][j ; l]}\left(t, s ; s^{\prime}\right)=\mathscr{C}_{[j ; l][i ; k]}\left(s, t ; s^{\prime}\right)$.

Moreover, Eq. (D4) assures all the correlation functions (D6) factorize, so that for any $s, s^{\prime}, t \geqslant 0$

$$
\begin{align*}
\mathscr{C}_{[i ; k][j ; l]}\left(t, s ; s^{\prime}\right) & \approx \operatorname{Tr}\left\{\bar{B}_{k}^{E_{i}}(t) \bar{\varrho}_{E_{i}}\left(s^{\prime}\right) \otimes \bar{B}_{l}^{E_{j}}(s) \bar{\varrho}_{E_{j}}\left(s^{\prime}\right)\right\}  \tag{D7}\\
& =\mathscr{C}_{i ; k}\left(t, s^{\prime}\right) \mathscr{C}_{j ; l}\left(s, s^{\prime}\right), \tag{D8}
\end{align*}
$$

reducing to a product of single-bath correlation functions:

$$
\begin{equation*}
\mathscr{C}_{i ; k}(t, s):=\operatorname{Tr}\left\{e^{i H_{E_{i}}(t-s)} B_{k}^{E_{i}} e^{-i H_{E_{i}}(t-s)} \varrho_{E_{i}}(s)\right\} . \tag{D9}
\end{equation*}
$$

Furthermore, as the two-bath correlation function in Eq. (D5) factorizes to Eq. (D8) with $s=s^{\prime}$, the whole cross term (D5) is guaranteed to vanish whenever at all times $t \geqslant 0$ for each environment (labeled by $i$ ) and its each operator $B_{k}^{E_{i}}$ (labeled by $k$ ):

$$
\begin{equation*}
\mathscr{C}_{i ; k}(t):=\mathscr{C}_{i ; k}(t, t)=\operatorname{Tr}\left\{B_{k}^{E_{i}} \varrho_{E_{i}}(t)\right\}=0 \tag{D10}
\end{equation*}
$$

Crucially, the condition Eq. (D10) can always be ensured by shifting adequately the interaction and the system Hamiltonians without affecting the total Hamiltonian (C1) [similarly to Eq. (C16) of Appendix C2]. In particular, one can redefine the system and each interaction Hamiltonian to be generally time dependent and read

$$
\begin{gather*}
H_{S}^{\prime}(t)=H_{S}+\sum_{i, k} \mathscr{C}_{i ; k}(t) A_{i ; k},  \tag{D11}\\
\forall_{i}: H_{I_{i}}^{\prime}(t)=H_{I_{i}}-\sum_{k} \mathscr{C}_{i ; k}(t)\left(A_{i ; k} \otimes \mathbb{1}_{E_{i}}\right), \tag{D12}
\end{gather*}
$$

so that the decomposition (D1) of the interaction Hamiltonian for each environment becomes
$H_{I_{i}}^{\prime}(t)=\sum_{k} A_{i ; k} \otimes B_{k}^{\prime E_{i}}(t)=\sum_{k} A_{i ; k} \otimes\left[B_{k}^{E_{i}}-\mathscr{C}_{i ; k}(t) \mathbb{1}_{E_{i}}\right]$,
with the new correlation function (D10) identically vanishing by construction, as for any $t \geqslant 0$ :

$$
\begin{align*}
\mathscr{C}_{i ; k}^{\prime}(t) & =\operatorname{Tr}_{E_{i}}\left\{B_{k}^{\prime E_{i}} \varrho_{E_{i}}(t)\right\} \\
& =\operatorname{Tr}_{E_{i}}\left\{\left(B_{k}^{E_{i}}-\mathscr{C}_{i ; k}(t)\right) \varrho_{E_{i}}(t)\right\}=0 . \tag{D14}
\end{align*}
$$

For consistency, let us also note that the necessary requirement $\operatorname{Tr}_{E}\left\{\bar{H}_{I_{i}}^{\prime}(t) \rho_{E_{i}}\right\}=0$, introduced in Appendix C2, is then trivially fulfilled for every environment. Decomposing $H_{I_{i}}^{\prime}(t)$ according to Eq. (D13) and remembering that $\left[H_{E_{i}}, \rho_{E_{i}}\right]=0$ for each $i$, one gets (in the IP)

$$
\begin{equation*}
\sum_{k} \bar{A}_{i ; k}(t) \operatorname{Tr}_{E_{i}}\left\{B_{k}^{\prime E_{i}} \rho_{E_{i}}\right\}=\sum_{k} \mathscr{C}_{i ; k}(0) \bar{A}_{i ; k}(t)=0 \tag{D15}
\end{equation*}
$$

as each $\mathscr{C}_{i ; k}^{\prime}(0)=0$ is zero by Eq. (D14).
Note that, in particular, the above argumentation holds for all QMEs derived using the time-convolutionless approach [56] up to the second order in all the interaction parameters-in which case the QME (D2) is from the start assumed to exhibit a time-local form, rather than involve a time-convolution integral.

On the other hand, the most conservative Born-Markov approximation discussed in Refs. [13,14] enforces every $\varrho_{E_{i}}(t)$ in Eq. (D4) to be at all times the initial, stationary state $\rho_{E_{i}}$ of each environment. As a result, all the single-bath correlation functions, $\mathscr{C}_{i ; k}(t, s)$ in Eq. (D9), become then $t$ and $s$ independent due to $\left[H_{E_{i}}, \rho_{E_{i}}\right]=0$, and identically vanish by Eq. (D14). Hence, then trivially $\mathscr{C}_{[i ; k][j ; l]}=\mathscr{C}_{i ; k} \mathscr{C}_{j ; l}=0$ at all times.

## 2. Commutativity of microscopic Hamiltonians

Here, we provide the proof of Lemma 5 stated in the main text, which assures that dynamical generators associated with each individual environment can be simply added at the QME level, if the interaction Hamiltonians commute between each other and with the system Hamiltonian. This condition corresponds to the $\mathrm{II} \cap \mathrm{IS}$ region in the Venn diagram of Fig. 4-marked "Yes" to indicate the validity of generator addition.

Let us note that whenever for all $i$ and $j$

$$
\begin{equation*}
\left[H_{\mathbf{I}_{i}}, H_{\mathrm{I}_{j}}\right]=0 \quad \text { and } \quad\left[H_{I}, H_{S}\right]=0 \tag{D16}
\end{equation*}
$$

with $H_{I}:=\sum_{i} H_{I_{i}}$ being the full interaction Hamiltonian, the global unitary dynamical operator (C19) can be decomposed in the SP, as follows,

$$
\begin{equation*}
U_{S E}(t)=e^{-i\left(H_{S}+H_{E}+H_{I}\right) t}=e^{-i H_{S} t} \prod_{i} e^{-i\left(H_{E_{i}}+H_{I_{i}}\right) t} \tag{D17}
\end{equation*}
$$

so that at the level of the corresponding unitary maps,

$$
\begin{equation*}
\mathcal{U}_{t}^{S E}=\mathcal{U}_{t}^{S} \circ \prod_{i} \mathcal{U}_{t}^{I E_{i}} \tag{D18}
\end{equation*}
$$

where we have defined $\mathcal{U}_{t}^{I E_{i}}[\bullet]:=e^{-i\left(H_{E_{i}}+H_{L_{i}}\right) t} \bullet e^{i\left(H_{E_{i}}+H_{L_{i}}\right) t}$, and by $\prod$ we denote also the conjugation of multiple maps, i.e., for a given set of maps $\left\{\Lambda_{i}\right\}_{i}$ :

$$
\begin{equation*}
\prod_{i=1}^{n} \Lambda_{i}:=\Lambda_{n} \circ \Lambda_{n-1} \circ \cdots \circ \Lambda_{2} \circ \Lambda_{1} \tag{D19}
\end{equation*}
$$

As a result, after straightforwardly generalizing Eq. (C20) to multiple environments and transforming it to the SP, we can generally write the system reduced state at a given time $t$ as

$$
\begin{align*}
\rho_{S}(t) & =\operatorname{Tr}_{E}\left\{\mathcal{U}_{t}^{S E}\left[\rho_{S}(0) \otimes \rho_{E}\right]\right\}=\operatorname{Tr}_{E}\left\{\mathcal{U}_{t}^{S} \circ \prod_{i} \mathcal{U}_{t}^{S E_{i}}\left[\rho_{S}(0) \otimes \bigotimes_{k}^{\bigotimes} \rho_{E_{k}}\right]\right\}  \tag{D20}\\
& =\mathcal{U}_{t}^{S}\left[\operatorname{Tr}_{E_{i \neq 1}}\left\{\prod_{i \neq 1} \mathcal{U}_{t}^{S E_{i}}\left[\operatorname{Tr}_{E_{1}}\left\{\mathcal{U}_{t}^{S E_{1}}\left[\rho_{S}(0) \otimes \rho_{E_{1}}\right]\right\} \otimes \bigotimes_{k \neq 1}^{\bigotimes} \rho_{E_{k}}\right]\right\}\right]  \tag{D21}\\
& =\mathcal{U}_{t}^{S}\left[\operatorname{Tr}_{E_{i \neq 1}}\left\{\prod_{i \neq 1} \mathcal{U}_{t}^{S E_{i}}\left[\tilde{\Lambda}_{t}^{(1)}\left[\rho_{S}(0)\right] \otimes \bigotimes_{k \neq 1} \rho_{E_{k}}\right]\right\}\right]=\cdots=  \tag{D22}\\
& =\mathcal{U}_{t}^{S}\left[\operatorname{Tr}_{E_{i \neq 1,2}}\left\{\prod_{i \neq 1,2} \mathcal{U}_{t}^{S E_{i}}\left[\tilde{\Lambda}_{t}^{(2)} \circ \tilde{\Lambda}_{t}^{(1)}\left[\rho_{S}(0)\right] \otimes \bigotimes_{k \neq 1,2} \rho_{E_{k}}\right]\right\}\right]=\cdots=  \tag{D23}\\
& =\mathcal{U}_{t}^{S}\left[\prod_{i} \tilde{\Lambda}_{t}^{(i)}\left[\rho_{S}(0)\right]\right]=: \mathcal{U}_{t}^{S} \circ \tilde{\Lambda}_{t}\left[\rho_{S}(0)\right], \tag{D24}
\end{align*}
$$

where in Eq. (D22) by ... we mean repeating the procedure for the second environment, and similarly in Eq. (D23) for all the other environments. The overall dynamical (SP-based) map $\tilde{\Lambda}_{t}=\prod_{i} \tilde{\Lambda}_{t}^{(i)}$ is $H_{S}$ independent and constitutes a composition of maps $\tilde{\Lambda}_{t}^{(i)}[\bullet]:=\operatorname{Tr}_{E_{i}}\left\{\mathcal{U}_{t}^{S E_{i}}\left[\bullet \otimes \rho_{E_{i}}\right]\right\}$, each of which describing the impact of the $i$ th environment.

As discussed in Appendix C5 above, the condition [ $\left.H_{I}, H_{S}\right]=0$ in Eq. (D16) ensures the dynamics to be $H_{S}$-covariant-as explicitly manifested in Eq. (D24) in which $\mathcal{U}_{t}^{S}$, thanks to commuting with all $\mathcal{U}_{t}^{S E_{i}}$, commutes also with all the $\tilde{\Lambda}_{t}^{(i)}$ maps. On the other hand, as all $\mathcal{U}_{t}^{S E_{i}}$ commute between one another due to $\left[H_{I_{i}}, H_{I_{j}}\right]=0$ in Eq. (D16), the overall map $\tilde{\Lambda}_{t}$ in Eq. (D24) could have been constructed by composing the maps $\tilde{\Lambda}_{t}^{(i)}$ in any order. Hence, all maps originating from interactions with different reservoirs commute, i.e., for all $i$ and $j$ :

$$
\begin{equation*}
\tilde{\Lambda}_{t}^{(i)} \circ \tilde{\Lambda}_{t}^{(j)}=\tilde{\Lambda}_{t}^{(j)} \circ \tilde{\Lambda}_{t}^{(i)} \tag{D25}
\end{equation*}
$$

As a consequence, while due to the $H_{S}$-covariance all the dynamical generators induced by separate environments, i.e., $\tilde{\mathcal{L}}_{t}^{(i)}$ in Eq. (C26) indexed now by $i$, coincide with their corresponding IP-based generators, they also add at the level of the QME (C25) thanks to Eq. (D25). Computing explicitly the dynamical generator induced by all the environments together, i.e., $\tilde{\mathcal{L}}_{t}$ associated with the overall map $\tilde{\Lambda}_{t}$ in Eq. (D24), we have

$$
\begin{equation*}
\tilde{\mathcal{L}}_{t}=\dot{\tilde{\Lambda}}_{t} \circ \tilde{\Lambda}_{t}^{-1}=\left(\sum_{i} \dot{\tilde{\Lambda}}_{t}^{(i)} \circ \prod_{j \neq i} \tilde{\Lambda}_{t}^{(j)}\right) \circ \prod_{k}\left(\tilde{\Lambda}_{t}^{(k)}\right)^{-1}=\sum_{i} \dot{\tilde{\Lambda}}_{t}^{(i)} \circ\left(\tilde{\Lambda}_{t}^{(i)}\right)^{-1}=\sum_{i} \tilde{\mathcal{L}}_{t}^{(i)} \tag{D26}
\end{equation*}
$$

where $\tilde{\mathcal{L}}_{t}^{(i)}$ is the generator corresponding to the interaction with the $i$ th environment alone, and we have used the commutativity of the maps (D25).

## APPENDIX E: SPIN-MAGNET MODEL

We provide here the details and explicit form of relevant quantities for the calculations presented in Sec. IV B of the main text, discussing the counterexamples to the commutativity assumptions based on the spin-magnet model.

## 1. IS $\cap$ IE commutativity assumption

We solve the equations of motion (38) that describe the Bloch vector dynamics in order to obtain an explicit form of the $\mathbf{R}$ matrix in Eq. (27), which is then parametrized by magnetizations of the two magnets, $m_{1}$ and $m_{2}$, and reads

$$
\mathbf{R}_{12}\left(m_{1}, m_{2}, t\right)=\left(\begin{array}{ccc}
\frac{\cos \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}} & -\frac{\sin \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{1} m_{1}}{\sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}} & \frac{2 \sin ^{2}\left(\frac{1}{2} t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{1} g_{2} m_{1} m_{2}}{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}  \tag{E1}\\
\frac{\sin \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{1} m_{1}}{\sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}} & \cos \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) & -\frac{\sin \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{2} m_{2}}{\sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}} \\
\frac{2 \sin ^{2}\left(\frac{1}{2} t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{1} g_{2} m_{1} m_{2}}{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}} & \frac{\sin \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{2} m_{2}}{\sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}} & \frac{g_{1}^{2} m_{1}^{2}+\cos \left(t \sqrt{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}\right) g_{2}^{2} m_{2}^{2}}{g_{1}^{2} m_{1}^{2}+g_{2}^{2} m_{2}^{2}}
\end{array}\right) .
$$

When only the first magnet is present ( $g_{2}=0$ ), the above expression reduces to

$$
\mathbf{R}_{1}\left(m_{1}, t\right)=\left(\begin{array}{ccc}
\cos \left(\operatorname{tg}_{1} m_{1}\right) & -\sin \left(\operatorname{tg}_{1} m_{1}\right) & 0  \tag{E2}\\
\sin \left(\operatorname{tg}_{1} m_{1}\right) & \cos \left(\operatorname{tg}_{1} m_{1}\right) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

while, when in contact with only the second magnet $\left(g_{1}=0\right)$, it becomes

$$
\mathbf{R}_{2}\left(m_{2}, t\right)=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{E3}\\
0 & \cos \left(\operatorname{tg}_{2} m_{2}\right) & -\sin \left(\operatorname{tg}_{2} m_{2}\right) \\
0 & \sin \left(\operatorname{tg}_{2} m_{2}\right) & \cos \left(\operatorname{tg}_{2} m_{2}\right)
\end{array}\right)
$$

We also analytically compute the time derivative $\dot{\mathbf{R}}_{12}$ (as well as $\dot{\mathbf{R}}_{1}$ and $\dot{\mathbf{R}}_{2}$, after setting $g_{2}=0$ and $g_{1}=0$, respectively), which we, however, do not include here due its cumbersome form.

With the exact expressions (E1)-(E3) in hand, we can explicitly write each affine map $\mathbf{D}_{t}^{(\mathbf{x})}$ with $\mathbf{x}=\{12,1,2\}$ according to Eq. (39) of the main text, i.e., as an average of the corresponding $\mathbf{R}_{\mathrm{x}}$ over the Gaussian distributions $p\left(m_{i}\right)$ of fixed variance $\sigma_{i}$ in Eq. (18); and similarly in case of the time derivatives $\dot{\mathbf{D}}_{t}^{(\mathrm{x})}$ by averaging $\dot{\mathbf{R}}_{\mathrm{x}}$.

We perform the averaging integrals numerically after fixing the parameters $g_{1}, g_{2}, \sigma_{1}, \sigma_{2}$, and the time $t$. As a result, we obtain the expressions of dynamical generators $\mathbf{L}_{t}^{(1)}, \mathbf{L}_{t}^{(2)}$, and $\mathbf{L}_{t}^{(12)}$ by substituting into $\mathbf{L}_{t}^{(\mathbf{x})}=\dot{\mathbf{D}}_{t}^{(\mathbf{x})}\left(\mathbf{D}_{t}^{(\mathbf{x})}\right)^{-1}$ the relevant affine maps and their time derivatives.

For instance, when taking $g_{1}=g_{2}=2$ and $\sigma_{1}=\sigma_{2}=1$, we obtain at $t=0.5$

$$
\mathbf{L}_{t=0.5}^{(1)}=\left(\begin{array}{ccc}
-2 & 0 & 0  \tag{E4}\\
0 & -2 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \mathbf{L}_{t=0.5}^{(2)}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & -2
\end{array}\right)
$$

and

$$
\mathbf{L}_{t=0.5}^{(12)}=\left(\begin{array}{ccc}
-1.56835 & 0 & 0  \tag{E5}\\
0 & -7.26687 & 0 \\
0 & 0 & -1.56835
\end{array}\right)
$$

which provides the desired example of $\mathbf{L}_{t}^{(12)} \neq \mathbf{L}_{t}^{(1)}+\mathbf{L}_{t}^{(2)}$.

## 2. II $\cap$ IE commutativity assumption

We observe that in order to solve the equations of motion (43) stated in the main text, which describe the dynamics of the Bloch vector in the IP, i.e., $\overline{\mathbf{r}}(t)=\mathbf{R}_{S}^{-1}(t) \mathbf{r}(t)$, it is convenient to move to a rotating frame defined as $\check{\mathbf{r}}(t):=\mathbf{V}(t) \overline{\mathbf{r}}(t)$, where

$$
\mathbf{V}(t):=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{E6}\\
0 & -\cos (\omega t) & \sin (\omega t) \\
0 & \sin (\omega t) & \cos (\omega t)
\end{array}\right)
$$

is an orthogonal matrix such that $\mathbf{V}(t)=\mathbf{P} \mathbf{R}_{S}(t)$ with $\mathbf{P}=\operatorname{diag}\{1,-1,1\}$ and $\mathbf{R}_{S}(t)$ being the $\mathrm{SO}(3)$ representation of qubit unitary $U_{S}(t)=e^{-i H_{S} t}$ induced by the system free Hamiltonian $H_{S}=\frac{1}{2} \omega \sigma_{x}$ of Eq. (40). Hence, $\check{\mathbf{r}}(t)=\mathbf{P} \mathbf{r}(t)$ can be interpreted as the Bloch vector in the SP with the $y \rightarrow-y$ coordinate inverted.

Defining also $\gamma=g_{1} m_{1}+g_{2} m_{2}$ for compactness, we obtain a simpler set of equations of motion,

$$
\begin{equation*}
\dot{\check{r}}_{x}=\gamma \check{r}_{y}, \quad \dot{\check{r}}_{y}=\omega \check{r}_{z}-\gamma \check{r}_{x}, \quad \dot{\grave{r}}_{z}=-\omega \check{r}_{y}, \tag{E7}
\end{equation*}
$$

which can be explicitly solved, yielding

$$
\check{\mathbf{R}}\left(m_{1}, m_{2}, t\right)=\left(\begin{array}{ccc}
\frac{\cos \left(\sqrt{\gamma^{2}+\omega^{2}} t\right) \gamma^{2}+\omega^{2}}{\gamma^{2}+\omega^{2}} & \frac{\gamma \sin \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)}{\sqrt{\gamma^{2}+\omega^{2}}} & -\frac{\gamma \omega\left(\cos \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)-1\right)}{\gamma^{2}+\omega^{2}}  \tag{E8}\\
-\frac{\gamma \sin \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)}{\sqrt{\gamma^{2}+\omega^{2}}} & \cos \left(\sqrt{\gamma^{2}+\omega^{2}} t\right) & \frac{\omega \sin \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)}{\sqrt{\gamma^{2}+\omega^{2}}} \\
-\frac{\gamma \omega\left(\cos \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)-1\right)}{\gamma^{2}+\omega^{2}} & -\frac{\omega \sin \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)}{\sqrt{\gamma^{2}+\omega^{2}}} & \frac{\gamma^{2}+\omega^{2} \cos \left(\sqrt{\gamma^{2}+\omega^{2}} t\right)}{\gamma^{2}+\omega^{2}}
\end{array}\right)
$$

We then construct the $\mathbf{R}$ matrix determining the affine map $\mathbf{D}_{t}$ in Eq. (27) by transforming back the above $\check{\mathbf{R}}$ matrix to the IP, so that

$$
\begin{equation*}
\overline{\mathbf{R}}\left(m_{1}, m_{2}, t\right)=\mathbf{V}^{-1}(t) \check{\mathbf{R}}\left(m_{1}, m_{2}, t\right) \mathbf{V}(0) \tag{E9}
\end{equation*}
$$

We do not enclose here the explicit forms, but, as in the previous example, we also compute all the relevant $\overline{\mathbf{R}}_{\mathrm{x}}$ and $\dot{\overline{\mathbf{R}}}_{\mathrm{x}}$ in the IP, with $\mathrm{X}=\{12,1,2\}$, which allow us to obtain the integral expressions for the corresponding affine maps, $\overline{\mathbf{D}}_{t}^{(\mathrm{X})}$, and their time derivatives, $\dot{\overline{\mathbf{D}}}_{t}^{(\mathrm{x})}$. Again, we choose the initial magnetizations of both magnets to be Gaussian distributed with both $p\left(m_{i}\right)$ as in Eq. (18) of fixed variance $\sigma_{i}$.

As before, we perform the averaging integrals numerically, after fixing the model parameters-now $\omega, g_{1}, g_{2}, \sigma_{1}, \sigma_{2}$, and the time $t$-in order to obtain numerical expressions for all $\overline{\mathbf{L}}_{t}^{(\mathbf{x})}=\dot{\mathbf{D}}_{t}^{(\mathrm{X})}\left(\mathbf{D}_{t}^{(\mathrm{X})}\right)^{-1}$.

For example, when choosing $g_{1}=g_{2}=2, \sigma_{1}=\sigma_{2}=1$, and $\omega=2$, we obtain at $t=0.5$

$$
\overline{\mathbf{L}}_{t=0.5}^{(1)}=\overline{\mathbf{L}}_{t=0.5}^{(2)}=\left(\begin{array}{ccc}
0.379798 & 0 . & 0 .  \tag{E10}\\
0 . & 0.779093 & -1.40007 \\
0 . & 1.70235 & -3.05922
\end{array}\right)
$$

giving

$$
\overline{\mathbf{L}}_{t=0.5}^{(1)}+\overline{\mathbf{L}}_{t=0.5}^{(2)}=\left(\begin{array}{ccc}
0.759597 & 0 . & 0 .  \tag{E11}\\
0 . & 1.55819 & -2.80015 \\
0 . & 3.4047 & -6.11843
\end{array}\right) .
$$

On the other hand, we find in the presence of both magnets

$$
\overline{\mathbf{L}}_{t=0.5}^{(12)}=\left(\begin{array}{ccc}
1.28248 & 0 . & 0 .  \tag{E12}\\
0 . & 13.0326 & -16.6865 \\
0 . & 28.4767 & -36.4608
\end{array}\right)
$$

which, thus, provides an instance of $\overline{\mathbf{L}}_{t}^{(12)} \neq \overline{\mathbf{L}}_{t}^{(1)}+\overline{\mathbf{L}}_{t}^{(2)}$.
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