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This paper deals with a channel-parameter estimation for continuous-variable quantum key distribution (CV-
QKD) over a satellite-to-submarine link. In particular, we focus on the channel transmittances and the excess
noise which are affected by atmospheric turbulence, surface roughness, zenith angle of the satellite, wind speed,
submarine depth, etc. The estimation method is based on proposed algorithms and is applied to low-Earth orbits
using the Monte Carlo approach. For light at 550 nm with a repetition frequency of 1 MHz, the effects of the
estimated parameters on the performance of the CV-QKD system are assessed by a simulation by comparing the
secret key bit rate in the daytime and at night. Our results show the feasibility of satellite-to-submarine CV-QKD,
providing an unconditionally secure approach to achieve global networks for underwater communications.
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I. INTRODUCTION

Underwater communication is of crucial importance for
undersea exploitation and modern communication. Drawbacks
exist in the traditional ways of applying the underwater acous-
tic technique, including a low bandwidth, a large propagation
delay, and security issues. Nowadays, underwater optical
communication with a high bandwidth and low latency has
motivated worldwide interest and has gradually become a
widely used method in the new era of marine economy. Several
studies have been done to improve the data bandwidth and bit
error rate of underwater optical communication [1–3]. With
respect to security, although underwater optical communica-
tion is naturally regarded as a more secure approach com-
pared with underwater acoustic communication, some security
vulnerabilities still exist [4]. Fortunately, the feasibility of
quantum communication over seawater has been investigated
theoretically [5] and has been demonstrated experimentally
[6], which has provided a reliable method to achieve the
goal of unconditional communication security for underwater
optical communication. Due to underwater absorption and
scattering, the distance of underwater optical communica-
tion would hardly be long enough for practical purposes.
For instance, in seawater farther from the coastline, whose
loss to photons in the blue-green window can be as low as
0.018 m−1 [7,8], an achievable distance of quantum commu-
nication was derived as 885 m [6].

Although the achievable distance of underwater quantum
communication is shorter compared to fiber and air channels,
it still can be applied to some special applications. For example,
an encrypted message can be sent from an airborne platform
to a submerged platform, even it is close to the surface [9].

*Corresponding author: lingzhang2017@foxmail.com

Particularly, by using satellite quantum key distribution (QKD)
technologies, it is possible to share encrypted keys between
satellites and submarines, or two submarine vehicles through
the same satellite. This potentially allows one to establish
a global-scale underwater communication network, which
means getting rid of the constraints of short communication
distances.

Currently, two available approaches, referred to as discrete-
variable QKD [10–13] and continuous-variable (CV) QKD
[14–17], are employed to distribute secret keys in free-space
and satellite-to-ground quantum communications. For a gen-
eral CV-QKD system, Alice usually encodes the information in
quadratures of a light field with Gaussian modulation. At Bob’s
side, the weak signal light is measured by interfering with a
strong local oscillator (LO) in a shot-noise-limited homodyne
detector [18–20]. It is noteworthy that the LO plays the role of
a spatial and spectral filter, which allows unrestrained daylight
operation during the CV-QKD run [21]. Beyond that, the
CV-QKD has practical potential advantages as it is compatible
with standard optical communication technologies. Therefore,
applying the CV-QKD approach to the satellite-to-submarine
scenario has a practical significance for achieving secure global
underwater communication networks.

The purpose of this paper is to derive a satellite-
to-submarine channel model for CV-QKD. Based on the
proposed algorithms, the channel parameters, including trans-
mittances and excess noise, are estimated using the Monte
Carlo simulation. Compared with a linear channel such as
fiber, the transmittance of the free-space channel is unstable
and fluctuates randomly in time due to atmospheric turbulence
[22–24]. Besides that, the roughness of the sea surface should
also be considered to be a factor that results in fluctuating
transmittance [25,26]. On the other hand, background light is
regarded as the main noise and is discussed in both daytime
and night scenarios. Then, we compare the performance of
the CV-QKD system over a satellite-to-submarine link at
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different low-Earth orbits in both the daytime and at night.
The results show that under various interference factors, such
as the zenith angle of the satellite, wind speed, and submarine
depth, secret keys could be successfully established against
collective attacks even in the daytime.

This paper is organized as follows: In Sec. II, we first intro-
duce the strategy of the CV-QKD over satellite-to-submarine
links. The transmittance distributions of the fluctuating quan-
tum channels are estimated using the Monte Carlo method. In
Sec. III, we analyze the noise characteristics, including initial
excess noise and background light noise. In Sec. IV, we give a
performance analysis of the CV-QKD with a finite-size effect
over a satellite-to-submarine link, and, finally, a conclusion is
drawn in Sec. V.

II. TRANSMITTANCE ANALYSIS

Figure 1(a) illustrates the schematic of the CV-QKD sys-
tem over a satellite-to-submarine link. On the satellite (i.e.,
Alice) side, the information is modulated on Gaussian states
using electro-optical modulators. The quantum states have
to pass through two transmission media before arriving at
the submarine vehicle, that is, a turbulent atmosphere and
high-loss seawater. The roughness of the sea surface also
plays an important role in affecting the transmitted light.
At the submarine vehicle (i.e., Bob) site, the phase front
distortions of the received light are corrected by an adaptive
optics system. Then, the quantum light is detected using

a coherent measurement with the LO, which is generated
by a local laser [27–29]. In order to keep the attenuation
of the satellite-to-submarine link as small as possible, we
make a compromise between the transmission window of the
atmosphere and the blue-green window of seawater, which are
around 800 [30] and 400–500 nm [31], respectively. Figure 1(b)
shows a comparison of the atmospheric transmittance and the
attenuation of clear ocean water, which are both affected by
absorption and scattering. The numerical simulation of the
atmospheric transmittance comes from the software package
MODTRAN, for a navy aerosol model at an altitude of 20 km
from the sea surface. The attenuation coefficient of seawater
c(λ) is defined as the sum of the absorption coefficient a(λ)
and scattering coefficient b(λ) [4,32]. The expressions are as
follows,

a(λ) = [aw(λ) + 0.06ac(λ)C0.65][1 + 0.2e−0.014(λ−440)],

b(λ) = 0.3
550

λ
C0.62, c(λ) = a(λ) + b(λ), (1)

where λ is the wavelength, C is the chlorophyll concentration,
aw(λ) is the absorption coefficient in ocean water, and ac(λ) is
the statistically derived chlorophyll-specific absorption coeffi-
cient. Comparing atmospheric transmittance with underwater
attenuation, we choose a reasonable laser wavelength at around
550 nm for propagating through the satellite-to-submarine
channel.
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FIG. 1. (a) The scheme of CV-QKD over a satellite-to-submarine link. Modulated light is transmitted through the atmosphere, sea surface,
and seawater, in that order. With the LO, which is generated by a local laser, Bob (submarine vehicle) measures the states using homodyne
detection. (b) The top and bottom figures represent the atmospheric transmittance and clear ocean water attenuation as functions of wavelength,
respectively, which are both incurred by absorption and scattering. AM: amplitude modulator; PM: phase modulator; PD: photodiode; Tele.:
telescope; Att.: attenuator; LO: local oscillator; ζ : zenith angle of the satellite.
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FIG. 2. (a) The refraction structure C2
n at altitudes of 0, 1, 10, and 20 km with various wind speeds and constant parameter A. (b) The

scintillation index as a function of the zenith angle of a satellite at altitudes from 200 to 40 000 km.

A. Atmospheric turbulence effect

The main factor limiting the performance of free-space
optical communication is atmospheric turbulence, which could
result in beam wandering and beam broadening. In particular,
turbulent eddies whose size is large compared to the size
of the beam induce beam wandering, while smaller-scale
turbulent features induce beam broadening [33]. As a result,
the received irradiance of the optical wave fluctuates in time,
which can be characterized by the scintillation index. In
fact, several scintillation models for optical beam propagation
over a satellite-to-ground link have been investigated in the
literature [34–36]. With the existence of large zenith angles,
the scintillation index model for a satellite-to-submarine link
could be given by

δ2
I = exp

[
0.49δ2

R(
1 + 1.11δ

12/5
R

)7/6 + 0.51δ2
R(

1 + 0.69δ
12/5
R

)5/6

]
−1, (2)

the Rytov variance δ2
R is defined as

δ2
R = 2.25k7/6 sec11/6(ζ )

∫ H

h0

C2
n(h)(h − h0)5/6dh, (3)

where k = 2π/λ is the optical wave number, H = h0 +
L cos ζ is the satellite altitude (h0 = 0 in the satellite-to-
submarine link), L is the propagation distance, ζ is the zenith
angle, and C2

n(h) is the refraction index structure constant
parameter. One of the most widely used C2

n(h) is the Hufnagel-
Valley (HV) model described by [37]

C2
n(h) = 0.00594(v/27)2(h × 10−5)10e− h

1000

+ 2.7 × 10−16e− h
1500 + Ae− h

100 , (4)

where v is the pseudowind in meters per second (m/s) and A

is the nominal value of C2
n(0) in m−2/3. Figure 2(a) illustrates

C2
n in satellite altitudes of 0, 1, 10, and 20 km based on varying

wind speed and constant C2
n(0). In the satellite-to-submarine

scenario, C2
n(0) expresses the atmospheric refraction structure

above the ocean near-surface. From the weather research

and forecasting (WRF) model outputs [38], the near-surface
refractive index structure constant mainly varies in the range of
10−15–10−13 m−2/3. The wind speed v can be extracted from
the European Centre for Medium-Range Weather Forecasts
(ECMWF) Re-Analysis (ERA-Interim) data set [39], which
ranges roughly from 0 to 26 m/s. We can see clearly that the
ocean near-surface turbulence level has little effect above 1 km
and wind speed governs the profile behavior primarily in the
vicinity of 10 km. Besides, atmospheric turbulence could be
negligible when the altitude is higher than 10 km.

In order to calculate the scintillation index, we take the mean
value of C2

n(0) which is estimated using the WRF model [38],
i.e., C2

n(0) = 9.6 × 10−14 m−2/3, and take the prevailing wind
speed 6 m/s in the ERA-Interim data set. As shown in Fig. 2(b),
the main determinant of the scintillation index is the zenith
angle when the satellite is higher than 10 km. Considering
both the Earth’s radius and the satellite altitude, the maximal
zenith angle at certain altitudes can be calculated by ζmax =
arcsin[Rearth/(Rearth + H )], where Rearth is the Earth’s radius.
The maximum could be up to around 76◦ when H = 200
km. Therefore, in a practical satellite-to-submarine CV-QKD
system, the zenith angle ζ > 60◦ should also be taken into
account.

As a quantum channel, the atmosphere should be char-
acterized by fluctuating transmission properties. Also, the
Gaussian quantum state degrades to a non-Gaussian mixed
state after transmitting through a fluctuating channel whose
transmittance could be estimated by a probability distribution.
At present, based on the elliptic beam approximation, the
probability distribution for atmospheric transmittance can be
derived from the Glauber-Sudarshan P function [24,40], which
yields a better agreement with the experimental data [23] than
the log-normal model [41]. Atmospheric quantum links under
diverse weather conditions have also been analyzed based on
the elliptic model [42].

Combining the scintillation index and the elliptic beam
model, atmospheric transmittance distribution could be derived
as shown in Fig. 3(a). First of all, atmospheric turbulence
causes beam wandering and broadening, both of which are
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(a) (b)

FIG. 3. (a) The derivation process of atmospheric transmittance
and (b) the aperture of radius r0 and the elliptical beam profile with
the half axis W1 and W2, where W1 rotates on the angle � relating to
the x axis. Beam wandering is characterized by parameter r , which
represents the beam-centroid position with respect to the center of the
aperture.

components contributing to the scintillation index. Then, the
elliptic model in Fig. 3(b) can be deduced, which applies five
parameters, (x0,y0,W1,W2) and �, to uniquely describe any
spot on the aperture plane. Here, (x0,y0) is the beam-centroid
position, (W1,W2) expresses the half axis of the elliptical beam
profile, and � is the rotated angle of W1 related to the x axis of

the aperture. Correspondingly, the position (x0,y0) describes
beam wandering, while (W1,W2) and � characterize beam
broadening and deformation. With this elliptic assumption, the
atmospheric transmittance of the satellite-to-submarine link
can be approximated by

Tair = T0 exp

⎧⎨
⎩−

[
r/r0

R
(

2
Weff (φ−ϕ0)

)
]λ( 2

Weff (φ−ϕ0) )
⎫⎬
⎭, (5)

where r0 is the aperture radius, r is the beam deflection
distance, T0 is the maximal transmission coefficient at r = 0,
and Weff is the effective spot radius. Here, λ(ξ ) and R(ξ )
correspond to the shape and scale functions, respectively,
which are defined by

λ(ξ ) = 2r2
0 ξ 2 exp

(−r2
0 ξ 2

)
I1

(
r2

0 ξ 2
)

1 − exp
(−r2

0 ξ 2
)
I0

(
r2

0 ξ 2
)

×
[

ln

(
2

1 − exp
(− 1

2 r2
0 ξ 2

)
1 − exp

(−r2
0 ξ 2

)
I0

(
r2

0 ξ 2
)
)]

,

R(ξ ) =
[

ln

(
2

1 − exp
(− 1

2 r2
0 ξ 2

)
1 − exp

(−r2
0 ξ 2

)
I0

(
r2

0 ξ 2
)
)]− 1

λ(ξ )

, (6)
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FIG. 4. The probability density distribution of atmospheric transmittance with various zenith angles. The low-Earth orbits of the satellite
are set to (a) 200, (b) 400, (c) 600, and (d) 800 km. The dashed lines represent the maximal zenith angle at the corresponding altitudes.
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where In are the modified Bessel functions. The transmittance
T0 can be estimated by

T0 = 1 − I0

(
r2

0
W 2

1 − W 2
2

W 2
1 W 2

2

)
exp

[
−r2

0
W 2

1 + W 2
2

W 2
1 W 2

2

]

− 2

{
1 − exp

[
− r2

0

2

(
1

W1
− 1

W2

)2
]}

× exp

⎧⎪⎨
⎪⎩−

⎡
⎣ (W1+W2)2

|W 2
1 −W 2

2 |
R

(
1

W1
− 1

W2

)
⎤
⎦

λ( 1
W1

− 1
W2

)
⎫⎪⎬
⎪⎭. (7)

For the given angle θ = � − ϕ0, the effective spot radius
Weff (θ ) can be approximated as

W2
eff (θ ) = 4r2

0

{
W

(
4r2

0

W1W2
exp

[
r2

0

W 2
1

(1 + 2 cos2 θ )

]

× exp

[
r2

0

W 2
2

(1 + 2 sin2 θ )

])}−1

, (8)

where W(x) is the Lambert function.
Based on Eqs. (5)–(8), the probability distribution of at-

mospheric transmittance can be evaluated using the Monte
Carlo method. As the turbulence of the atmosphere above the
ocean can be regard as isotropic [43], the distributions of the
parameters (x0,y0,W1,W2) and φ could be derived from the
Gaussian approximation [24]. First, φ is uniformly distributed
and independent of (x0,y0,W1,W2). Second, the beam-centroid
position (x0,y0) follows a Gaussian distribution as it can be
considered to be affected by additive white Gaussian noise.
Third, the shape parameters (W1,W2) can be obtained by
multiplying a large number of small random contributions,
which gives a good argument for assuming that (W1,W2) is

log-normally distributed. For a given �i = ln W 2
i

W0
, i = 1,2,

where W0 is the transmitter beam radius, the correlation
of (x0,y0,�1,�2) could be defined by its covariance matrix
[24,42], which reads

M =

⎛
⎜⎜⎜⎝

〈
x2

0

〉
0 0 0

0
〈
y2

0

〉
0 0

0 0
〈
�2

1

〉 〈�1�2〉
0 0 〈�1�2〉

〈
�2

2

〉

⎞
⎟⎟⎟⎠. (9)

Combining the results of the scintillation index in Eq. (4)
with the turbulent regimes in Ref. [24] (δ2

I < 1, δ2
I ≈ 1 . . . 10,

and δ2
I � 1 correspond to weak, moderate, and strong turbu-

lence, respectively), the satellite-to-submarine link could be
regarded as affected by weak-to-moderate turbulence. There-
fore, the elements of M can be expressed by〈

x2
0

〉 = 〈
y2

0

〉 = 0.33W 2
0 δ2

I �
−7/6,

〈
�2

1

〉 = 〈
�2

2

〉 = ln

[
1 + 1.2δ2

I �
5/6(

1 + 2.96δ2
I �

5/6
)2

]
,

〈�1�2〉 = ln

[
1 − 0.8δ2

I �
5/6(

1 + 2.96δ2
I �

5/6
)2

]
, (10)

where � = kW 2
0

2L
is the Fresnel parameter of the beam. Their

expectations read

〈x0〉 = 〈y0〉 = 0,

〈�1〉 = 〈�2〉 = ln

⎡
⎣ (

1 + 2.96δ2
I �

5/6
)2

�2
√(

1 + 2.96δ2
I �

5/6
)2 + 1.2δ2

I �
5/6

⎤
⎦.

(11)

Based on the above parameter approximation, Fig. 4 shows
the density distributions of atmospheric transmittance using
the Monte Carlo simulation. The dashed lines represent the
maximal zenith angles at the corresponding altitudes. The
effects of zenith angle on atmospheric transmittance Tair are
simulated at four different low-Earth orbits, i.e., 200, 400, 600,
and 800 km. It is obvious that for each certain altitude, the
fluctuating transmittance tends to decrease and distribute in a
smaller area with increasing zenith angle. When the altitude
increases, the atmospheric transmittance distributes at a lower
range with the corresponding zenith angle. The parameters W0

and r0 are assigned to be 6 cm and 1 m, respectively.

B. Sea surface effect

The sea surface plays an important role in the satellite-to-
submarine scenario, which causes propagating light deflection
and refraction. It affects the total link efficiency together with
atmospheric turbulence and optical underwater loss, as we will
show in the security analysis. In this section, we will focus
on investigating the influence of a rough sea surface when
light is incoming from a different zenith angle. So far, several
techniques have been presented for describing the variations of
the surface. A general model that has been presented by Cox
and Munk (CM) [25], which described a method developed
for interpreting the statistics of the Sun’s glitter on the sea

FIG. 5. The geometric model of the satellite, sea surface, and
receiver plane. The top dotted circle contains the possible positions of
the satellite at certain altitudes and zenith angle ζ . In the magnification
of the local sea surface, ε corresponds to the wave slope while θi and
θr represent the light incident angle and refraction angle, respectively.
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surface in terms of the statistics of the slope distribution, is the
widely used wind-induced wave model. They observed that the
probability distribution of the crosswind slope components is
nearly Gaussian, but, however, the upwind slope components
need to be approximated with some extra higher moments.
Consequently, the statistical characteristic of the sea surface
slopes can be represented by the Gram-Charlier distribution,

p(Zu,Zc) = 1

2πσuσc

exp

[
−1

2

(
Z2

u + Z2
c

)]

×
[

1 − 1

2
c21Zc

(
Z2

u − 1
) − 1

6
c03

(
Z3

c − 3Zc

)
+ 1

24
c40

(
Z4

u − 6Z2
u + 3

)+1

4
c22

(
Z2

u−1
)(

Z2
c−1

)
+ 1

24
c04

(
Z4

c − 6Z2
c + 3

)]
, (12)

and

Zu = εu

σu

, Zc = εc

σc

, (13)

where εu and εc correspond to the upwind and crosswind of
wave surface slopes with variances σ 2

u and σ 2
c , respectively.

The above parameters can be estimated as

σ 2
c = 0.003 + 1.92 × 10−3v, σ 2

u = 3.16 × 10−3v

c21 = 0.01 − 0.0086v, c03 = 0.04 − 0.033v,

c40 = 0.4, c22 = 0.12, c04 = 0.23, (14)

where v is the wind speed.
The CM model accords well with practical situations and

is still widely used [44,45]. Based on the CM model, we will
follow mainly the geometrical considerations of the sea surface
in Fig. 5 which could be applied to investigate the effects on
the deflection and refraction of light propagation [46]. Based
on certain altitudes and zenith angles, the possible positions
of the satellite compose a circular trajectory. Therefore, the
received photons may also distribute around a circle, which
will be seen in the following analysis. According to the process
of light passing through the sea surface, the change in the light
propagation direction is determined by the angle of incidence

FIG. 6. The light intensity distribution derived from a rough sea surface at different depths of water. The zenith angles of the satellite are
set to (a) 0◦, (b) 20◦, (c) 40◦, and (d) 60◦, respectively. The total number of photons for the Monte Carlo simulation is 106 for each situation
and the wind speed is 3 m/s.
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FIG. 7. The percentage of received photons as a function of
different wind speeds (3, 6, 9, and 12 m/s) and depths (20, 40, 60,
and 80 m). The result is based on the assumption that the zenith angle
ζ = 0◦. The number of photons used for the Monte Carlo simulation
is 106 for each case. The radius of the receiver is 1 m.

and the refractive indices of the air and water. There are two
factors affecting the angle of incidence θi . One is the local
surface slope ε in the direction θs against the upwind direction,
which can be derived as

ε =
√

ε2
u + ε2

c , θs = arctan

(
εc

εu

)
, (15)

and another is the zenith angle of the satellite. Then, the angle
of refraction θr can be calculated by Snell’s law, and expressed
by θr = arcsin ( sin θina

nw
), where the refractive indices of air and

water, na and nw, can be set to na = 1.000 293 and nw = 1.34,
respectively. Figure 6 illustrates the light intensity distribution
derived from the variational light propagation direction at water
depths of 20, 40, 60, and 80 m. The wind speed is set to
its prevailing value of 6 m/s here and the zenith angles are
assigned to 0◦, 20◦, 40◦, and 60◦. With an increase in the
depth of water, the beam spot gets larger at the reception
plane. Compared to the results of different zenith angles,
the concentrated distribution of the light intensity expands
gradually in the shape of a circle with increasing zenith angle.

The light deflection which is caused by the roughness of
the surface would directly affect the total link efficiency. We
define ηdeflection to describe this part of the efficiency. In order
to estimate ηdeflection, we need to integrate the received photons
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FIG. 8. The transmittance probability distribution of a rough sea surface based on different wind speeds: (a) 3, (b) 6, (c) 9, and (d) 12 m/s.
The number of photons used for the Monte Carlo simulation is 106 for each case.

052326-7



GUO, XIE, HUANG, LI, ZHANG, HUANG, AND ZENG PHYSICAL REVIEW A 97, 052326 (2018)

FIG. 9. (a) An ideal model of light propagation without other turbulence except intensity loss. (b) The ENL in shot-noise units (SNU).
(c) The background noise power received by a virtual receiver at the surface as a function of brightness and field of view. (d) The power of
background noise underwater as a function of depth and brightness. The excess noise of the initial states is 0.01 SNU. The parameters are set
to W0 = 6 cm, r0 = 1 m, R = 1.25%, c = 0.166 m−1, and Lfac = 1.

over the receiver radius r0 with respect to the total photons.
Therefore, we assume that there are large numbers of photons
through the CM-model surface and then we collect the photons
that hit at the receiver aperture. With the assumption that the
light direction at the satellite has been already aligned at the
center of the receiver, which is equivalent to the situation where
the zenith angle ζ = 0◦, we perform Monte Carlo simulations
on different wind speeds and depths. Figure 7 shows the
estimated values of ηdeflection. The total number of photons
is 106 and the receiver radius is 1 m. It is obvious that the
percentage of received photons decreases rapidly with both
increasing wind speed and depth.

In order to study the effect of surface on the transmittance,
the fraction of transmitted incident light can be obtained
by the Fresnel formula [26]. We decompose quantum light

into perpendicular and parallel components, i.e., Trefraction,⊥
and Trefraction,‖, respectively. The total Fresnel transmittance is
determined by

Trefraction = 1
2 (Trefraction,⊥ + Trefraction,‖), (16)

and the elements are as follows,

Trefraction,⊥ = 1 − sin2(θi − θr )

sin2(θi + θr )
,

Trefraction,‖ = 1 − tan2(θi − θr )

tan2(θi + θr )
, (17)

where θi and θr represent the incidence angle and the refraction
angle, respectively.
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Figure 8 shows the probability distribution of transmittance
when light passes through the sea surface. According to the
geometric relationship between the Earth and the satellite,
the zenith angles are set from 0◦ to 76◦ and the situations
at different wind speeds are investigated. From the results it
can be observed that the transmittance is distributed at around
a high value of 0.979 when the zenith angle is less than 30◦.
With a continued increasing zenith angle, the distribution of
the transmittance expands from 0.95 to 0.99. Compared to
the zenith angle, wind speed has a very small impact on
the transmittance distribution. Combining the efficiency of
deflection, the total transmittance of the surface can be defined
as Tsurface = ηdeflectionTrefraction.

C. Loss in seawater

Absorption and scattering are two main factors influencing
light propagation in seawater. Absorption results in the attenu-
ation of light intensity and scattering leads to the deflection
of light from its original propagation direction. Therefore,
the coefficients of absorption and scattering, a and b, were
introduced in Eq. (1). As light is transmitted through seawater
for a short distance, we assume the underwater channel to be a
linear attenuation model. Satellite-to-submarine communica-
tion occurs usually in the pelagic region, thus we restrict our
discussion to attenuation at 550 nm to clear ocean water which
has been simulated before. The transmittance can be calculated
by Tsea = 10−c/10, where c represents the total attenuation
coefficient and Tsea has the dimension m−1, and the result
is around Tsea = 0.9625 m−1 (the laboratory transmittance of
seawater in Ref. [47] at 550 nm is 0.933 m−1).

III. EXCESS NOISE ANALYSIS

There are several factors which contribute to the noise in
the satellite-to-submarine CV-QKD system, including lasers,

modulators, background light, and detection. We first analyze
the original excess noise of a general CV-QKD system over a
vacuum satellite-to-submarine link and then obtain the excess
noise limit (ENL). In a good approximation, the intensity
distribution at the center of the Airy pattern is nearly Gaussian,
which allows us to assume the vacuum quantum link to be
a linear attenuation channel [16,36]. Figure 9(a) shows such
an ideal scenario when light propagates from the satellite
to the submarine vehicle in vacuum. The fraction of the
measured power within the receiver aperture can be estimated
by integration over the intensity ratio,

I (r,L)

I0
= W 2

0

W 2
exp

(
−2r2

W 2

)
, (18)

where r and L represent the radius of the receiver and the
propagation distance, respectively, W0 = 6 cm is the beam

waist, W = W0

√
1 + 2L

kW 2
0

is the diffractive beam radius at the

receiver, and k is the wave number. The propagation distance
L contains two parts, the altitude H and the depth D, and they
are added by L = H sec(ζ ) + D sec(θr ). In a real scenario, the
fraction of depth could be negligible compared to the altitude.
Integration over r in the range of [0,r0] (r0 = 1 m) yields the
loss in vacuum,

Re = P (r0,L)

P0
= 1 − exp

(
−2r2

0

W 2

)
. (19)

For practical purposes, the original excess noise ε0 of the
CV-QKD with Gaussian-modulated states is around 0.01 in
shot-noise units (SNU) [48,49]. Scaling the initial excess noise
with Re results in the values of ENL, εlimit = ε0Re. As shown in
Fig. 9(b), the ENL decreases with increasing zenith angle and
altitude, and this is because either an increasing zenith angle
or altitude, or both, could lead the propagation distance to be

FIG. 10. The worst total excess noise (maximal zenith angle and �fov = π ) in (a) clear daytime and (b) on a moonless, clear night,
respectively. Six cases at different altitudes (from H = 200 to 1200 km in steps of 200 km) and seven depths (from D = 20 to 80 m in steps
of 10 m) are investigated. The dashed lines at the xOz axis plane represent the ENL at their corresponding altitudes.
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FIG. 11. The equivalent theoretical model of the satellite-to-
submarine CV-QKD with Gaussian-modulated states. Tair,i : atmo-
spheric transmittance; Tsurface,i : transmittance of the fluctuating sea
surface; Tsea: underwater transmittance at a certain depth; χ : total
excess noise; ηB and vel: the efficiency and electrical noise of the
homodyne detector, respectively.

longer. The minimal excess noise is merely 0.000 46 SNU, and
the maximal variance of excess noise is 0.01 SNU.

However, the practical excess noise of the received states
may be larger than ENL due to background noise from the
atmosphere and seawater. We will discuss the main noise
which comes from background light in the air and seawater,
which were investigated in Refs. [50,51], respectively. In order
to analyze background light noise from the atmosphere, we
could image that there is a virtual telescope on the sea surface
receiving the signal light and retransmitting the light to the
submarine vehicle through the lossy seawater. Therefore, the
noise power at the virtual receiver can be expressed as

Pair = Hb × �fov × πr2
0 × Bfilter, (20)

where Hb is the brightness of the sky background in
W m−2 sr−1 μm−1, �fov = π and r0 = 1 m are the field of view
and the radius of the virtual telescope, respectively, and Bfilter

is the filter bandwidth. Hb is strongly related to the weather
conditions, for example, the typical brightness on a moonless,
clear night (1.5 × 10−5 W m−2 sr−1 μm−1) is approximately
six orders of magnitude smaller than the value for clear daytime
(1.5 W m−2 sr−1 μm−1) [50]. The field of view relies on the sea
surface roughness. For a practical CV-QKD system, most of the
background light can be filtered through a homodyne detector
that plays the role of a spatial filter [21]. Only photons that
are spatially mode matched to the LO produce a significant
signal on the detector. Therefore, the value of Bfilter is mainly
determined by the laser used to generate LO. We can take the

value of the error range of the laser’s output to be 0.01 nm, that
is, Bfilter = 0.01 nm [50]. Figure 9(c) shows the background
light noise power from the air based on different brightnesses
and fields of view.

Similarly, most of the background light noise in the sea
is from the air (the Sun and the sky). Approximately 95%
of this light enters the seawater and is absorbed somewhere
beneath the surface [51,52]. Therefore, the solar background
noise underwater can be obtained by

Psea = Lsol × �fov × πr2
0 × Bfilter, (21)

the solar radiance Lsol (W m−2 sr−1 μm−1) is given by

Lsol = HbRLfac exp(−cD)

π
, (22)

where R = 1.25% is the underwater reflectance of the down-
welling irradiance Hb, Lfac = 1 is the factor related to the direc-
tional dependence of the underwater radiance, c = 0.166 m−1

is the attenuation coefficient in clear ocean water, and D is
the depth. Figure 9(d) shows the power of underwater back-
ground light noise based on different depths and downwelling
irradiances. As the depth increases, background noise reduces
exponentially. This noise can be ignored when the depth is
larger than 50 m.

Given the above, total excess noise can be easily obtained
by

εtotal = εlimit + τ
Pair exp(−cD) + Psea

hν
. (23)

Note that here h represents Planck’s constant (not altitude)
and ν is the frequency of the noise photons. τ represents the
effective sampling period of the homodyne detector, and it
determines how many noise photons are collected during the
sampling time. We can apply a homodyne detector with a
frequency of 1 GHz and thus τ = 1 ns.

In order to ensure the satellite-to-submarine CV-QKD
system has a sufficient level of security, the estimated excess
noise should be considered to be in the worst condition (the
maximal zenith angle and �fov = π ). Figure 10 shows the
maximal excess noise in clear daytime and on a moonless
night. We can see clearly that the excess noise in clear daytime

TABLE I. The parameters to simulate the bit rate of the secret key. All the variances and noises are in SNU.

Variable Value Description References

H 200–800 km Altitude
D 20–80 m Depth
ζ 0◦–76◦ Zenith angle
c 0.166 m−1 Loss of clean ocean water [56,57]
r0 1 m Receiver radius [16,33]
VA 4 Modulated variance [49]
ε0 0.01 Initial excess noise [48,49]
β 90% Reconciliation efficiency [55]
ηB 0.6 Detection efficiency [55,58]
vel 0.01 Electronic noise of detector [48]
N 1010 Total photons [54]
n 1010/2 Photons used for key [54]
fref 1 MHz Repetition frequency
ε̄, εPE 10−10 Parameters for privacy amplification [54]
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is higher than the ENL (the dashed lines) when it is at a depth
of 20 m. As the depth increases, the total excess noise drops
and becomes close to the ENL. For a moonless, clear night, the
background noise is not obvious but stays around the ENL.

IV. PERFORMANCE ANALYSIS

The performance of the satellite-to-submarine CV-QKD
system will be analyzed in this section. An equivalent theoret-
ical model of the satellite-to-submarine CV-QKD with modu-
lated entangled states is presented in Fig. 11. Alice modulates
the initial state with a variance of VA and measures half of the
state (mode A), and the other half (mode B0) is transmitted
through the atmosphere, sea surface, and seawater, in turn.
χ represents total excess noise caused by the background
light. Bob measures the amplitude or phase quadrature using a
homodyne detector which is modeled by placing an EPR input
with variance vel and a beam splitter with transmittance ηB

before ideal detection.
It is worth noting that the transmittances of the atmosphere

and sea surface are not constant but are fluctuating in time.

According to previous works [22,23,53], after propagating
the fluctuating channel, the overall states degrade into non-
Gaussian mixed states after individual channels, thus the
Wigner functions of the overall state are the sum of Wigner
functions of the states weighted by subchannel probabilities.
Eventually, the covariance matrix of the mixed states is gov-
erned by two parameters of the attenuation distribution, i.e.,
the mean value of transmittance and the mean of the square
root of transmittance. Therefore, the covariance matrix of the
mode AB1 is expressed by

γAB1 =
(

V I TC

√
V 2 − 1Z

TC

√
V 2 − 1Z TBV + 1 − TB + χ

)
, (24)

with the given notations

V = VA + 1, TC =
√

T D
sea〈

√
Tair〉〈

√
Tsurface〉,

TB = T D
sea〈Tair〉〈Tsurface〉. (25)

From the covariance matrix of the state AB1 it is evident that
the total fluctuating channel can be considered as a nonfluctu-
ating channel with transmittance T 2

C and excess noise caused

FIG. 12. The secret key bit rate as a function of altitude and depth based on a flat sea surface (i.e., wind speed v = 0 m/s and thus
ηdeflection = 1). The altitudes of the satellite are set to (a) 200, (b) 400, (c) 600, and (d) 800 km.
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FIG. 13. The bit rate of the secret key (a) in the daytime and (b) at night based on different wind speeds at an altitude of 200 km.

by fluctuations ξf = Var(TC)(V − 1), where Var(TC) =
TB − T 2

C . The variance of the mode at the submarine
becomes T 2

C (V − 1) + ξf + χ + 1, thus the effect of a fluc-
tuating channel in terms of the covariance matrix could be
considered as Gaussian state variance-dependent excess noise
[23,53].

The practical security of the CV-QKD system is investigated
in Ref. [54], and the secret key rate obtained for a finite-size
analysis against a collective attack reads

K = n

N

[
βIAB − S

εPE
BE − �(n)

]
, (26)

where n
N

is the ratio of the number of photons used to establish
the secret key to the total number of photons exchanged by
Alice and Bob, β is the reconciliation efficiency, the mutual
information IAB gives the amount of effective mutual informa-
tion between Alice and Bob, SεPE

BE is defined as the upper bound
of the Holevo information compatible with probability εPE, and
�(n) is a function corresponding to the privacy amplification.
The mutual information IAB using reverse reconciliation can
be obtained by

IAB = 1

2
log2

(
TBV + 1 − TB + χ

TBV + 1 − TB − T 2
CV + T 2

C/V + χ

)
,

(27)

Using the fact that Eve purifies the original states, the value of
SεPE can also be estimated following Ref. [55]. The last part of
Eq. (26), the privacy amplification �(n), reads

�(n) = 7

√
log2(2/ε̄)

n
+ 2

n
log2(1/εPA), (28)

where ε̄ and εPA are the smoothing parameter and failure
probability of the privacy amplification, respectively.

In order to simulate the secret key rate, we first estimate the
mean values 〈√Tair〉, 〈√Tsurface〉, 〈Tair〉, and 〈Tsurface〉 by using
the Monte Carlo method, which has been already done. Here,
106 discrete signals are used to approximate the mean values
based on the equations 〈Tm〉 = ∑106

i=0 pm,iTm,i and 〈√Tm〉 =∑106

i=0 pm,i

√
Tm,i , where m = [air,surface]. The underwater

transmittance at depth of D is calculated by T D
sea = exp[(1 −

Tsea)D]. The excess noise is set to its maximum at a certain
depth, altitude, and zenith angle in both clear daytime and
a moonless, clear night. Using the corresponding parameters
in Table I, we investigate the performance of the system in
the situations of a flat sea surface and rough sea surface.
Figure 12 shows the bit rate of the secret key, R = frepK ,
of the satellite-to-submarine CV-QKD system based on the
assumption that the sea surface is flat. In other words, the wind
speed v = 0 m/s and the efficiency of deflection ηdeflection = 1.
It is notable that a quantum key can be established successfully
even in the daytime at altitudes of 200 and 400 km. Besides,
the key rate at night is higher than in the daytime due to
their different excess noise. With increasing altitude and depth,
the secret key rate sharply decreases and eventually becomes
negative. This is because the transmittance of the atmosphere
and seawater is increasing. For example, the maximal key rate
is 0.22 Mbit/s at an altitude of 200 km at night. However, it is
hard to establish keys at an altitude of 800 km in the daytime.

Considering a rough sea surface, the performance of
the satellite-to-submarine CV-QKD system will be affected
strongly by the wind speed. The transmitted photons will not
be received perfectly but deflected out of the receiver aperture.
This influence is described by ηdeflection, as discussed above.
Figure 13 shows the estimated performance based on different
wind speeds at an altitude of 200 km. We can see clearly
that the secret key rate decreases sharply with increasing wind
speed. Even for a clear, moonless night, the secret key could
be established successfully only when the wind speed is 3
or 6 m/s. Therefore, to ensure that the satellite-to-submarine
CV-QKD system is operating correctly, Alice and Bob should
monitor the weather conditions and choose an appropriate time
to share the secret keys.

V. CONCLUSION

We have performed a channel estimation for the CV-QKD
system over a satellite-to-submarine link and analyzed its
practical performance. First, the channel transmittance which
fluctuates randomly in time was estimated using the Monte
Carlo method. It could be affected by many factors, including
atmospheric turbulence, roughness of the sea surface, wind
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speed, zenith angle of the satellite, underwater loss, altitude,
etc. On the premise of making a comprehensive consideration
of the various effects, the transmittance distributions are
obtained using the Monte Carlo approach when the states are
transmitting through the atmosphere and sea surface. Second,
we estimated the channel excess noise based on the assumption
that the noise is mainly caused by background light. Finally,
we assessed the system performance at low-Earth orbits in
the daytime and at night. The results show that the quantum
keys are established successfully over a satellite-to-submarine
channel even in the daytime. Most of the parameters in our

simulations came from the reported experiments, which
made our research strongly practicable in future explorations
regarding secure global underwater optical communication
networks.
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