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Effect of the dynamic core-electron polarization of CO molecules on high-order harmonic generation
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We theoretically investigate the influence of dynamic core-electron polarization (DCeP) of CO molecules on
high-order harmonic generation (HHG) by solving the time-dependent Schrödinger equation (TDSE) within the
single-active-electron (SAE) approximation. The effect of DCeP is shown to depend strongly on the molecular
orientation angle θ . Particularly, compared to the calculations without DCeP, the inclusion of this effect gives
rise to an enhancement of harmonic intensity at θ = 0◦ when the electric field aligns along the O-C direction
and to a suppression at θ = 180◦ when the field heads in the opposite direction. Meanwhile, when the electric
field is perpendicular to the molecular axis, the effect is almost insignificant. The phenomenon is thought to be
linked to the ionization process. However, this picture is not completed yet. By solving the TDSE within the
SAE approximation and conducting a classical simulation, we are able to obtain the ionization probability as
well as the ionization rate and prove that HHG, in fact, receives a major contribution from electrons ionized at
only a certain time interval, rather than throughout the whole pulse propagation. Including DCeP, the variation
of the ionization rate in this interval highly correlates to that of the HHG intensity. To better demonstrate the
origin of this manifestation, we also show the alternation DCeP makes on the effective potential that corresponds
to the observed change in the ionization rate and consequently the HHG intensity. Our results confirm previous
studies’ observations and, more importantly, provide the missing physical explanation. With the role of DCeP
now better understood for the entire range of the orientation angle, this effect can be handled more conveniently
for calculating the HHG of other targets.
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I. INTRODUCTION

High-order harmonic generation (HHG) is an interesting
nonlinear optical phenomenon when atoms or molecules in-
teract with an intense ultrashort laser field [1,2]. HHG spectra,
ranging up to the soft x-ray regime [3–6], can provide a
source of attosecond [7–10] and zeptosecond pulses [11,12]
have become a powerful tool to probe and control molecular
dynamics [13–19].

Ab initio calculations of high-order harmonic as well as
other strong field processes by directly solving the time-
dependent Schrödinger equation (TDSE) give very good ref-
erences for comparison with experimental data. There are
studies using ab initio methods to investigate HHG and
ionization processes for simple molecules such as H+

2 , HeH2+

[20–24], and H2 [25–28]. However, these methods are not
practical for more-than-two-electron systems. In this case, it is
more common for methods based on the single-active-electron
(SAE) approximation [2,29–35]. There are two other widely
used approximate methods, namely the time-dependent density
functional theory (TDDFT) [36,37] and the multiconfiguration
time-dependent Hartree-Fock (MCTDHF) methods [38,39].
But these methods do have their own disadvantages. The for-
mer is expensive with regard to computational cost. The latter,
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while in general saving a little in computational resources with
including the correlation effect into the core, lacks an exact
formulation for the exchange-correlation potential. Therefore,
in our investigation, we choose the TDSE method within the
SAE approximation, which is more economic than the two
previously mentioned.

Due to the nature of the SAE approximation, its validity
can only be assessed by comparison with experiments or full
calculations done with the TDDFT or MCTDHF methods. It
is shown that the SAE approximation applicability depends on
the systems and on parameters of laser pulses [31,40–42]. For
instance, the multielectron effects in harmonic processes have
been shown to be significant for CO2 and N2 [15,43,44], but in
the latter study [41] using the TDDFT, there exists a threshold
of laser intensity for which the SAE approximation is still valid.
A similar investigation for the O2 molecule leads to the same
conclusion [45]. For a larger extension of multielectron effects
for both homonuclear (N2 and F2) and heteronuclear diatomic
molecules (CO, BF, and HF), see Ref. [42]. In the same work,
it is concluded that with low laser intensity, HHG spectra from
all the heteronuclear molecules are mainly contributed by the
highest occupied molecular orbital (HOMO). Therefore, the
TDSE method incorporated with the SAE approximation may
be a valuable approach for investigating multielectron systems,
such as those found in Refs. [29,30,35,46–48].

In recent years, besides symmetric molecules, researchers
have also been interested in asymmetric ones such as HeH2+,
CO, or OCS polar molecules, whose interactions with ul-
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trashort lasers have led to several fascinating effects due to
the role of multielectron molecular structures [24,49–54].
Particularly, Zhang et al. [51,52] have investigated the in-
fluence of dynamic core-electron polarization (DCeP) on the
ionization and high-order harmonic processes of CO molecules
by using the TDHF method. The ionization probability was
calculated by the TDHF method based on the single-active
orbital approximation (SAO) and was compared to the full
TDHF results [51]. It has been shown that inclusion of core-
electron polarization in calculations, i.e., SAO + P, improves
significantly the quality of calculations based on the SAO
and results in better agreement of the theoretical ionization
probability with experimental data. This is also confirmed in
the work of Hoang et al. [47] by the TDSE + SAE method. For
harmonic processes, by using the TDHF method, Zhang et al.
[51] pointed out that the SAO + P method can reproduce the
main feature of HHG that the SAO cannot. In addition, they also
discovered that HHG intensity changes when adding DCeP to
the calculations, and besides, enhancement or suppression of
HHG intensity is up to the molecular orientation in the laser
field, namely parallel or antiparallel. The role of DCeP in HHG
intensity enhancement or suppression of polar molecules is
meaningful and needs to be thoroughly investigated.

To explain the mechanism of how DCeP affects HHG
intensity, the ionization probability as a function of molecular
orientation needs to be analyzed. Zhang et al. [51] mentioned
the role of ionization but did not explain in detail. Therefore, in
this work, we investigate the influence of DCeP on high-order
harmonic generation of CO molecules as a function of molec-
ular orientation by the TDSE + SAE method, i.e., solving the
TDSE within the framework of the SAE approximation with
and without considering DCeP. Then, by studying the ioniza-
tion and kinetic energy of electrons returning to the parent ion
as a function of time, we can explain completely the change in
CO’s harmonic intensity as a function of molecular orientation.
The ionization rate is calculated by the TDSE + SAE method
too. The paper is organized as follows. In Sec. II, we present
the theoretical methods used for calculating ionization and
harmonic spectra for linear molecules. Section III presents
results, analysis, and discussion. We finish the paper with a
summary in Sec. IV. Unless otherwise stated, atomic units are
used throughout this paper.

II. THEORETICAL METHODS

Within the SAE approximation, we need to solve the time-
dependent Schrödinger equation

i
∂

∂t
�(r,t) = Ĥ�(r,t), (1)

where �(r,t) is the wave function of the active electron. The
Hamiltonian of a linear molecule subjected to a linear laser is
given by

Ĥ = Ĥ0 + V (r,t). (2)

Here, Ĥ0 = − 1
2∇2 + VSAE(r) is the field-free Hamiltonian,

and V (r,t) = VL(r,t) + VP(r,t) is the interaction potential.
VSAE(r) is the single-active-electron potential of a linear
molecule including electrostatic (electron-nuclear attraction
and electron-electron repulsion) and electron exchange po-

tentials. The construction is described in Refs. [32,33]. The
electron exchange potential is evaluated within the local
density approximation (LDA) and the gradient correction term
to the SAE potential has a Coulomb asymptotic behavior as in
the LBα model [55]. We can choose the parameters (α,β) of the
LBα model to obtain the correct ionization potential. In this
work, we construct the SAE potential by one iteration with
α = 1.15 and β = 0.05 and obtain the 5σ energy of −0.52
a.u. consistently with the experimental value of −0.514 a.u.
The initial potential is constructed using the wave functions
from the GAUSSIAN 03 package [56]. In the length gauge, the
interaction between the active electron and the laser electric
field E(t) is given by

VL(r,t) = E(t) · r. (3)

To study the influence of dynamic core-electron polarization
due to the laser field, as in Ref. [51] we add the polarization
potential

VP(r,t) = −E(t)α̂cr
r3

. (4)

Here, α̂c is the total polarizability tensor of the core electrons
whose values for CO molecules are given in Ref. [47].

The time-dependent Schrödinger equation, whose Hamilto-
nian is given in Eq. (2) with or without VP(r,t), can be solved
by the TDSE + SAE method described in Ref. [57]. We fix
the nuclei at the experimental equilibrium distance during time
propagation. The time-dependent wave functions are expressed
as a linear combination of eigenfunctions of the field-free
Hamiltonian Ĥ0. Therefore, to construct the basis set for
solving the TDSE, we solve the time-independent Schrödinger
equation taking into account the molecular symmetry. The
wave functions �m

n are expanded in the B-spline basis set Bk
j

[58] multiplied by spherical harmonics Ym
l as follows:

�m
n (r) =

Nr∑
j=1

lmax∑
l=0

cn
jl

Bk
j (r)

r
Ym

l (ϑ,ϕ), (5)

where Nr is the number of B-spline functions and k is the order
of Bk

j , in this work we choose k = 9. The set of eigenvalues

and eigenfunctions of the field-free Hamiltonian Ĥ0 can be
obtained by solving the generalized eigenvalue problem, for
more details refer to Refs. [33,58]. Then, we use one of the
orbitals occupied in the initial state, which is the HOMO in
this case, as an active one together with all initially unoccupied
orbitals as the basis set for the time-dependent wave function

�(r,t) =
∞∑

m=−∞

∞∑
n=1

Cm
n (t)�m

n (r), (6)

where Cm
n (t) are time-dependent coefficients. In practice, the

infinity series needs to be truncated. In this work, we find
that the results are convergent with the expansion of m from
−20 to 20. The series of n can be controlled by the value of
energy of states �m

n . In our calculations, we expand to the
states with energy of about 6 a.u. (about 13.6Up, here Up is
the ponderomotive energy and is defined later).

Plugging Eq. (6) into the Schrödinger equation (1) and then
multiplying from the left with �m

n
∗(r), after integrating over

coordinates r, we have the coupled set of ordinary first-order
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differential equations:

i
d

dt
Cm

n (t) = Em
n Cm

n (t)

+
∑
n′,m′

〈
�m

n (r)
∣∣V (r,t)

∣∣�m′
n′ (r)

〉
Cm′

n′ (t). (7)

In Eq. (7), the coefficients Cm
n (t) are obtained by the fourth-

order Runge-Kutta method. The size of the computational box
Rmax is predicted from the classical picture, where this value
should be greater than the classical trajectory of an electron
in the electric field rq = Emax/ω

2
0. To avoid the reflection of

the wave packet from the boundary, we apply a cos1/8 mask
function [59] in the range [rmask,Rmax]. Our calculations with
the box size are at least three times larger than rq , while rmask

starting from about 2Rmax/3 can reproduce the main features
of HHG spectra. However, the box size should be big enough
for the mask function not to perturb the physical system, in
other words, the box size needs to be bigger than 3rq so that
the obtained results are insensitive to the value of rmask. In
this work, we use Rmax = 80 a.u. and rmask = 70 a.u.; other
parameters are Nr = 150 and lmax = 50. The total number of
basis sets used for the time propagation is about 142 000 with
the time step of 0.055 a.u. All parameters have been checked
to make sure that the results are convergent in a few percent
error.

With the time-dependent wave functions obtained, the ion-
ization probability is calculated by subtracting the probability
at the bound states (the survival probability) as

Pi(t) = 1 −
∑
n,m

Em
n < 0

∣∣〈�m
n (r)

∣∣�(r,t)
〉∣∣2

. (8)

We can obtain HHG spectra by calculating the dipole
acceleration [60] and transforming it into the frequency domain
through Fourier transformation:

S(ω) ∝
∣∣∣∣
∫ τ

0

d2

dt2
〈r(t)〉e−iωtdt

∣∣∣∣
2

, (9)

where τ is the pulse duration of a laser field and 〈r(t)〉 =
〈�(r,t)|r|�(r,t)〉 is the dipole moment of the molecule. In our
further analysis considering the role of DCeP, both parallel and
perpendicular components of harmonic spectra with respect
to laser polarization, in general, exhibit the same behavior.
Therefore, for illustrative purposes, we only show results
regarding the parallel component. Readers should infer that
our stated conclusions also hold for the perpendicular part.

III. RESULTS AND DISCUSSION

The linear laser used in this work has three optical cycles,
τ = 3T , with a wavelength of 800 nm and the electric field
given as E(t) = Emax sin2 ( πt

τ
) sin(ω0t + φCEP). Here, Emax is

the peak of the field amplitude, ω0 is the laser frequency,
and φCEP is the carrier envelope phase (CEP). Assume that
the laser is linearly polarized in the yz plane and the CO
molecule is aligned along the z axis with the C atom located
at the positive part and the O atom located at the negative
part. The internuclear separation is fixed at the experimental
value of 2.132 a.u. The laser makes an orientation angle θ with
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FIG. 1. HHG spectra from the CO molecule for θ = 0◦, 90◦, and
180◦ obtained within the SAE approximation with and without DCeP
for φCEP = π [panels (a)–(c)] and φCEP = −π/2 [panels (d)–(f)].
Notice that in both cases of CEP, the spectral shift caused by DCeP
is upward for θ = 0◦, downward for θ = 180◦, and negligible for
θ = 90◦.

the molecular axis: θ = 0◦ when the electric field at time t1
(defined below) points from O to C, and θ = 180◦ when E(t1)
points from C to O.

A. High-harmonic spectra from CO

First, we present the harmonic spectra from CO by solving
the time-dependent Schrödinger equation within the frame-
work of the SAE approximation. Figures 1(a)–1(f) show HHG
spectra for the laser with Emax = 0.0755 a.u. in two cases
of the carrier envelop phase φCEP, namely φCEP = π and
φCEP = −π/2. The cutoffs of HHG spectra at about 34th order
for φCEP = π and about 36th order for φCEP = −π/2 are in
good agreement with the formula ωcutoff = 1.32Ip + Ekin [2],
where Ip is the ionization potential and Ekin is the maximum
kinetic energy acquired by the free electron from the laser
field. Specifically, according to our classical simulation Ekin ≈
2.89Up for φCEP = π , and Ekin ≈ 3.17Up for φCEP = −π/2, in
which the ponderomotive energy Up = E2

max/4ω2
0. It should be

noted that the abovementioned formula for cutoff was derived
for the case Ip � Up only. For Ip/Up = 1.17 as in our case
the more accurate calculations based on the theory given in
Ref. [2] lead to the formula ωcutoff = 1.28Ip + Ekin; however
it does not affect our conclusions.

Another noticeable feature in these HHG spectra is a
strong orientation effect: for θ = 180◦, the HHG spectra have
pronounced minima at about 27th order for φCEP = π and at
about 31st for φCEP = −π/2 due to the laser-deformed orbital
as discussed in Refs. [52,61]; while for θ = 0◦, there are no
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such minima. Based on these facts, the quality of our obtained
HHG spectra from the SAE-TDSE for CO is reliable for further
analysis.

B. Influence of dynamic core-electron polarization on harmonic
spectra from CO

In this subsection, we study the influence of dynamic
core-electron polarization on the HHG spectra of CO not only
for θ = 0◦ and 180◦ but also for the entire range of molecular
orientation angles. Regardless of CEP, with the inclusion of
the polarization potential VP(r,t) in the calculations, named
SAE + P, the harmonic intensity near cutoff is increased
for θ = 0◦ [see Fig. 1(a)] and decreased for θ = 180◦ [see
Fig. 1(c)]. When further studying the dependence of HHG
intensity on the molecular orientation angles, we see that for θ

from 0◦ to 90◦ intensities of HHGs within the SAE + P are
increased, and they are decreased for θ from 90◦ to 180◦.
Especially, around θ = 90◦ HHGs within the SAE and the
SAE + P are almost the same.

These results confirm the work of Zhang et al. [52]. The
authors suggested a scenario in which core-electron polariza-
tion affects ionization rates and consequently HHG intensity.
We now test this proposal in detail. We first calculate the total
ionization probabilities at the time when the laser is turned off,
i.e., at t = τ for two cases: with and without considering the
DCeP. However, the dependence of the ionization probability
at t = τ on the orientation angles in two cases of CEP as
shown in Fig. 2 does not support the observed enhancement or
suppression in HHG spectra. Indeed, if HHG correlates to the
total ionization probability, then from Fig. 2(a), where φCEP =
π , one may conclude that HHG when DCeP is added should
exhibit the strongest enhancement at θ = 0◦ or θ = 180◦ and
suppression for 60◦ < θ < 120◦; while for φCEP = −π/2 as
shown in Fig. 2(b), a downward shift in parallel configuration
and an upward shift in antiparallel configuration are expected.
In both cases, the inferred behavior is not consistent with the
observed one in HHG intensity. Moreover, the change in total
ionization in the presence of DCeP is sensitive to CEP, at least
in the cases of φCEP = π and φCEP = −π/2, but the response
in HHG spectra to the inclusion of DCeP as shown in Fig. 1 in
these two cases does not alter in general. These contradictions
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FIG. 2. The total ionization probability as a function of molecular
orientation angles calculated by Eq. (8) at t = τ for two cases: (a)
φCEP = π and (b) φCEP = −π/2. The DCeP effect on total ionization
strongly depends on the carrier envelop phase, which is different from
what is observed in the HHG intensity.

show that the total ionization is not a satisfactory explanation
for the core effect on HHG. The next section is devoted to
resolving this dilemma based on classical simulation.

C. Explanation

As previously mentioned, the effect of DCeP on HHG
cannot be explained if one assumes the correlation between
total ionization and HHG yield. Hence, to estimate how
ionization throughout laser propagation contributes to HHG
spectra, we use the classical model of a particle electron driven
by a laser electric field with the assumption that the electron
appears in the continuum energy region at the ionization
time ti at the origin with zero velocity, i.e., z(ti) = 0 and
ż(ti) = 0. This electron is driven in the continuum region by
the laser electric field only and the Coulomb interaction with
the nuclei is neglected. Therefore, the electron motion is given
by Newton’s second law −E(t) = z̈. At the returning time tr
satisfying z(tr ) = 0, we can calculate the kinetic energy of
the returning electron by the formula Ekin = ż2(tr )/2. This
energy is then converted to a HHG photon through the relation
ω = 1.28Ip + Ekin.

Figure 3 shows the kinetic energy of returning electrons at
the moment of recombination with the parent ion as a function
of ionization time. It is clearly seen from Figs. 3(a) and 3(b)
for the case of φCEP = π that the electron ionized at around
t1 = 1.25T gains the kinetic energy Ekin ≈ 3 Up and can emit
photons with frequency corresponding to the cutoff order. The
electron ionized at around and after t2 = 1.75T just dominates
in the low-energy region of harmonic spectra. Notice that
electron can also gain Ekin ≈ 3 Up at around the moment
t = 0.75T ; however, the ionization probability (as well as the
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FIG. 3. Kinetic energy of the electrons returning to the parent ion
CO as a function of the ionization time. The laser electric field is
given as an indication of time; a HHG spectrum from CO molecules
is given vertically as reference for the kinetic energy. For the case of
φCEP = π , panels (a) and (b) show that electrons ionized at t = 0.75T

or t1 = 1.25T of the laser period have returning energy capable of
emitting photons corresponding to the cutoff order; electrons ionized
at the second peak just compose the low-energy part of the spectra.
Similarly, in panels (c) and (d) for the case of φCEP = −π/2 the near-
cutoff region originates from ionization around t1 = T .
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ionization rate) at this subpeak is so small that its contribution
can be ignored. Similarly, Figs. 3(c) and 3(d) for the case
of φCEP = −π/2 show that the electron ionized at t1 = T

contributes to the high energy of harmonic spectra. From this
classical picture, we can see that the near-cutoff region where
DCeP manifests most strongly is mostly contributed from
electrons ionized around t1.

Having pinpointed the ionization time that contributes to
HHG cutoff, we next study the time-dependent ionization
rate of the CO molecule calculated with and without DCeP,
focusing in the region between the two consecutive peaks t1
and t2. The time-dependent ionization rate is defined as

�(t) = −d[ln Pb(t)]

dt
,

where Pb(t) is the time-dependent survival probability [62], in
which the wave functions are obtained by the TDSE + SAE
method (with and without including the core-electron polar-
ization potential). Now, as illustrated in Fig. 4, the mechanism
of the DCeP effect on HHG becomes obvious. For both
cases φCEP = π and −π/2, comparing the SAE + P with the
SAE, the ionization rate around t1 is raised when θ = 0◦,
lowered when θ = 180◦, and mostly intact when θ = 90◦. This
perfectly matches the effect of DCeP on HHG intensity. Note
that the ionization rate around t2 is not consistent with that
around t1, but as shown previously, the electron ionized at this
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FIG. 4. The time-dependent ionization rate of the CO molecule
calculated with and without DCeP: left panels, (a)–(c), for φCEP = π ;
and right panels, (d)–(f), for φCEP = −π/2. The figure shows that
the ionization rate is high at the peak(s) of intensity of the laser
pulse. This means that the total ionization yield is mainly contributed
by the ionization at the peak(s). By including the DCeP in the
calculations, the ionization rate around the moment t1 increases or
decreases depending on the molecular orientation in consistency with
the changing of the HHG intensity given in Fig. 1.
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FIG. 5. The time-dependent ionization probability of the CO
molecule for θ = 0◦, 90◦, and 180◦ calculated with or without DCeP:
left panels, (a)–(d), for φCEP = π ; and right panels, (d)–(h), for
φCEP = −π/2. For illustration, the electric fields of laser pulses
are also given. The vertical lines mark the effective time period
from t1 = 1.25T to t2 = 1.75T for φCEP = π and from t1 = T to
t2 = 1.5T for φCEP = −π/2. By including DCeP into the calculations
(TDSE + SAE + P), the time-dependent ionization probability at
the moment in this effective period is increased or decreased and
corresponds to the enhancement or suppression of the HHG intensity
given in Fig. 1.

time only makes up the lower-energy part of the spectra and
thus is irrelevant to our argument.

For other visual illustration, we also show the time-
dependent ionization probability for two investigated CEPs and
three orientation angles. From Fig. 4, in the period around t1 un-
til before t2, the ionization rate is highest around t1. Therefore,
the ionization probability in the period [t1,t2] is dominated by
ionization at t1. Figure 5 shows the time-dependent ionization
probability of CO molecule for θ = 0◦, 90◦, and 180◦ calcu-
lated with or without DCeP for two cases of the carrier envelop
phase of laser electric field φCEP = π and φCEP = −π/2. For
illustration of various moments of ionization, the electric fields
of laser pulses are also given in the figures. With including
the DCeP into calculations, the time-dependent ionization
probability at the moment in the effective period is increased or
decreased in the correlation to the enhancement or suppression
of the HHG intensity given in Fig. 1.
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FIG. 6. The ionization rate at t1 and the harmonic intensity of 33rd
order as functions of orientation angle for two cases: (a) φCEP = π

and (b) φCEP = −π/2. In both cases of CEP, the harmonic intensities
within the SAE + P are greater than those within the SAE for the
molecular orientation angle θ < 90◦ and, in contrast, are smaller for
θ > 90◦. Around θ = 90◦ the harmonic intensity within the SAE + P
is nearly equal to that of within the SAE. It is clearly seen that the
variation of the ionization rate at t1 by including DCeP as a function
of the molecular orientation angle is the same as the variation of the
harmonic intensity.

Further illustration of the DCeP effect on HHG intensity can
be seen also in Fig. 6, which shows both the HHG intensity
of 33rd order and the ionization rate at t1 as functions of the
molecular orientation angle. One can see that the variation of
the ionization rate at t1 by including DCeP as a function of the
molecular orientation angle is the same as the variation of the
harmonic intensity. This illustration together with the previous
ones fully support the idea that HHG cutoff is mostly composed
of electrons ionized around t1 and DCeP affects HHG spectra
via ionization rate at this point in time.

The variation of ionization probability around t1 is due
to the distortion on potential by the laser. In Fig. 7 we
visualize the effective potential including the SAE potential
VSAE and the interaction potential for two cases: with and
without the polarization potential VP at t1 = T by the laser
with φCEP = −π/2. The potential is plotted along the z axis
for the orientation θ = 0◦ and θ = 180◦, but for the orientation
θ = 90◦ the z component of the potential is not affected by the
laser field so the potential is plotted along the y axis instead.
For the case of φCEP = π the figures are similar and are not
presented here. During time propagation, we calculate the
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FIG. 7. Effective potential along the z axis at t1 = T for θ = 0◦ (a)
and θ = 180◦ (c) and along the y axis for θ = 90◦ (b). The horizontal
lines are the orbital energies 5σ in field-free (short dashed blue line)
and field-dressed: SAE (dashed black line) and SAE + P (dot-dashed
red line). The data are for the laser with φCEP = −π/2; for the case
of φCEP = π the figures are similar.

expected energy value of the 5σ orbital ε (for the SAE + P
and the SAE) corresponding to with and without VP and plot
them in the same figures. It should be noted that the idea of
using the effective potential for demonstration of the DCeP
effect on ionization was first introduced in Ref. [51].

Figure 7 shows that the barrier potential including VP is
higher for both orientations θ = 0◦ and 180◦. However, the
field-dressed orbital energy with DCeP ε (SAE + P) is shifted
more than ε (SAE) for θ = 0◦ and less than ε (SAE) for
θ = 180◦. For θ = 90◦, the effective potentials are almost
unchanged by including VP, and, consequently, the energy ε

(SAE) is equal to ε (SAE + P). As a result, the gap between the
potential barrier height and the orbital energy is narrowed when
θ = 0◦, intact when θ = 90◦, and widened when θ = 180◦.
Hence, we have completely explained the mechanism that
allows the core-electron polarization effect on HHG near-
cutoff intensity to depend strongly on orientation angles but
not carrier envelop phases.

IV. CONCLUSION

In this work, we present the HHG spectra from CO
molecules calculated by the TDSE+SAE method, i.e., solving
the time-dependent Schrödinger equation within the SAE
approximation. We confirm the DCeP effect on harmonic inten-
sity, introduced first in Ref. [52] for the molecular orientations
of θ = 0◦ and θ = 180◦ by the TDHF method. The DCeP effect
is further investigated for the entire range of the molecular ori-
entation angle θ from 0◦ to 180◦. We see that the DCeP shift is
positive for θ = 0◦ to near 90◦ when HHG intensities within the
SAE + P are increased in comparison with that by the SAE. In
contrast, the DCeP shift is negative for θ from near 90◦ to 180◦.

With the laser used in this work, the results indicate that
the harmonic intensity is dominated by the highest occupied
molecular orbital, still consistent with the results of Ref. [42].
Moreover, by investigating the time-dependent ionization
probability as well as the time-dependent ionization rate, we
explain completely the DCeP effect on harmonic intensity
based on two statements: (i) the main contribution to the HHG
intensity is only the ionization around the moment t1 of the laser
pulse; (ii) including the core-electron polarization potential in
the calculations (SAE + P) leads to the variation (increase or
decrease) of the ionization rate at this time, which, in turn,
results in the similar variation of the HHG intensity.

The specified value of t1 is roughly the subpeak of laser
pulse that electrons ionized at which can recombine with the
parent ion and emit photons with the frequency corresponding
to the cutoff order. Thanks to the time-dependent ionization
rate around this time, one can predict the influence of dynamic
core-electron polarization on the harmonic intensity, at least for
CO molecules. Now, we understand why the DCeP effect for
HHG intensity is not sensitive to the CEP of laser field although
this effect for the total ionization yields is strongly dependent
on CEP. An extension of study for other linear molecules would
be also interesting.
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