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Experimental realization of noise-induced adiabaticity in nuclear magnetic resonance
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The adiabatic evolution is the dynamics of an instantaneous eigenstate of a slowly varing Hamiltonian.
Recently, an interesting phenomenon shows up that white noises can enhance and even induce adiabaticity,
which is in contrast to previous perception that environmental noises always modify and even ruin a designed
adiabatic passage. We experimentally realized a noise-induced adiabaticity in a nuclear magnetic resonance
system. Adiabatic Hadamard gate and entangled state are demonstrated. The effect of noise on adiabaticity is
experimentally exhibited and compared with the noise-free process. We utilized a noise-injected method, which

can be applied to other quantum systems.
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I. INTRODUCTION

The adiabatic principle is a fundamental concept in quan-
tum mechanics. It states that a quantum system stays in its
instantaneous eigenstate if the Hamiltonian is slowly varying
[1,2]. Adiabatic process plays an important role in quantum
information processing and quantum dynamics control, such
as quantum adiabatic algorithm [3], fault tolerance against
quantum errors [4], universal adiabatic and holonomic quan-
tum computation [5-7], adiabatic passage [8—11], adiabatic
gate teleportation [12], and many other protocols [13-20].
In spite of extensive works in adiabaticity of closed systems
[8-11,17], actual systems are open because of inevitable
interactions between the systems and their surrounding envi-
ronments [21,22]. Adiabaticity has theoretically been extended
to open quantum systems [14,23]. In particular, noise can be
used to enhance the coherence and entanglement of quan-
tum systems [24-27] and even induce adiabaticity [28,29],
rather than suppress the adiabatic passage. In Ref. [28], Jing
et al. derived a simple one-component dynamical equation
governing the target instantaneous eigenstate and then they
obtained an adiabatic condition when the integrand appearing
in the integro-differential equation has a fast-varying factor.
An external white dephasing noise can effectively induce the
desired fast-varying factor to meet the adiabatic condition. It
is called noise-induced adiabaticity.

In this work, we experimentally demonstrated adiabatic
passage induced by white dephasing noise in nuclear mag-
netic resonance. Specifically, we first analyzed the adiabatic
condition, and then experimentally implemented the adiabatic
evolution of the time-dependent Hamiltonian with engineered
white noise [30,31] to obtain the adiabatic Hadamard gate.
In comparison, we also experimentally observe the noise-free
evolution of the time-dependent Hamiltonian. Then we used
the noise-induced adiabatic method to prepare the entangled
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state |01) + |10) in an NMR system. Experimental results are
consistent with numerical simulations. This paper is organized
as follows. In Sec. II, we briefly review the condition and
outcome of noise-induced adiabaticity. In Sec. III, we introduce
our experiments of noise-induced adiabatic Hadamard gate,
including details of the experimental process and results. In
Sec. IV, we report the preparation of an entangled state using
this noise-induced adiabatic method. Finally, a conclusion is
given in Sec. V.

II. ADIABATIC CONDITION

Here we briefly give a summary of the adiabatic condition
which was derived in Ref. [28] in full details. In general,
using the Feshbach P-Q partitioning technique, the state and
the effective Hamiltonian in the Schrédinger equation can be
partitioned into

P h | R

|w(t)> B ) H=/|----1--- ) (1)
0 W | D

where 4 and D correspond to the self-Hamiltonians living in
the subspace P and the subspace Q, respectively, and R and
W are their mutual correlation terms. Consequently, we have

3tP(t)=—ih(t)P(t)—/ ds g(t,s)P(s),
0
8(t,8) = R(OG(1,5)W(s), 2

where G(t,s) = T_{exp[—i fst D(s")ds’]} is a time-ordered
evolution operator. We now rewrite the above Schrodinger
equation into the adiabatic representation. The instantaneous
eigenequation of H(¢) is

H(D|En(1)) = En(1)| Eq(2)), 3)

where E,(t)’s and | E,(¢))’s are the instantaneous eigenvalues
and nondegenerate eigenvectors, respectively. A state |(¢)) at
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time ¢ can then be expressed as

W) =Y Y™V |E, (1)), (4)

where 6,(t) = — fot E, (s)ds is the dynamical phase. Then we
can obtain the following differential equation:

OVm = —(Em|En)Ym — Y _(EnlEn)e' @y, (5)
n#m

Without loss of generality, applying Eq. (2) and setting P =
Yo(t), we can get

8,0 = —(Eol Eo)Wro — /0 ds st )o(s).  (6)

Inthiscase, R = [Ry, Ry, ... wWith R,, = —i(Eo|E,,)e!®n—0),
and W = R'. The first term on the right-hand side of Eq. (6) is
similar to that in Eq. (5), which corresponds to Berry’s phase
that can be switched off in a rotating frame [11].

With Eq. (6), a general and crucial adiabatic condition can
be derived into

/) ds g(1,5)o(s) = 0. (7
¢

Obviously, the well-known adiabatic condition corresponds to
the first-order approximation of the above result. The condition
is satisfied when g(z,s) = 0 or g(t,s) is a rapid oscillating
function [32]. Mathematically, it is easy to understand that
the integral of the product of the fast-varying g(z,s) and the
slow-varying ¥(s) leads to a vanishing result.

For a two-level system, when it is initially prepared at the
eigenstate | Ey), the propagator g(z,s) [28] is given by

g(t,5) = —(Eo(D|E1 (D) (E1(s)| Eo(s))els CE-EIENS ()

where E = Ey — E|.If E(t) can be manipulated by fast signal,
the exponential term in g(z,s) will play a crucial role to make
the absolute value of the integral in Eq. (6) or (7) as small as
possible. Later, Egs. (6), (7), and (8) will be applied to analyze
adiabatic condition.

II1. NOISE-INDUCED ADIABATIC HADAMARD GATE

We consider a time-dependent Hamiltonian describing adi-
abatic passage of a single qubit which can be written as

H(1) = Jola(t)ox + b(t)o], (€))

where a(t) = %, b(t) = 1 — £, and T is the whole adiabatic
passage time. H(0) = Jyo,, H(T) = Jyo,, and the instanta-
neous eigenstate of H(¢) can be expressed as

|Eo(r)) = [0) + 1), (10)

k+b a
where o = —"——, = ———=—, and k()=
A/ (k+b)>+a? p A/ (k+b)*4-a? @

Va@®)? +b()? |Eo(r)) is the instantaneous eigenstate
corresponding to eigenvalue Ey(¢) = Jok(¢). The propagator
(see Appendix B for details) is

ot L EG)ds’
ATk (1)k>(s)

When T — oo, the system could follow an adiabatic passage
from an eigenstate |0) of H(0) = Jyo, to (|0) + [1))/4/2 of

g(t.s) = 1)

Bc H T(s) T, (s)
G 7877.9 18.8 0.35
H 215.1 3207.5 10.9 33

FIG. 1. Molecular structure and relevant parameters of *C-
labeled chloroform. Diagonal elements in the table are the values of
the chemical shifts (Hz) and off-diagonal element is the J-coupling
constant (Hz) between '*C and 'H nuclei of the molecule. The
longitudinal time 7'1 and transversal relaxation 72 are also provided
in the right table.

H(T) = Jyo,. In addition, the adiabatic condition can be
satisfied by injecting noise to the system. We replace the
characteristic energy Jy in Eq. (9) with Jy + c(¢). Here c(z)
is a white dephasing noise [30,31,33], written as

N
c(t) =Y asin(jw *1 + ), (12)

J=1

where « is the noise amplitude and ¢; is the random phase.
Nw determines the high-frequency cutoff wcy, with wgy being
the base frequency. We show that noise can render the general
adiabatic condition valid since g(t,s) becomes a fast-varying
function. Note that the noise term only rescales the eigenvalues
E,’s to [1 +c(t)/Jo]E, but does not change their instanta-
neous eigenstates. Then we can apparently deduce that the
imaginary part of o8, denoted as Im(«x8*), is almost zero as
a result of adiabaticity.

In order to demonstrate our scheme, all experiments were
carried out on a Bruker 400MHz spectrometer at room tem-
perature [34—40]. We use the nuclear spins in a sample of 13C-
labeled chloroform dissolved in deuterated acetone. Hence the
internal Hamiltonian of the system is

whl
> lzazlazz, (13)

2
Hiy = Z ha)iazi +
i=1

where w; is the chemical shift of the ith nucleus and J;, is
the J-coupling constant between the nuclear spins. Figure 1
shows the molecular structure and properties of the sample.
In Fig. 2, we give the process of implementing the noise-
induced adiabatic Hadamard gate where the H nucleus is the
information carrier and the C nucleus is the observing qubit
(see Appendix A).

N
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AN 4 Noise-injected method

FIG. 2. Implementation of the noise-induced adiabatic Hadamard
gate in NMR system. The experiment consists of three steps: the
initialization is to create a two-qubit pseudopure state; then evolution
of the time-dependent Hamiltonian is realized by noise-injected
technique; finally, observation of the C nucleus is to get the density
matrix po,; of H nucleus.
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Experiments are started from an initial thermal equilibrium
state and we first generate a pseudopure state (PPS) using the
spatial averaging technique [41-43], written as

1—c¢€
00 = TI+ €]00)(00], (14)

where € &~ 107> and Zis a4 x 4 identity matrix. The first term
of Eq. (14) is neglected since the identity does not evolve under
any unitary propagator and cannot be observed in NMR.

Itis noticed that the Hamiltonian H (¢) in Eq. (9) is similar to
the Hamiltonian of hybrid noise, so it inspired us to make use
of hybrid noise injecting technology to realize the evolution
of the time-dependent Hamiltonian [30]. The simplest hybrid
noise Hamiltonian for one qubit is H(t) = B,(t)o; + B (t)oy.
Specifically, the propagator is written as

U(t) = e~ $ 80T ol Ji B(OIF costabo)—3 sin(Aboldr) 5y

where A6, = j;:) B.(t)dt. In order to create a hybrid noisy
environment, B,(¢) and 6(¢) are numerically generated with
a desired noise power density spectrum and then used to
modulate the corresponding continuous radio-frequency (rf)
wave. It means that the continuous rf waves rotate the qubit
around a changing axis in the equatorial plane and then a
rotation of the A6, angle around the z axis is applied at the end
of the interval. We achieve the propagator U (¢) by modifying
the amplitudes and phases of the 1f wave. Let B,(¢) = Jya(t),
B.(t) = Job(t), which are relevant in this case, a(t) + b(¢) = 1,
and A6, = fl; Jo(1 — %)dr. We realize the time-dependent
Hamiltonian by injecting hybrid noise into the H qubit.
Finally, we track the eigenstate |Eo(7)) = «|0) + B|1), and
then measure |o|?, which represents the probability of |0) state
at ¢ time. Besides, we can check the value of the imaginary
part of nondiagonal element Im(x8*) to estimate whether it
is adiabatic. In contrast to the noise-free process, we solely
substitute Jy + c(¢) for Jy in the propagator U (¢) to accomplish
evolution of a time-dependent Hamiltonian with noise.

Here we consider noise-free process for the different total
times 7 = 0.3 ms, 0.5 ms, and 1.5 ms in Figs. 3(a)-3(c). The
final states at the end of the time 7 are all not instantaneous
eigenstate (|0) + [1))/ V2 and Im(aB*) varies with time. Thus
the adiabatic condition is not satisfied in the above scenario.
Figure 3(d) shows that |o|? gradually decreases from 1 to 1/2
and meets with its instantaneous eigenstate at final time 7" =
0.5 ms. Im(eB*) remains almost stable vanishing since the
states always stay their instantaneous eigenstates in adiabatic
passage. Experiments are almost consistent with theory. An
important result is that white dephasing noises can even induce
adiabaticity. In other words, we obtain the adiabatic Hadamard
gate with the aid of noise.

IV. NOISE-INDUCED ADIABATIC ENTANGLED STATE

Now we turn to two coupled two-level systems embedded
in their individual baths; the time-dependent Hamiltonian is

H(t) = Jo[a(o] 05 +He) +o(of —05)/9)],  (16)

wherea = £+ and w = 1 — £, if |01) and |10) are mapped into
the two states for single qubit in Sec. III, namely |01) — |0)
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FIG. 3. Experimental results for adiabatic Hadamard gate. The
upper (blue) and lower (red) lines represent theoretical results of |a|?
and Im(a*), respectively. The (blue) circles and (red) crosses indicate
experimental results of |«|> and Im(aB*), respectively. Panels (a),
(b), and (c) show results with noise-free evolution for the different
total times 7 = 0.3 ms, 0.5 ms, and 1.5 ms and (d) shows noise-
induced adiabaticity for 7 = 0.5 ms. Related noise parameters are
o = 4000 Hz, w. = 5000 Hz, wy = 1 Hz, Jy = 4000 Hz and the
time step is 1 us.

and |[10) — |1). The propagator is
eJi [Tk (s™)ds*

AT2K2(1)K2(s)’ (17)

g(t,s) =

where K(r) = ~/T? — 2¢tT + 2t2/T. This model describes a
finite time evolution defined by a period 7. Similarly, When
T — oo, the system could follow an adiabatic passage from an
eigenstate |01) of H(0) = Jo(o{ — 05)/2to (|01) + 110))/+/2
of H(T) = Jo[a(crfr o, + H.c.). We also replace the charac-
teristic energy Jy in a Hamiltonian with Jy + ¢(¢) to realize
noise-induced adiabaticity.

We first prepare the initial state |01) by a 7 rotation of
H qubit along the x axis after PPS; then the evolution of
Hamiltonian, shown in Eq. (16), is realized via the gradient
ascent pulse engineering (GRAPE) technique [44,45]. The
GRAPE approach provides over 99.5% fidelity. Figure 4 shows
the instantaneous values of |«|? and |8|* representing the pop-
ulations of |01) and |10), respectively. For noise-free process,
we observe that |a|?> = 0.32, |8|*> = 0.68 from Fig. 4(a) and
the instantaneous state is not its eigenstate at the instantaneous
time T = 10 ms. In Fig. 4(b), when the noise is added into the
system, |a|?> = |B|> &~ 0.5, and the instantaneous state is its
eigenstate (|01) + [10))/+/2 at final time 7. Im(«*) almost
keeps zero fixed with noise. It can be said that noise can induce
adiabatic entangled state.

V. CONCLUSION

We focus on an interesting phenomenon: that noise will not
destroy the adiabatic process, but induce the adiabatic process
contrary to our common sense. We experimentally demonstrate
that the injection of additional white noise will accelerate the
adiabatic process. Our experimental results are consistent with
the theoretical simulations in the single-qubit and two-qubit
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FIG. 4. Experimental results for the preparation of adiabatic
entangled state. The solid (blue) and dotted (black) lines represent
theoretical results of |a|?> and |B|?, respectively. The (blue) circles
and (black) squares express experimental results of |«|?> and |8/,
respectively. Theoretical and experimental results of Im(xB8*) are
marked by dashed-dotted (red) lines and (red) diamonds. Panel (a)
shows results of noise-free process for the time 7 = 10 ms and
(b) shows noise-induced adiabaticity for 7 = 10 ms. Related noise
parameters are o = 1000 Hz, w., = 25000 Hz, wy =1 Hz, and
Jo = 100 Hz and the time step is 10 us.

NMR systems, respectively, which supports our statement that
the noise-induced adiabaticity can be realized experimentally.
Nevertheless, adiabaticity cannot be realized in unabiding
finite time without noise. It is significant to be applied to
many physical implementations of quantum information and
quantum computing protocols such as holonomic and adiabatic
quantum computing and the fast energy transfer. Furthermore,
the noise injected technique, which is applied experimentally
to achieve evolution of a time-dependent Hamiltonian in NMR
system, can also be used for other quantum systems.
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APPENDIX A: ERROR ANALYSIS

J coupling interaction exists between hydrogen nuclei and
carbon nuclei. To show that the coupling barely has any effect
on our experiments, we have done two numerical simulations
with different Hamiltonians. One of them contains the J
coupling interaction term in the two-qubit system and the

T=0.5ms
0.8l With noise

~_ 06}
3
0.4r 1
02 O Sim. |of? without J coupling |
*  Sim. jof? with J coupling
theoretical |of?
0 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5

Time(ms)

FIG. 5. Comparison of the two simulation results about J cou-
pling. The (blue) circles or (red) crosses represent simulation results
of |a|* without or with J coupling. The solid (black) line is theoretical
results. The relevant experimental parameters are from Fig. 3(d).

other one is for the single-qubit system without J coupling. A
comparison of the simulation results is shown in Fig. 5, which
is nearly consistent with theory. The relative errors between
the two simulation results are less than 1%. Hence it indicates
that the existence of carbon nuclei makes no difference in our
experiments.

APPENDIX B: g(¢,s) IN DETAILS

In Sec. III, H(t) = Jola(t)ox + b(t)o.]; then we obtain the
instantaneous eigenstates

b+k a
E = 0) + 1), (Bl
[Eo(1)) (b+k)2+a2| ) (b+k)2+a2| ), (BD)
b—k
|E(1)) = 1), (B2)

a
0) +
\/(b—k)z—f—a2|> V(b —k)? + a?

where a(t) = &, b(t) =1— £, and k(1) = \/a(t)> + b(1).
Corresponding eigenvalues are E(t) = Jok(t) and E(¢) =
—Jok(t). According to Egs. (B1) and (B2),

. {EHDIE\(D) T
(EoDIEND) = —p—p== = popss (B3
. (EHOIE@) o
(EVOIEND) = ——p—p=— = —qpopss (B4)

(E\(D|E1(1)) = 0. (BS)

where E(t) = Eo(t) — E|(t) = 2Jok(¢). Substituting the
above equations into Eq. (8), we can calculate

8(t,5) = —(Eo(t)| E1())(E1(5)] Eq(s)) els (E~(E1IENs

_ _[_ 1 }[ 1 }j;’iE(s’)ds'
2TK2(1) || 2TK2(s)
exp[i [| E(s")ds']

T AT (0K (s) (®6)
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