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We calculate electron capture and ionization cross sections of N2 impacted by the H+ projectile at keV energies.
To this end, we employ the time-dependent density-functional theory coupled nonadiabatically to molecular
dynamics. To avoid the explicit treatment of the complex density matrix in the calculation of cross sections,
we propose an approximate method based on the assumption of constant ionization rate over the period of
the projectile passing the absorbing boundary. Our results agree reasonably well with experimental data and
semi-empirical results within the measurement uncertainties in the considered energy range. The discrepancies
are mainly attributed to the inadequate description of exchange-correlation functional and the crude approximation
for constant ionization rate. Although the present approach does not predict the experiments quantitatively for
collision energies below 10 keV, it is still helpful to calculate total cross sections of ion-molecule collisions within
a certain energy range.
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I. INTRODUCTION

In the past decades, the investigation of proton-molecule
collisions has received great attention in many fields, such
as ultrafast physics, structural chemistry, astrophysics, and
radiation therapy [1–3]. One of the fundamental goals is to
probe the structural and dynamical properties of the molecules
with little knowledge. Out of the observables extensively mea-
sured and analyzed in experiments, the cross sections’ database
are probably the most abundant, typically including types of
collision-induced excitation, charge transfer, ionization, and
fragmentation, and even more state-to-state cross sections can
readily be accessible achieved by novel experimental tech-
niques [3,4]. In this context, the interpretation of experimental
data is nontrivial, and presents a challenge to collision theories
as well as numerical modelings.

In studying proton-molecule collisions, a number of the-
oretical models have been developed for a wide variety of
experimental data qualitatively and/or (semi)quantitatively in
the different energy ranges [5–7], which is mainly determined
by the level of theoretical description, i.e., classical, semiclas-
sical, and quantum-mechanical treatments. For example, the
classical trajectory Monte Carlo (CTMC) method [8] based
on the classical treatment of individual particle trajectories
predicts well the experiments at impact energies of more than
10 keV [9], and the classical over-the-barrier (COB) approach
[10] using Coulomb-like interaction potentials to represent
the collision participants yields qualitative agreements with
experiments at energies up to tens of keV [11]. Semiclassical
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descriptions usually refer to the treatments using the wave
functions for electrons and meanwhile classical mechanics
for nuclei, such as two-center atomic-orbital close-coupling
(TC-AOCC) method [12,13] and the time-dependent density-
functional theory (TDDFT) [14,15]. Both methods solve
the time-dependent Schrödinger equations (TDSE), but the
former operates the approximation by expanding the active
electron’s total wave function onto bound atomic orbitals
centered on the moving ions multiplied by the plane-wave
electron translational factor. In contrast, the latter treats the
interacting electrons by independent particles subjected to
an effective external potential, and the quality of the results
depends on the construction of the effective Hamiltonian as
well as initial wave functions [16]. The TC-AOCC model is
typically applicable in the energy range of 50 eV–10 keV,
while the TDDFT approach can be extended much broader in
the energy spectrum. A fully quantum-mechanical approach
is the well-established quantum-mechanical molecular-orbital
close-coupling (QMOCC) method [17,18], which requires
accurate potential energy curves or surfaces and associated
coupling matrix elements as inputs, and for the energies of
10−5 eV-10 keV QMOCC results are believed to be reliable
and robust. In this work, we shall theoretically investigate
molecular collisions at energies of 0.6–3000 keV. Within the
consideration of the applicable energy region of the above ap-
proaches and the balance between the computational accuracy
and costs, the TDDFT coupled nonadiabatically to molecular
dynamics [14,19] is used throughout the work.

In the applications of the TDDFT-MD model to molecular
collisions, observables such as electron capture and ionization
probabilities can, in principle, be extracted from the single-
electron Kohn-Sham orbitals (KSOs) [20,21]. Specifically for
the electron capture process, the probabilities are closely
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associated with the final scattering states of the projectile.
In general, within the TDDFT-based framework an accurate
description on the final states depends on several aspects, such
as the interaction potential, the representation and propagation
of molecular orbitals, and so on. Lüdde et al. [22] first devised
a general scheme to calculate total capture probabilities for
a many-electron scattering process, through evaluating half-
space one-particle overlaps. Their proposition avoids treating
explicitly all the channels contributing to the total probabilities
and has inspired several theoretical modelings subsequently.
Kirchner and his coworkers studied a variety of ion-molecule
collisions (H+-H2O [23,24], H+-CH4 [25], He+-H2O [26],
O6+-(H2O, CH4) [27]) at high collision energies using the non-
perturbative two-center basis generator method (TC-BGM). In
their implementation, the spectral representation of the molec-
ular Hamiltonian and the basis expansion of the molecular
wave function are very crucial. The (state-resolved) transition
probabilities for electronic processes is thus evaluated directly
from determinants of the one-particle density matrix, and can
quantitatively predict the experimental data in a wide range
of energies. Wang et al. [28] implemented coordinate space
translation (CST) into the TDDFT scheme to study H+-H2O
collisions [29]. The CST method involves a translation tech-
nique after collision that is to reset all nucleus coordinates and
KSOs in the simulation box, moving the projectile to the origin
of the box and meanwhile allowing the target to be scattered
away. It should be noted that the aforementioned approaches
extract the transition probabilities quantum-mechanically from
the determinants’ overlap integrals, giving results consistent
with experiments in the energy range of interest provided
the final scattering states have been properly described. In
the present study, we present an approximate method to
calculate electron capture and ionization probabilities from
KSOs without explicitly accounting for overlap integrals. Our
results can compare reasonably well to available experiments
in the considered energy range.

In this study, we investigate H+-N2 collisions at keV
energies in the framework of TDDFT-MD model. We calculate
the electron capture and ionization cross sections, for which
abundant experimental data are ready to be compared in a wide
energy range. In the calculations, six collision configurations
are employed to account for orientation effects. This article
is outlined as follows. Section II briefly introduces the basics
of the TDDFT-MD model, the strategy to extract associated
cross sections, and numerical details for the calculations.
Followed by the results’ discussion in Sec. III, where we mainly
discuss the electron capture and ionization cross sections,
and comparisons to other data sources are performed where
available. The conclusion is finally summarized in Sec. IV.

II. METHODOLOGY

A. Ehrenfest dynamics coupled with TDDFT

In the framework of the TDDFT, all physical quantities
of an auxiliary time-dependent system can, in principle, be
determined by the knowledge of the time-dependent density,
as demonstrated in the seminal work of Runge and Gross in
Ref. [14]. In comparison to the time-dependent Schrödinger
equations (TDSE) method, TDDFT actually describes an

ensemble of noninteracting particles [i.e., Kohn-Sham (KS)
systems] moving in an effective external potential, which is
connected to the real interacting systems uniquely through
the electronic density ρ(r,t) = ∑Ne

j=1 ψ∗
j (r,t)ψj (r,t), where

single-particle (s.p.) wave functions {ψj (r,t)} fulfill the time-
dependent KS equations (TDKS) formulated as below (in
atomic units)

i
∂

∂t
ψj (r,t) =

[
−1

2
∇2 + Vne(r) + VH[ρ](r,t)

+Vxc[ρ](r,t)
]
ψj (r,t), j = 1,2, . . . ,Ne . (1)

For simplicity, the spin notation is omitted here. The total
electronic density is constructed by summing the squared
occupied KS orbitals (KSOs) up to the total number of
valence electrons Ne. The effective potential on the right side
of Eq. (1) is composed of electron-nucleus potential (Vne),
direct electron-electron (or Hartree) potential (VH), and the
exchange-correlation (xc) potential (Vxc), where the last two
terms are of the form of functionals of electronic density.
It is well known that the xc potential incorporates the so-
called quantum many-body effects, whose exact expression
has not yet been established to date. Thus this needs to be
approximated in practical cases. Here we applied the local
density approximation (LDA) in its adiabatic form augmented
by a self-interaction correction (SIC) [30,31] to deal with
time-dependent ion-molecule collisions [32,33], which en-
sures a correct Coulombic asymptotic behavior of the effective
potential for the electron in the system. To construct an
exact effective potential, a more accurate treatment such as
an optimized potential method (OPM) can be the choice,
which has already been favored in ion-atom collisions [34,35];
particularly it can yield more physical results of low-energy
doubly differential cross section [34].

In general, ionic dynamics are governed by the force acting
on the moving ions, which is therefore closely associated with
both the ionic {RI} and electronic positions {r}. In this work,
we treat it on the level of classical molecular dynamics (MD),
which satisfies the following Newtonian equation of motion
according to Ehrenfest theorem [36]:

MI

d2RI(t)

dt2
= −∇RI

[ ∫
d3rρ(r,t)Vne(r − RI)

+
Nion∑
I �=J

ZIZJ

|RI(t) − RJ(t)|
]

, (2)

for the I th ion with the mass MI and the corresponding charge
ZI , where I is ion index, an integer from 1 to Nion (the total
number of ions of the system). It should also be noted that the
coupling between ionic (RI ) and electronic [ρ(r,t)] degrees of
freedom appears in Eq. (2) via the electron-nucleus potential
which is usually approximated by the norm-conserving pseu-
dopotentials [37]. Here, we emphasize that the simultaneous
propagation of Eqs. (1) and (2) in real time and real space forms
the basis of Ehrenfest dynamics within TDDFT (ED-TDDFT).

Although ED-TDDFT has been widely applied in ion-atom
and ion-molecule collisions [32,33,38–40] with considerable
success, it is still to be noted that the present Ehrenfest approach
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is perfectly suitable for the cases [15] where (i) a single path in
nuclear dynamics is dominant and (ii) the branching of nuclear
trajectories for different reaction processes should be avoided.
In other words, Ehrenfest dynamics is essentially a mean-field
treatment where the nuclear trajectory evolves on an averaged
potential surface, and thus potential and force are evaluated
as mean expectation values. Illustrative results for the two-
electron collision system (H++He) [41,42] have shown a good
agreement with the experimental data of ionization and capture
differential cross sections, where the last of these (capture
processes [42]) at small angles revealed the importance of
nuclear trajectory effects, and must be treated with care, e.g.,
based on the semiquantal eikonal approximation, which is,
however, beyond the capability of our used model.

B. Extraction of observables

In the current work, electronic dynamics is described only
for ten valence electrons since the 1s electrons of atomic
nitrogen are deeply bound to the nuclei. For the H+ + N2

collision under consideration, we find that the target electron
loss is primarily channeled into two paths, namely, electrons
captured by the scattered proton and that of direct electron
emissions, thus resulting in the N2 target being ionized to
its allowed charge states. The entire collision processes can
simply be described as

H+ + N2 → Hp+ + Nq+
2 + me− , (3)

with p + q-m = 1 due to charge conservation, where m

signifies continuum-state electrons. Here we concentrate on
estimating the electron capture and ionization probabilities
involved in this study. To this end, we begin with the loss
probability based on the well-established strategy proposed
by Ullrich [43], which is originally derived from an exact
definition of multiple ionization probabilities through the full
many-body wave functions and has been successfully applied
to tackle the nonequilibrium ionization dynamics in molecules
exposed to strong laser fields. In what follows, we first revisit
the essential results presented in Ref. [43].

Suppose the full space can be divided into two regions: the
simulation box V and its complement V , the many-body wave
functions are thus separated into bound- and continuum-state
parts, respectively. The electronic density found in the volume
of V (outside the numerical box V ) corresponds to continuum
contributions. The orbital-resolved bound and/or continuum
probability at the evolving time t can be defined as

pj (t) =
∫

V

d3r|ψj (r,t)|2 , (4)

pj (t) =
∫

V

d3r|ψj (r,t)|2 . (5)

On this basis, the electron loss probability P loss
k for the charge

state k can be approximated by multinomial statistics [43].
As a result, it is quite straightforward to compute the total
electron loss probability P loss

tot by summing over all the possible
contributions

P loss
tot (t) =

Ne∑
k=0

kP loss
k (t) =

Ne∑
j=1

pj (t) , (6)

FIG. 1. Total electron loss probabilities as a function of time at
10 keV. Results for typical impact parameters b = 0, 1.1, 2.1, 3.1, and
4.1 a0, are shown. The shadow area represents the time interval for
the projectile traversing the absorbing boundary, and t1 and t2 denote
the starting and ending time instants, respectively. For completeness,
the collision configuration is also presented in the inset, see the text
for more details.

where pj (t) indicates the electron loss probability for the j th
KS orbital. According to Eq. (6), an illustration of total electron
loss probabilities at an impact energy of 10 keV is presented
in Fig. 1 for several typical impact parameters for the selected
collision configuration as indicated in the inset. Depending
on the slope of the electron loss curve, two main mechanisms
accounting for the electron loss can be clearly identified, that is
direct electron emission and electron capture, where the last is
visualized by an abrupt increasing in the electrons yield after
the time t1 at which the scattered proton is approaching the
absorbing layers placed at the edge of the simulation box.

To understand the physics in Fig. 1, there are two points
to be emphasized. (i) Direct electron emission exists in the
entire collision process, but the emission rate may not be
constant and should depend on the impact energy and also
the propagation time. (ii) Electrons captured by the moving
proton have some probabilities to be detached, which is also
dependent on the impact energy [44,45]. In this work, we
did not treat explicitly the detached electrons and instead we
consider those contributions to the total ionization. In exper-
iments, these two electronic processes are usually quantified
through the ionization and capture probabilities and associated
cross sections. For the electron capture probabilities, from a
quantum-mechanical viewpoint, it requires the information
of final asymptotic scattering states, which has become the
standard solution in the theoretical studies of ion-atom and
ion-molecule collisions, see Refs. [23,24,29,35,46]. Different
from previous final-state analysis, we here propose an indirect
approach presented in the following to approximately extract
the electron capture probabilities from the continuum probabil-
ities p̄j (t). The resultant cross sections show good agreements
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with experimental results in a large wide range of high-impact
energies.

In our calculations, electron loss is numerically recorded by
using the absorbing boundary conditions with finite width at the
interface of V and V , which cannot only absorb direct ionized
electrons, but also count in those captured by the proton when it
passes over the prescribed boundary, see Fig. 1. It is reasonable
to assume that the electron capture occurs effectively in a small
volume ϒ in the vicinity of the projectile, and for the proton
the effective radius is typically of the order of magnitude of
several a0, e.g., for H+ impinging on the Be atoms [47] and
LiF surface [48] at keV energies, the used radii for electron
capture are 6 and 4 a0, respectively, which clearly indicates that
the volume radius has to be chosen with care for specific ion-
target collisions, as an oversized volume will certainly contain
fractions of the bound electrons of the target, and a smaller one
will underestimate the capture cross sections. By performing
a series of test calculations, we find that 6 a0 is a good choice
to ensure a good convergence of the cross sections, which will
be discussed in more details in Sec. III A.

Our procedure to extract the electron capture probabilities
needs to define two time instants, t1 and t2, at which the volume
ϒ just begins to enter into and leave out the absorbing layers,
respectively, which are indicated in Fig. 1. We assume that the
straight-line approximation is fulfilled in this work, so that t1
and t2 are impact-parameter-independent for the given impact
energy. A second assumption is that the electron ionization
rate WEI

j does not change significantly over the time interval
(t2-t1) at the attosecond time scale, see the shadow area in
Fig. 1. Accordingly, we roughly estimate the ionization rate
over (t2-t1) using the midpoint formula

WEI
j =

d
dt

pj (t)
∣∣
t1−�t

+ d
dt

pj (t)
∣∣
t2+�t

2
, �t � 0 , (7)

where �t is introduced as a smoothing factor, i.e., �t = α(t2 −
t1) = αt2−1, where α is a positive empirical parameter that is
typically smaller than 0.6. The selection of α together with the
radius of ϒ will be detailed in the following, see Sec. III A.
Within this approximation, the electron capture probability for
the j orbital is then calculated approximately by subtracting
orbital-specified loss probability from pj (t),

p
cap
j = pj (t2) − pj (t1) − (t2 − t1)WEI

j , (8)

note that the calculated p
cap
j describes the electron capture

probability at t2, which is merely an approximation to the
stationary capture probability at the final scattering time. It is
noted that after collision (t > t2) the electron loss probability
is slightly going up when the time elapses, which may indicate
that collision-induced resonance states or autoionization states
probably occur [49]. This phenomena will certainly influence
the ionization processes at large times (t → ∞), but not the
capture processes since the captured electrons are evaluated
over the time interval (t2-t1) by the absorbing boundary.
Therefore, the total electron capture probability is calculated
by considering all KSOs’ contributions as

P
cap
tot =

Ne∑
j=1

p
cap
j . (9)

For the impact energyEkin, the orbital-resolved electron loss
and capture cross sections are obtained by integrating over the
impact parameter b as

σ loss
j (Ekin)=2π

∫
pj (b)bdb , (10)

σ
cap
j (Ekin)=2π

∫
p

cap
j (b)bdb . (11)

The corresponding total cross sections are simply calculated
by taking into account the contributions from all s.p. orbitals

σ loss
tot (Ekin)=

Ne∑
j=1

σ loss
j (Ekin) , (12)

σ
cap
tot (Ekin)=

Ne∑
j=1

σ
cap
j (Ekin) . (13)

As a consequence, the ionization cross section is calculated
by an indirect approach, namely the difference between the
total electron loss and capture cross section

σ ion
j (Ekin) = σ loss

j (Ekin) − σ
cap
j (Ekin) , (14)

σ ion
tot (Ekin) =

Ne∑
j=1

σ ion
j (Ekin) . (15)

C. Numerical details

In the present study, all calculations were performed on a
three-dimensional coordinate-space grid representation [19].
In practice, we employ a cubic simulation box of 723 grid points
with equal grid spacing in the three directions �x(y,z) =
0.59 a0, amounting to 373248 grid points on which the wave
functions, density, and potentials are numerically discretized.
The ground state of the N2 molecule was computed by solving
the stationary KS equations [50] using the damped gradient
method [51], resulting in the calculated equilibrium bond
separation of 2.05 a0 and the ionization potential (EIP) of
15.8 eV, in good agreement with experimental results 2.08 a0

[52] and 15.6 eV [53], respectively. To proceed with the
collision process, six typical different initial configurations
[54] were employed by orienting the molecular axis along
the three axes and the bisectors of XY , XZ, and YZ planes,
schematically displayed in Figs. 2(a) to 2(f). The time prop-
agation is achieved by utilizing the time-splitting technique
[55] to solve Eq. (1) and by using the Verlet algorithm [56] to
integrate Eq. (2). The time step is set to 0.0003 fs, sufficiently
small to maintain the numerical stability. We use the absorbing
boundary conditions (ABS) implemented at the edge of the
numerical box to evaluate the electron loss in the collisions.

The proton is initially placed at the position (0, −20 a0,
b), while the center of mass of molecular N2 is set to the
origin at rest in the beginning. The magnitude of the initial
proton velocity is determined by the given kinetic energy with
the relation

√
2Ekin/mp (mp is the mass of proton), and its

direction is exclusively pointing towards the positive Y axis.
The impact parameter b increases along the positive Z axis, and
is mostly varied in the range of 0.0� b � 11.9 a0. To reduce the
computational time, we roughly divide the b into two regions in
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FIG. 2. Schematic of collision configurations of N2 molecule
(large blue balls) scattered by the proton (small pink balls). Six
representatives are displayed with the molecular axis aligned (1) along
the X, Y , and Z axes, respectively, corresponding to (c), (f), and (a);
(2) along the bisector of XY , XZ, and YZ planes, see (e), (d), and (b),
respectively. The center of mass of N2 molecule is initially placed at
the origin, while the proton sitting initially at the position (0, −20 a0,
b) with initial velocity

√
2Ekin/mp, moves towards the target along

the positive Y axis with the impact parameter b increasing along the
positive Z axis, as indicated in the inset.

view of the strength of the mutual interactions: for 0.0 � b �
2.9 a0, it is varied in a step of �b = 0.1 a0, and for 2.9 < b �
11.9 a0, �b becomes 0.2 a0. With this partition, we totally
calculated 75 collision events for each configuration. Similar
calculations were repeated for other collision configurations in
Fig. 2. Note that it is always beneficial to check the reliability
and robustness of numerical parameters, e.g., box size, grid
spacing, time step, and absorbing width, and we find that the
present adopted parameters suffice to ensure the convergence
of the present results. Furthermore, we want to emphasize
that adding more initial configurations and refined impact
parameters may improve the accuracy of the results [32]
presented in this work, but it is not expected to drastically
alter the major results in this study.

III. RESULTS AND DISCUSSIONS

A. Test calculations of convergence

As mentioned in Sec. II B, our method to extract the electron
capture and ionization cross sections involves two empirical
parameters, the radius of electronic density of the projectile
Rϒ and the introduced parameter α, thus it would be good
to check the results’ convergence on these two parameters
prior to direct comparisons of calculated results with available
experimental data. To that end, we calculated the total capture
cross sections using Eqs. (8), (11), and (13), for sets of (Rϒ, α)
by varying the Rϒ from 4.5 a0 to 7.5 a0 and α from 0 to 0.58, and
illustrative results, obtained from the collision configuration
(a), are presented in Fig. 3.

Basically, various groups of (Rϒ, α) yield the total capture
cross sections with similar parabolic energy profile and compa-
rable magnitude, which nearly converges at impact energies in
excess of 100 keV. For the fixed α, e.g., α = 0.58, we find that
the increase in the radius Rϒ results in larger cross sections,
for instance, factor-of-two discrepancies can be observed both

FIG. 3. Total capture cross sections calculated with various com-
binations of Rϒ and α with Rϒ ranging from 4.5 a0 to 7.5 a0 and α

from 0 to 0.58. Note that collision configuration (a) is employed, see
Fig. 2(a).

at low and at high collision energies when varying Rϒ , but
there is no significant difference when changing Rϒ = 6 a0 to
7.5 a0, which may indicate that a radius of 6 a0 is large enough
to ensure converged results, which is identical to that used in
H+-Be collisions in Ref. [47].

Based on Rϒ = 6 a0, we systematically varied α from 0
to 0.58 to see its influence on the cross sections. In Fig. 3, re-
markable differences can be observed between α = 0 and 0.25,
where the latter provides relatively large results (enhanced by
nearly a factor of 2 at low energies). However, one can see
it becomes less sensitive for the values larger than 0.25. It
is to be noted that much larger α, for instance, α = 0.7, are
meaningless in our analysis, since lower bound of (t1 − αt2−1)
is already earlier than the onset of sizable ionizations. Strictly
speaking, the proton capture radius depends on what n-state
the captured electron goes to. However, the focus of this
work is not on the state-resolved analysis of the projectile,
instead we approximate the capture ability of proton by an
effective capture radius of a few Bohr, which may to some
extent influence the results’ precision, but we do not expect
the change by orders of magnitude. Although Rϒ and α are
empirically adjustable parameters, we tested many groups
of (Rϒ, α), without taking the relevant experiments as the
benchmark, to prove that the electron capture cross sections
are converged approximately at Rϒ = 6 a0. In addition to this,
we also applied the present approach to the case of H++H
collisions in the energy range of interest, the calculated total
capture cross sections agree exceedingly well with previous
experiments within the errors of less than 1%, which somewhat
demonstrates the applicability of the present approach. In the
following sections, we shall analyze the cross sections and
associated probabilities with the parameters Rϒ = 6 a0 and
α = 0.25 for consistency.

B. Electron loss probabilities

We calculated probabilities for single-, double-, triple-, and
quadruple-electron loss 2πPloss

k b (k = 1, 2, 3, 4). The results
at three impact energies of 1, 10, and 100 keV are presented
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FIG. 4. Electron loss probabilities of single-, double-, triple-, and
quadruple-electron loss as a function of the impact parameter, at three
impact energies of 1 (left), 10 (middle), and 100 keV (right). Results
for various configurations are denoted by different types of curves.

in Fig. 4 as functions of b for six collision configurations.
It can be seen that electron loss probabilities decrease by
orders of magnitude with increasing the electron loss number,
irrespective of impact energies. Probabilities for more than
five-electron loss (not shown) are negligible. For the given
impact energy, probabilities tend to converge towards low
impact parameters as the number of electron loss grows, for
instance, at 10 keV, the converged impact parameters are 9,
7, 6, and 5 a0 for k = 1, 2, 3, and 4, respectively. This fact
indicates that high-order electron losses are more likely to
occur in close collisions, which has already been observed
in the cases of H++Ar [57] and H+ + H2O [29] collisions.
As changing the impact energy from 1 through 10 keV to
100 keV, we find that electron loss probabilities first undergo
rising and then decreasing except for the quadruple-electron
loss case, which suggests that total electron loss cross sections
are dominant near 10 keV. Comparing the results from various
configurations, electron loss probabilities significantly depend
on the N2’s alignment; in other words, pronounced orientation
effects are observed.

It was found in atomic collisions both experimentally and
theoretically that ionization dominates over the electron cap-
ture at high energies [6,58], typically on the order of 100 keV.
To verify the described scenario in molecular collisions studied
here, Fig. 5 shows orientation-averaged electron capture prob-
abilities (solid curves) and ionization probabilities (dashed
curves) for 1 keV, 10 keV, and 100 keV, respectively. By
comparison, it is obvious that the mechanism of electron loss
depends strongly on the impact energy: at low energies (e.g.,
1 keV) electron capture process is distinctly dominant, whereas

FIG. 5. Comparison between electron capture probabilities (solid
curves) and ionization probabilities (dashed curves). Three impact
energies of 1 (left), 10 (middle), and 100 keV (right) are illustrated.

electron ionization process becomes the leading one at high
energies (e.g., 100 keV). Besides, our observation is also con-
sistent with the major findings in H+ + H2O [29] collisions.

C. Electron capture and ionization cross sections

Through integrating the associated probabilities over the
impact parameters and then averaging over six collision con-
figurations, the total electron capture cross sections σ

cap
tot and

total ionization cross sections σ ion
tot are calculated as shown

in Figs. 6 and 7, in which experimental results [59–71] and
semi-empirical calculations [72,73] are also presented for
comparison where available.

In Fig. 6(c), the electron capture cross sections measured
by different groups all show a maximum in the energy region
3–10 keV, beyond which the cross sections monotonically
decrease when the impact energies are increased or decreased.
In this respect, the calculated results are able to reproduce
the experimental data in the considered energy range, but
with underestimated magnitudes to a certain degree for impact
energies 3–10 keV. For a quantitative comparison, the present
results underestimated experimental data, especially for impact
energies lower than 10 keV, for example, the calculated results
are roughly 50% lower than early data by Gao et al. [70] and
about 20% lower than those by Barnett et al. [60]. We find that
the CTMC calculations [74] based on the model potential could
qualitatively reproduce the experiments only at high-impact
energies (>10 keV), and it faces formidable difficulties at
low energies [74] because the simple model potential cannot
describe the problem where quantum effects cannot be negli-
gible. Since experimental data are almost consistent with each
other, the discrepancy between present results and experiments
may be attributed to (i) The insufficient e-e correlation. It is
well known that the electron correlation plays a crucial role
in molecular collisions at low energies [75–77], particularly
below 10 keV/amu. For example, for He2++He collisions, it
has been reported that adiabatic correlations support the fact
that double electron capture dominates over single capture
at low energies [77,78], whereas actually the experiments
observed the dominance of single capture at those energies
[79]. (ii) The approximate method to extract the cross sections.
In our treatment, the main assumption consists in the constant
electron ionization rate over the period of proton passing across
the boundary, which, however, is rather critical for nonequi-
librium dynamics. Since the lack of more accurate benchmark
studies of H+-N2 collisions within TDDFT method, e.g., based
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FIG. 6. Total electron capture cross sections. (a) Orbital contri-
butions, (b) orientation contributions, (c) comparison to experimental
data as a function of impact energies. Other symbols are experimental
results of Gilbody et al. from Ref. [59], Barnett et al. from Ref. [60],
Gordeev et al. from Ref. [61], Deheer et al. from Ref. [62], Koopman
et al. from Ref. [65], Toburen et al. from Ref. [64], Mcneal et al. from
Ref. [66], Monnom from Ref. [68], and Gao et al. obtained from
Ref. [70]. Previous CTMC data are cited from Ref. [74]. Lines are
drawn to guide the eyes for present results.

on the OPM for the propagation and the density matrix for
the extraction of measurable quantities, it is still unknown
that the observed discrepancies result mainly from which
factor discussed above. Taking these into account, we can
preliminarily conclude that present results agree reasonably
well with experimental results.

We have to emphasize that for the energies higher than
200 keV, the present method of the classical partition by
considering the volume ϒ fails to describe the electron capture

FIG. 7. Same as Fig. 6, but for total ionization cross sections.
Symbols in panel (c) are experimental results of De Heer et al. from
Ref. [62], Crooks et al. from Ref. [67], Rudd et al. from Ref. [69],
Knudsen et al. obtained from Ref. [71]. Previous theoretical data are
cited from Green et al. [72], Rudd et al. [73], and L. Errea et al. [74].
Lines are drawn to guide the eyes for present results.

cross sections (not shown), underestimating it by at least an
order of magnitude. This main deficiency originates from
the way how we extract the capture probability, because
ultrahigh projectile velocities are typically characterized by
sub-fs time scales resulting in the capture probabilities numer-
ically indistinguishable from electron loss probabilities in our
cases. This, however, is not a problem for a density matrix
method [24]. In addition, to our knowledge, other ab initio
theoretical calculations are absent for total electron capture
cross sections of H+ + N2 collisions in this energy region.
Therefore, more accurate calculations by high-level theoretical
modelings [24,80,81] are necessary to be conducted.
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We also analyzed multielectron effects of N2 by calculating
orbital-resolved electron capture cross sections presented in
Fig. 6(a). It is found that the highest-occupied molecular
orbital (HOMO) dominates over other orbitals for energies
lower than 20 keV, and the inner shells contribute almost
by an order of magnitude lower. At higher energies, orbital
contributions are nearly convergent, although inner orbitals
(HOMO-2) become important. Regarding the configuration
specified capture cross sections in Fig. 6(b), they exhibit
quite a similar tendency as well as magnitudes, and thus
the orientation effects are not as pronounced as that seen
in the electron loss probabilities. In Fig. 6(b), configuration
(a) always gives relatively larger capture cross sections than all
other cases, which can be explained in terms of configuration
geometry in Fig. 2. In fact, the configuration (a) corresponds to
the situation that the proton impinges the target perpendicular
to the N-N bond, where the proton passes through denser
electron cloud by the two-center scattering.

Figure 7 presents the total ionization cross sections σ ion
tot ,

alongside the pertinent experimental data and theoretical calcu-
lations. We find that our results agree well with experimental as
well as theoretical results, in particular for energies higher than
50 keV, whereas CTMC simulations [74] slightly underesti-
mated the experiments. For those lower than 50 keV, our results
are overestimated, which may be probably affected by the cap-
ture cross sections that are underestimated in the same energy
range, as an indirect approach has been adopted to calculate the
ionization cross sections, see Eqs. (14) and (15). Taking into
account experimental uncertainties from Rudd et al. [69], our
results seem acceptable to some extent. In this energy region,
theoretical model by Green et al. [72] and Rudd et al. [73]
predicted the measurements extremely well, in contrast, the
present results deviate significantly from experimental points.
It is noteworthy that both the Green [72] and Rudd model [73]
are semi-empirical models, which have been built upon the
fittings to experimentally measured proton-impact ionization
cross sections of various gaseous atoms and molecules. For
this reason, it is not surprising that Green and Rudd models
reproduce well the experimental data. It can also be seen that
σ ion

tot attains a maximum of ∼5 × 10−16 cm2 in the energy
range of 50–100 keV, in which efficient electron ionizations
appear. Furthermore, the observed quantitative agreement at
high energies (�100 keV) implies that the present method is
valid to predict ionization cross sections in this energy region.

As discussed in Fig. 6, we also study orbital and orientation
dependence for ionization cross sections, shown in Figs. 7(a)
and 7(b), respectively. It can be seen in Fig. 7(a) that the HOMO
is predominant in the whole energy region considered, but
inner shell ionizations are also notable and divergent, which
is obviously different from that observed in Fig. 6(a). From
Fig. 7(b), remarkable orientation effects of ionization cross
sections can be observed, and thus electron cloud distributions
can indeed significantly influence the ionization dynamics.

IV. CONCLUSION

We theoretically study the proton in collisions with the N2

molecule in the energy range of 0.6–3000 keV, in particular
we calculate electron capture and ionization cross sections.

For this purpose, we work with the time-dependent density-
functional theory at the level of the adiabatic local-density
approximation augmented with a self-interaction correction.
Classical molecular dynamics that is nonadiabatically coupled
to electron dynamics is used to simulate nuclear motions. In our
TDDFT-MD calculations, we propose an approximate method
to extract the electron capture cross sections, which assumes
constant electron ionization rate over the time period of proton
passing across the boundary. On the whole, our results agree
reasonably well with the experimental data and semi-empirical
results in the energy region considered. For electron capture
cross sections, we slightly underestimated the experiments
for energies 1–10 keV, but for higher energies we predict
the measured results quite well. For electron ionization cross
sections, the present results seem to somewhat overestimate
the experiments for energies lower than 50 keV, but still
acceptable within the experimental uncertainties. Calculated
high-energy ionization cross sections are in good agreement
with experiments.

The present paper shows an approximate method to calcu-
late electron capture and ionization probabilities from KSOs,
which does not explicitly calculate the density matrix or
overlap integrals. There remains the introduced empirical
parameters, the radius of the volume accounting for electron
capture and the smoothing factor for the ionization rate, which
has to be carefully tested, independent of experimental data,
to ensure the convergence before systematic studies. As a
crude approximation, the disadvantage of the present method
is also clear, it fails to tackle the electron capture taking
place at energies of the order of 100 keV, and the electron
ionization cross sections lower than 10 keV have not been
reproduced well. Compared to the density matrix approach,
our method is unable to deal with the more challenging
problems in ion-atom and ion-molecule collisions, such as
ionized wave-packet contributions [82], bound-state proba-
bilities [46], the asymptotic problem of continuum electrons
[83], and fragmentation cross sections [24]. After all, if one
is interested in calculating total cross sections at keV energies
with no advanced models at hand, the present method may
be helpful. As an ambitious goal to accurately reveal the
collision dynamics for H+ + N2 collisions in a broad range of
energy, high-level theoretical modelings, including the correct
treatment of interaction potential and direct analysis of final
scattering states, are further required.
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