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Accelerated and noise-resistant generation of high-fidelity steady-state entanglement
with Rydberg atoms
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Based on Lyapunov control, a scheme is proposed to accelerate dissipation dynamics for the generation of
high-fidelity entanglement between two Rydberg atoms in the context of cavity QED. We first use quantum Zeno
dynamics and the Rydberg antiblockade to find a unique steady state (two-atom singlet state) for the system. Then,
we apply additional coherent control (ACC) fields to improve the evolution speed of the dissipative system. The
ACC fields are designed based on the target state and they vanish gradually along with increasing of the fidelity;
thus, the system is guaranteed to be finally stable. Additionally, the current accelerated scheme is checked to be
robust against systematic and amplitude-noise errors.
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I. INTRODUCTION

There is now growing interest in obtaining accelerated
dynamics because fast and noise-resistant schemes are nat-
ural requirements in quantum information processing. The
accelerated dynamics is also expected to have the ability to
restrain the accumulated negative effect caused by dissipation
during a long time evolution. For instance, an approach
named “Shortcuts to adiabaticity” (STA) [1] combining the
advantages of (fast) resonant pulses and (robust) adiabatic
techniques has attracted much attention in recent years [2–16]
and been applied in fields including fast population transfer
[17–19], fast entanglement generation [20–22], fast quantum
computation [23], and so on [24–28]. However, “shortening
the time always implies an energy cost” [6,9,14,29,30], and
one can usually find the intermediate states are populated
into a relatively high level by using STA for the goal of
accelerating [4–6]. In recent schemes for fast entanglement
generation based on STA in atomic systems [20–22], since
the intermediate states are excited, the negative effect caused
by dissipation does not decrease remarkably even though
the evolution time is significantly shortened. There exists a
tradeoff between the total evolution time and the popula-
tions of excited states [29,30]. That is, directly shortening
the evolution time seems unable to restrain the negative
effect caused by dissipation in atomic systems for quantum
entanglement generation.

On the other hand, rather than considering dissipation as
a detrimental effect, recent studies have changed the view
for dissipation due to the fact that the environment can be
used as a resource for quantum computation and entanglement
generation [31–37]. Currently, there are several representative
schemes creating steady entanglement of high quality by
dissipation [38–56]. For instance, two groups independently
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proposed theoretical schemes to prepare high-fidelity steady-
state entanglement between a pair of Rydberg atoms with
dissipative Rydberg pumping [49,50]. In 2011, Krauter et al.
experimentally realized a steady-state entanglement of two
macroscopic objects by dissipation [46]. In general, by us-
ing dissipation dynamics to generate atomic entanglement
in cavity QED systems, the fidelity F of the target state is
in a relationship (1 − F ) ∝ C−1 with the cooperativity C =
g2/(γ κ) [31], where g is the atom-cavity coupling strength,
γ is the atomic decay rate, and κ is the cavity decay rate.
A large cooperativity is always necessary in order to obtain
a high-fidelity entanglement. However, a large cooperativity
leads to a very long convergence time (total evolution time)
that is also unwelcome [31,45,57]. It would be a serious issue
to realize large-scale integrated computation if taking too long
for entanglement generation. We are thus guided to ask, is it
possible to accelerate the slow dissipation dynamics without
losing its advantages?

The idea of combining advantages of resonant pulses and
adiabatic techniques in STA inspires us that combining ad-
vantages of dissipation dynamics and another (fast) dynamics
may be a good idea to solve the problem. Therefore, in
this paper, we combine dissipation dynamics with coherent
unitary dynamics and propose a promising scheme for an
accelerated and dissipation-based entanglement generation.
We add target-state-related additional coherent control (ACC)
fields into the dissipation process. The intensities of the ACC
fields are designed to decrease with the increasing of fidelity
for the target state. To realize such an idea, we use Lyapunov
control which may have the ability to shorten the convergence
time of an open system as pointed out by Yi et al. in Ref. [63].
Lyapunov control is a form of local optimal control with
numerous variants [58–63] and has been used to manipulate
open quantum systems [63–66]. In this case, the evolution of
the system can be understood as two stages.

(i) The first stage is mainly governed by the ACC fields. The
evolution in this stage is nearly unitary so that the system can
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be rapidly driven to the target state with fidelity about 90%. In
this stage, the target state is not a steady state of the system.

(ii) The second stage is mainly governed by the dissipation
dynamics. When the fidelity for the target state is ∼90%,
the intensities of the ACC fields become very small and
their effects on the dynamics can be ignored. The dissipation
dynamics thus governs the system to converge to the target state
with fidelity increasing from ∼90 to ∼100%. In this stage, the
target state is the unique steady state of the system.

Since the evolution is accelerated in the first stage, the
total evolution time required in the current scheme is much
shorter than that in a general dissipation-based scheme. This
idea is verified by an atom-cavity system via quantum Zeno
dynamics [67] and the Rydberg antiblockade in this paper.
Regarding two typical dissipation sources in a cavity QED
system, we make use of atomic decay but avoid the effect of
cavity decay based on quantum Zeno dynamics. The Rydberg
antiblockade as shown theoretically in Refs. [51–53] can
accelerate the convergence rate of stationary entanglement,
since the strength of antiblockade interaction is much larger
than the Rabi frequency of the microwave field. The ACC
fields are chosen as the easily realized classical drivings. Their
intensities are designed as functions of the system’s evolution
speed v (the time derivative of fidelity). For t → tf (tf is
the final time), the system gradually becomes stable, i.e.,
v|t→tf → 0, that guarantees the ACC fields vanish gradually
along with the increasing of time. Hence, a fidelity ∼95% of
steady-state entanglement is available even with evolution time
tf = 250/g.

The paper is organized as follows. In Sec. II, we guarantee
a unique entangled steady state is existent by using quantum
Zeno dynamics and the Rydberg antiblockade. In Sec. III, we
define the evolution speed for the system and show how to
accelerate the dissipation dynamics. In Sec. IV, we give the
analysis and discussion on the accelerated dynamics. In Sec. V,
we verify the robustness of the scheme against stochastic
parameter fluctuations that generally exist in the driving fields.
Conclusions are given in Sec. VI.

II. STEADY GROUND-STATE ENTANGLEMENT
OF TWO ATOMS

We consider a system consisting of two N -type four level
Rydberg atoms (marked as atom A and atom B), and the
relevant configuration of the atomic level is illustrated in
Fig. 1(a). We first consider that �A,(B) = �A,(B) = 0, and the
system is thus the same as that in Ref. [51]. In the regime
of the Rydberg antiblockade, Urr ∼ 2� � �A,(B), and the
Hamiltonian [51] for the current system reads

H0 =Hr + Hac,

Hac =
∑

n=A,B

gn|p〉n〈g|a + H.c.,

Hr ≈
∑

n=A,B

(�n|e〉n〈p| + ωn|g〉n〈e|) + λ|ee〉〈rr| + H.c.,

(1)

where Urr is the Rydberg-mediated interaction [68–73] and
λ = 2�2/� (�A = �B = �) is given according to the second-

FIG. 1. (a) Schematic view of atomic-level configuration. The
atomic transition |g〉A,(B) ↔ |p〉A,(B) is coupled to a quantized cavity
field with coupling strength g and the transition |e〉A,(B) ↔ |p〉A,(B) is
driven by two optical pumping lasers with Rabi frequency �A,(B)

and �A,(B). In addition, two microwave fields of Rabi frequency
ωA,(B) and �A,(B) are introduced to cause transition between ground
states |g〉A,(B) and |e〉A,(B), and an extra pumping laser field with Rabi
frequency �A,(B) drives the atom to the high-lying excited Rydberg
state |r〉A,(B) from state |e〉A,(B) by detuning −�. �A,(B) and �A,(B) are
the Rabi frequencies for ACC fields given according to the Lyapunov
control. (b) The effective transitions for the two-atom system. The
whole system works well in the so-called Zeno Z0 subspace of zero
occupation for the cavity mode due to the quantum Zeno dynamics.
With the effective driving fields and decays, ultimately, the system
will be stabilized into the state |S〉. The ACC fields mainly accelerate
the transitions |gg〉 → |T 〉 → |φ0〉 → |S〉 and |gg〉 → |S〉 to shorten
the evolution time.

order perturbation theory [74]. The dynamics of the system
in this case is modeled by the Lindblad-Markovian master
equation [75] as

ρ̇ = − i[H0,ρ] + Lρ,

Lρ =
∑

k

LkρL
†
k − 1

2 (L†
kLkρ + ρL

†
kLk), (2)

where the overdot denotes the time derivative and the Lindblad
operators are

Ln,1 =
√

γ /2|g〉n〈p|, Ln,2 =
√

γ /2|e〉n〈p|,
(3)

Ln,3 =
√

|e〉n〈r|, L4 = √
κa (n = A,B).

L4 denotes the cavity decay with decay rate κ .
Then, similar to Ref. [51], by applying quantum Zeno

dynamics (see the Appendix for details) under the strong-
coupling limit �A,(B),ω � g, the effective Hamiltonian takes
the following concise form [51]:

Heff ��|T 〉〈φ0| +
√

2ω|T 〉(〈gg| + 〈ee|) ⊗ |0〉c〈0|
+ λ|ee〉〈rr| ⊗ |0〉c〈0|, (4)

where � = �B = −�A, |φ0〉 = (|pg〉 − |gp〉) ⊗ |0〉c/
√

2,
and |T 〉 = (|eg〉 + |ge〉) ⊗ |0〉c/

√
2. For the sake of simpli-

fication, we choose gA = gB = g and ωA = ωB = ω in ob-
taining the effective Hamiltonian. The corresponding effective
Lindblad operators in the Zeno Z0 subspace are [51]

Le
1 =

√
γ

4
|S〉〈φ0|, Le

2 =
√

γ

4
|T 〉〈φ0|,

(5)

Le
3 =

√
γ

2
|gg〉 ⊗ |0〉c〈φ0|,
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FIG. 2. Time evolutions of different schemes when decays are considered and the initial state is |eg〉 ⊗ |0〉c. (a) Based on a dissipation-based
scheme with the Hamiltonian in Eq. (1). Parameters are � = 0.07g, ω = 0.02g, � = 5g, and � = 100g. (b) Based on a STIRAP scheme with
the Hamiltonian in Eq. (7). Parameters are chosen as to = 20/g, tc = 35/g, and �adi

0 = 0.15g. (c) Based on a speed-up scheme by adding ACC
fields with μ1 = 0.3g into the dissipative system. Parameters are the same as Fig. 2(a). (d) Comparison between dissipation-based schemes with
and without ACC fields. The red dotted, green dashed, and black dot-dashed curves represent the fidelities vs C of a traditional dissipation-based
scheme with parameters the same as Fig. 2(a). The blue-solid curve represents the fidelity vs C when ACC Hamiltonian H1 is applied into the
system with intensity-dependent coefficient μ1 = 0.3g. We assume γ = κ in plotting Fig. 2(d).

where |S〉 = (|eg〉 − |ge〉) ⊗ |0〉c/
√

2, Here the spontaneous
emission of the Rydberg state is neglected according to the
realistic situation that  � γ . Clearly from Eqs. (4) and (5),
we find a steady state |S〉 for the effective system on account
of Heff(Le

k)|S〉 = 0 and (Le
k)†|S〉 �= 0 (k = 1,2,3). Thus, for an

arbitrary initial state, it will be finally converged into the steady
state |S〉 by the process of pumping and decaying as shown in
Fig. 1(b).

III. THE EVOLUTION SPEED AND THE PRINCIPLE
OF ACCELERATION

The last section presents a method to generate an entangled
steady state |S〉by dissipation. However, the generation process
is usually unsatisfactorily slow. We define the fidelity for the
target state |S〉 as F = 〈S|ρ|S〉. The instantaneous speed of the
evolution can be thus defined as

v = ∂tF = 〈S|ρ̇|S〉 = γ

4
〈φ0|ρ|φ0〉, (6)

which depends on the spontaneous emission rate γ and the
instantaneous population for the effective excited state |φ0〉.
The spontaneous emission rate and the population for |φ0〉
are, however, both small in the dissipation system when a
high fidelity is required [31]. As we know, the fidelity of a
dissipation-based scheme is usually proportional to the cooper-
ativity C according to the relationship 1 − F ∝ C−1 [31]. The
cooperativity C, however, is inversely proportional to decay
rates. Hence, in order to obtain a high-fidelity entanglement

generation, small decay rates γ and κ are necessary for a
dissipation-based scheme, which lead to a long convergence
time [51] [see Fig. 2(a)]. Figure 2(a) shows the fidelity versus
time with different decay rates. Obviously from the figure,
the time required to stabilize the system into the target state
|S〉 increases with the decreasing of the cooperativity C. For
example, for C = 100 corresponding to γ = κ = 0.1g, the
convergence time is about tf = 1100/g, while for C = 8.33
corresponding to γ = 0.3g and κ = 0.4g the convergence
time is about tf = 800/g. However, the evolution is still slow
in comparison with a stimulated Raman adiabatic passage
(STIRAP) scheme as shown in Fig. 2(b), which is displayed
based on an interaction Hamiltonian

H adi =
∑

n=A,B

�adi
n (t)|P 〉n〈e| + gn|P 〉n〈g| + H.c., (7)

describing a system with two neutral �-type atoms trapped in
a cavity. The time-dependent Rabi frequencies are (see Fig. 3)

�adi
A = 1√

2
�adi

0 exp
[ − (t − to − tf /2)2/t2

c

]
,

�adi
B = 1√

2
�adi

0 exp
[ − (t − to − tf /2)2/t2

c

]
+ �adi

0 exp
[ − (t + to − tf /2)2/t2

c

]
. (8)

According to the result of comparison between Figs. 2(a) and
2(b), it is hard to say a dissipation-based scheme is better than
a STIRAP one (even with a relatively small cooperativity C).
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FIG. 3. Rabi frequencies in Eq. (8) of the STIRAP scheme.
Parameters are chosen as to = 20/g, tc = 35/g, and �adi

0 = 0.15g.

When C = 8.33, the fidelity of a STIRAP scheme is about
89%, which is only a little lower than the fidelity of 90% of
a dissipation-based scheme. However, the time required in a
STIRAP scheme, i.e., 200/g, is much shorter than that of about
700/g in a dissipation-based scheme. Therefore, to make sense
of a dissipation-based scheme in practice, it is of significance
to shorten the time required to stabilize a dissipative system.

We know that the fastest way to drive a quantum system to
the target state is using coherent unitary dynamics. Therefore,
to accelerate the slow dissipation process for entanglement
generation, we add some ACC fields to the system. The ACC
fields should be easily realized in practice. For the current
system, the ACC Hamiltonians can be chosen as

H1 = μ1|e〉A〈p| + H.c., H2 = μ2|e〉B〈p| + H.c.,
(9)

H3 = μ3|g〉A〈e| + H.c., H4 = μ4|g〉B〈e| + H.c.,

where μm (m = 1,2,3,4) are usually time-independent coef-
ficients used to control the intensities of the ACC fields. The
dynamics of the effective system after adding the ACC fields
is governed by

ρ̇ = − i[Heff + Ha,ρ] + Lρ,
(10)

Lρ =
∑

k

Le
kρ

(
Le

k

)† − 1

2

[(
Le

k

)†
Le

kρ + ρ
(
Le

k

)†
Le

k

]
,

with Ha = ∑
m fm(t)Hm. Here, the control functions fm(t) can

be regarded as the Rabi frequencies for the ACC fields. In this
case, the instantaneous speed of the system becomes

va =〈S|ρ̇|S〉
=γ

4
〈φ0|ρ|φ0〉 − i〈S|[Ha,ρ]|S〉

=γ

4
〈φ0|ρ|φ0〉 − i

∑
m

[fm(t)〈S|[Hm,ρ]|S〉]. (11)

Obviously, in order to improve the evolution speed, the second
term in the last line of Eq. (11) should be ensured positive.
For this goal, according to Lyapunov control [59], the control
functions can be chosen as

fm(t) = −i〈S|[Hm,ρ]|S〉, (12)

which are target-state-dependent functions. Beware that
〈S|[Hm,ρ]|S〉 are purely imaginary numbers; there is a negative
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FIG. 4. The fidelities of singlet state |S〉 with and without adding
ACC fields. (a) The initial state [see Eq. (14)] is chosen with o = 1 and
intensity-dependent coefficients are μ1 = 0.3g for the blue-dashed
curve and μ3 = 0.2g for the red-dotted curve. (b) The initial state
[see Eq. (14)] is chosen with o = 0.02 and intensity-dependent co-
efficients are μ1 = 0.3g and μ3 = 0.2g. Parameters are � = 0.07g,
ω = 0.02g, � = 5g, and � = 100g. The decay rates are γ = 0.1g,
κ = 0, and  = 0.001g.

sign in Eq. (12). The control functions mainly dependent on
the definition of fidelity for the target state, when the definition
is changed, will be accordingly changed. For example, when
the fidelity is defined as F = Tr[

√
ρ

s
ρ
√

ρ
s
], the expression

for control functions becomes

fm(t) = Tr[
√

ρs(−i[Hm,ρ])
√

ρs], (13)

where ρs = |S〉〈S|.
The principle to accelerate the evolution by adding ACC

fields can be in fact understood as follows. The Hamiltonian
H0 is just used to guarantee that |S〉 is a steady state according
to Eqs. (4) and (5), while, by adding the ACC fields, it is easy to
find (H0 + Ha)|S〉 �= 0 (for ρ �= ρs corresponding to t < tf ),
which means |S〉 is actually not a steady state when t < tf .
For t → tf , according to Eq. (12), we have fm(tf ) = 0 since
ρ|t=tf → ρs . Thus, Ha = 0, so that |S〉 becomes the unique
steady state when t → tf . That is, when t < tf , the coherent
fields and dissipation work together to drive the system to state
|S〉, while when t → tf the ACC fields vanish and the system
becomes steady. It can also be understood as that, in the current
scheme, |S〉 is not a steady state until the population of the
whole system is totally transferred to it.

By adding a suitable ACC field, such as Ha = f1(t)H1 =
f1(t)μ1|e〉A〈p| + H.c., the fidelity versus time of the speed-up
scheme is plotted in Fig. 4(c). Shown in the figure, in the speed-
up scheme, the time required to stabilize the system seems
independent to the decay rates. For an arbitrary cooperativity
C, an evolution time 700/g seems enough to stabilize the
system when a suitable ACC field is applied. To show this in
more detail, we plot F versus C in Fig. 2(d). We can find, for
a relatively large cooperativity, i.e., C = 500, for the scheme
in Ref. [51], an evolution time tf = 5000/g is still not enough
to stabilize the system, but an evolution time tf = 700/g is
enough for the current speed-up scheme. Taking a comparison
between Figs. 2(b) and 2(c), the time required in the current
speed-up scheme is only about three times longer than that in a
STIRAP scheme, while the fidelity of the speed-up scheme can
be higher than that of a STIRAP scheme. Therefore, the current
speed-up scheme can be an alternative choice in practice.
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FIG. 5. The control functions given according to Eq. (12) for
the accelerated dynamics with different initial states. The blue solid
curves correspond to the situation that only ACC Hamiltonian H1

is added and the red dotted curves correspond to the situation that
only H3 is added. (a) The initial state is chosen with o = 1 and
the intensity-dependent coefficients are μ1 = 0.3g for the blue-solid
curve and μ3 = 0.2g for the red-dotted curve. (b) The initial state
is chosen with o = 0.02 and the intensity-dependent coefficients are
μ1 = 0.3g for the blue-solid curve and μ3 = 0.2g for the blue-solid
curve. Parameters are � = 0.07g, ω = 0.02g, � = 5g, and � =
100g. The decay rates are γ = 0.1g, κ = 0, and  = 0.001g.

IV. ANALYSIS AND DISCUSSION ON THE ACCELERATED
STEADY-STATE ENTANGLEMENT GENERATION

First of all, we would like to study how the four ACC
Hamiltonians behave in accelerating the entanglement gener-
ation. To ensure that the conditions for obtaining the effective
Hamiltonian in Eq. (4) are satisfied, we choose parameters � =
0.07g, ω = 0.02g, � = 5g, and � = 100g. In the following
analysis, the initial state for the system is assumed as

ρ0 = [o|eg〉〈eg| + (1 − o)|gg〉〈gg|] ⊗ |0〉c〈0|, (14)

where o is an undetermined coefficient. We independently
display the fidelity of the singlet state |S〉 versus time in
Fig. 4(a) when the ACC Hamiltonians H1 (see the blue dashed
curve) and H3 (see the red dotted curve) are added. The
effect of H2 (H4) on evolution is similar to H1 (H3) and
does not deserve a separate discussion. The initial state is
chosen as ρ0 = |eg〉〈eg| ⊗ |0〉c〈0| in Fig. 4(a). Shown in the
figure, by adding the ACC Hamiltonian H1, the entanglement
generation is significantly accelerated (gt = 250 is enough
for a fidelity � 95%), while, by adding H3, the evolution is
almost unchanged. That is, when the initial state is chosen
with o = 1, the ACC Hamiltonian H3 (H4) is unable to
accelerate the evolution. When we change the initial state
to ρ0 = 0.02|eg〉〈eg| ⊗ |0〉c〈0| + 0.98|eg〉〈eg| ⊗ |0〉c〈0| (the
following discussion shows that o = 0.02 is the best choice in
this case), the result becomes different [see Fig. 4(b)] in that H3

(H4) can accelerate the evolution while H1 (H2) cannot. This
result can be understood by Fig. 5, where the corresponding
control functions are plotted. Figures 5(a) and 5(b) are plotted
with initial conditions o = 1 and 0.02, respectively. In Fig. 5,
the blue solid curves represent the control function f1(t) versus
time under different conditions, and the red dotted curves
represent f3(t) versus time. As we can find, the red dotted
curve in Fig. 5(a) and the blue solid curve in Fig. 5(b) are close
to the zero line, which means the corresponding ACC fields are
too weak to accelerate the dynamics. The blue solid curve in
Fig. 5(a) and the red dotted curve in Fig. 5(b) vanish gradually
in an oscillating way along with the increasing of time. This
verifies the ACC fields vanish after a certain evolution time
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FIG. 6. The fidelity of singlet state |S〉 is plotted as a function of o,
where o is given according to the initial state ρ0 = [o|eg〉〈eg| + (1 −
o)|gg〉〈gg|] ⊗ |0〉c〈0| (o ∈ [0,1]). (a) The ACC field is f1(t)H1 with
μ1 = 0.3g. (b) The ACC field is f3(t)H3 with μ3 = 0.2g. Parameters
are � = 0.07g, ω = 0.02g, � = 5g, and � = 100g. The decay rates
are γ = 0.1g, κ = 0, and  = 0.001g.

so that the final stability of the system is guaranteed. The
comparison between Figs. 5(a) and 5(b) shows us that H1

is a better choice than H3 to be chosen for the accelerated
dynamics because the shape of f1(t) in Fig. 5(a) is easier to
realize than that of f3(t) in Fig. 5(b). Moreover, it can be found
from Fig. 4 that the choice of ACC Hamiltonian depends on
the initial state. This point also can be demonstrated by Fig. 6,
that shows the relationship between the fidelity and the initial
state. According to Fig. 6, for the ACC Hamiltonian H1, the
evolution is accelerated more remarkably when o is closer to
1, while for H3 the best choice is o → 0.02. Additionally, the
comparison between Figs. 4(a) and 4(b) [or Figs. 6(a) and 6(b)]
also demonstrates that the ACC Hamiltonian H1 (H2) behaves
better than H3 (H4) in accelerating the evolution.

The combined effect of ACC Hamiltonians H1 and H2

on the accelerated dynamics [see Fig. 7(a)] shows the ac-
celeration effect cannot be improved by simply adding more
same-type ACC fields or increasing the pulse intensity. The
combined effect of different-type ACC Hamiltonians, i.e., H1

and H3, is given in Fig. 7(b). As compared to Fig. 7(a),
adding different-type ACC Hamiltonians simultaneously has
the ability to slightly improve the fidelity, i.e., F � 99% when
μ1 ≈ 0.3g and μ3 ≈ 0.1g. That is, a high-fidelity steady-state
entanglement generation is achievable by suitably choosing
ACC fields with suitable intensities. However, the operation
complexity may increase when adding more ACC fields. So,
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FIG. 7. The combined effect of different ACC Hamiltonians on
the accelerated dynamics. (a) The fidelity of state |S〉 at the time
t = 500/g vs ACC fields’ intensities μ1 and μ2. (b) The fidelity of
state |S〉 at the time t = 500/g vs ACC fields’ intensities μ1 and μ3.
Parameters are � = 0.07g, ω = 0.02g, � = 5g, and � = 100g. The
decay rates are γ = 0.1g, κ = 0, and  = 0.001g.
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FIG. 8. The purity P (t) = Tr[ρ2] is plotted as a function of time
with initial state |eg〉 ⊗ |0〉c. The black solid and blue dashed curves
denote the purities for the general dissipation dynamics and the current
accelerated dynamics, respectively. The initial state is |eg〉 ⊗ |0〉c

and parameters are � = 0.07g, ω = 0.02g, � = 5g, � = 100g, and
μ1 = 0.3g. The decay rates are γ = 0.1g, κ = 0, and  = 0.001g.

for convenience, in the following, we focus on analyzing the
accelerated entanglement generation by adding the single ACC
Hamiltonian H1.

We define the purity of a quantum system as P (t) = Tr[ρ2].
The time evolutions of purities for the system with and without
the ACC Hamiltonian H1 are plotted in Fig. 8. We can find
from the figure that the ACC Hamiltonian H1 in fact protects
the system from dissipation for a certain period of time, so that
the starting point for convergence process is higher than that
in a system without ACC Hamiltonians [the lowest purities
in Figs. 8(a) and 8(b) are about 0.96 and 0.55, respectively].
Hence, the convergence time is shortened. In Figs. 9(a) and
9(b), we display the fidelities of state |S〉 versus � and
ω, respectively. The result shows the ACC Hamiltonian H1

behaves the best in accelerating the entanglement generation
when the Zeno requirement is just satisfied: � ∼ 0.1g and
ω ∼ 0.05g. Although the Zeno requirement is fulfilled better
with smaller � and ω, the evolution time is unacceptable long.
The reason can be understood by the fact that when the Rabi
frequency � is too small the system is slowly excited to the
effective excited state |φ0〉. As shown in the effective transitions
of the system [see Fig. 1(b)], a certain population for the
effective excited state |φ0〉 is necessary for the convergence
process, and the convergence time will be long if it is too slow
to excite the system to |φ0〉.

For the current available parameters in the cavity QED
with Rydberg-blocked atoms [76–78], the strength coupling
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FIG. 9. The choice of optimal parameters � and ω for the
accelerated dynamics. (a) The fidelity vs � and gt . (b) The fidelity vs
ω and gt . The initial state is |eg〉 ⊗ |0〉c and parameters are � = 5g,
� = 100g, and μ1 = 0.3g. The decay rates are γ = 0.1g, κ = 0, and
 = 0.001g.

the transition between atomic ground level 5S1/2 and the optical
level 5P3/2 of the 87Rb atom to the quantized cavity mode is
g/2π = 55 MHz, the decay rate of the intermediate state |p〉 is
γ /2π = 3 MHz, the decay rate of the cavity mode is κ/2π = 1
MHz, and the spontaneous emission rate for the Rydberg state
95d5/2 of the 87Rb atom is 0.03 MHz. By modulating the
Rabi frequencies, detuning parameter, and Rydberg interaction
strength satisfying � = 0.07g, ω = 0.02g, and λ = 0.5g, the
time required to generate a high-fidelity (� 98%) steady-state
entanglement is only about 1.5 μs (tf ∼ 500/g and g = 55 ×
2π MHz).

V. ROBUSTNESS AGAINST STOCHASTIC
PARAMETER FLUCTUATIONS

Figure 9 in fact indirectly demonstrates that the current
accelerated scheme is robust against the systematic errors.
The systematic errors are caused by fixed fluctuations on the
parameters. For example, the fluctuation of Rabi frequency �

can be assumed as a fixed value δ� = �′ − �with�′ being the
real value in experiment. As shown in Fig. 9, when � ∼ 0.07g

and ω ∼ 0.02g, the fidelity keeps almost unchanged with the
slight changes of � and ω. That is, the system is robust
against systematic errors. Therefore, in this section, we focus
on analyzing the influence of a stochastic kind of noise on the
fidelity. Assume that the Hamiltonian H0 is perturbed by some
stochastic part ηHs describing amplitude noise. A stochastic
Schrödinger equation in a close system (in the Stratonovich
sense) is then ψ̇(t) = [H0 + ηHsξ (t)]ψ(t), where ξ (t) = ∂tWt

is heuristically the time derivative of the Brownian motion
Wt . ξ (t) satisfies 〈ξ (t)〉 = 0 and 〈ξ (t)ξ (t ′)〉 = δ(t − t ′) because
the noise should have zero mean and the noise at differ-
ent times should be uncorrelated. Then, we define ρξ (t) =
|ψξ (t)〉〈ψξ (t)|, and the dynamical equation without dissipation
terms for ρξ is thus given as

ρ̇ξ = −i[H0,ρξ ] − iη[Hs,ξρξ ]. (15)

After averaging over the noise, Eq. (15) becomes

ρ̇ � −i[H0,ρ] − iη[Hs,〈ξρξ 〉], (16)

where ρ = 〈ρξ 〉 [79]. According to Novikov’s theorem in case
of white noise, we have 〈ξρξ 〉 = 1

2 〈 δρξ

δξ (t ′) 〉|t ′=t = − iη

2 [Hs,ρ].
Thus, when both the noise and the dissipation are taken into
account, the system evolution is governed by

ρ̇ = − i[H0,ρ] + Lρ + Nρ, (17)

where Nρ = −η2[Hs,[Hs,ρ]]/2. Adding the ACC Hamilto-
nians, Eq. (17) becomes

ρ̇ = − i[H0 + Ha,ρ] + Lρ + Nρ. (18)

We choose Ha = f1(t)H1 in the following analysis. Beware
that the control function f1(t) is given according to the master
equation in Eq. (10) without the noise terms.

For the current scheme, we consider the amplitude noises
exist in

Hs1 = �|p〉A〈e| + H.c.,

Hs2 = ω|g〉A〈e| + H.c., (19)

Hs3 = Urr |rr〉〈rr|,
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FIG. 10. The robustness of the accelerated dynamics against
stochastic parameter fluctuations when tf = 700/g. (a) The fidelity
vs η1 and η2 denoting the amplitude noise intensities of � and ω,
respectively. (b) The fidelity vs η1 and η3 denoting the amplitude noise
intensities of � and Urr , respectively. The initial state is |eg〉 ⊗ |0〉c

and parameters are � = 0.07g, ω = 0.02g, � = 5g, � = 100g, and
μ1 = 0.3g. The decay rates are γ = 0.1g, κ = 0, and  = 0.001g.

with intensities η2
1, η2

2, and η2
3, respectively. The last line in

Eq. (19) is considered because it is difficult to accurately
adjust the distance between two Rydberg atoms in exper-
iment. In Fig. 10, we simulate the steady-state fidelity as
a function of η1,(2,3) to analyze the influence of amplitude
noises. Fortunately, the current scheme is robust against the
amplitude noises caused by the microwave field and the
Rydberg-mediated interaction, and the scheme permits η2,(3) ∈
[−5%,5%] so as to preserve the fidelity almost unchanged. For
error Hamiltonian Hs1, the negative effect of amplitude noise
on the fidelity is also very small: only 1% deviation is caused
even when the noise intensities are η1 = η2 = η3 = 0.05. That
is, the accelerated scheme is demonstrated to be robust against
amplitude-noise errors.

VI. CONCLUSION

In conclusion, we have proposed a scheme based on
Lyapunov control to accelerate the generation of steady-state
entanglement in a cavity QED system with Rydberg atoms.
The ACC fields in fact protect the system from dissipation in
a certain time. Thus an imperfect unitary evolution is allowed
for the system to rapidly reach the target steady state with
fidelity about 90% in the first evolution stage. Then, in the
second evolution stage, the ACC fields gradually vanish and the
dissipation dynamics occupies a leading position to converge
the system to target steady state (from fidelity ∼90 to ∼100%).
Numerical simulation demonstrates that the time required
for entanglement generation with fidelity � 95% has been
shortened by about six times as compared to that for a scheme
without ACC fields. Moreover, the accelerated scheme is robust
against noise errors as demonstrated by numerical simulation.
As a result, the current scheme combining the advantages of
coherent unitary dynamics and dissipation dynamics allows for
significant improvement in quantum entanglement generation.

Therefore, we hope that the current paper may open venues
for the experimental realization of entanglement in the near
future.
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APPENDIX: QUANTUM ZENO DYNAMICS

The quantum Zeno effect, which has been tested in many
experiments, is the inhibition of transitions between quantum
states by frequent measurements [80–83]. It shows that a
system can actually evolve away from its initial state while it
still remains in the so-called Zeno subspace determined by the
measurement when frequently projected onto a multidimen-
sional subspace. This was called “quantum Zeno dynamics”
(QZD) by Facchi and Pascazio in 2002 [67]. In fact, QZD can
be achieved via continuous coupling between the system and
an external system instead of discontinuous measurements.
Here, we give an elementary introduction to this kind of
QZD. A generic Hamiltonian of a dynamical evolution can be
written as

H = Hc + KHp, (A1)

where Hc is the Hamiltonian of the quantum system, Hp is an
interaction Hamiltonian caricaturing the continuous measure-
ment, and K is the coupling constant. In the strong-coupling
limit, K → ∞, the subsystem of interest is dominated by the
evolution operator

U0(t) = lim
K→∞

exp (iKHpt)U (t)

= exp

(
−it

∑
n

PnHcPn

)
, (A2)

where Pn is the projector onto the space of eigenstates of
Hp with eigenvalues ζn, i.e., Hp = ∑

n ζnPn. Thus, the whole
system is governed by the limiting evolution operator

U (t) = exp(−iKHpt)U0(t)

= exp

[
−it

∑
n

(KζnPn + PnHcPn)

]
. (A3)

The effective Hamiltonian (also known as the “Zeno Hamilto-
nian”) for the system is accordingly given as

HZ =
∑

n

(KζnPn + PnHcPn). (A4)

In the current scheme, we consider Hac as KHp and Hr as Hc,
and the strong-coupling limit K → ∞ corresponds to g � �.
According to Eq. (A4) and Ref. [51], the effective Hamiltonian
in Eq. (4) can be obtained.
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