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We propose and investigate a method of error detection and noise correction for bosonic linear networks using
a method of unitary averaging. The proposed error averaging does not rely on ancillary photons or control and
feedforward correction circuits, remaining entirely passive in its operation. We construct a general mathematical
framework for this technique and then give a series of proof of principle examples including numerical analysis.
Two methods for the construction of averaging are then compared to determine the most effective manner of
implementation and probe the related error thresholds. Finally we discuss some of the potential uses of this scheme.
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I. INTRODUCTION

The evolution of a multimode bosonic quantum state in a
linear network can be simply described by a linear set of equa-
tions relating input and output bosonic modes. These types of
interactions are of interest as they are simple to arrange for most
experiments involving electromagnetism but nevertheless are
useful and have interesting quantum information applications.

Linear networks are not universal for quantum information
processing on their own. However, they can be made universal
using postselection and feedforward methods with a polyno-
mial overhead in the number of photons [1-3]. More recently
they have been shown to deterministically generate quantum
statistics that cannot be efficiently computed using classical
computing resources alone (i.e., the Boson-Sampling problem)
[4]. They also form the basis for optical quantum walks, for
which numerous applications have been described, and have
been subject to widespread experimental demonstration [5-9].

Linear networks for quantum optics experiments have
traditionally been implemented using bulk optical devices [3].
However, efforts to build integrated optical circuits have meant
that the size of the networks has the potential to be made orders
of magnitude smaller and consequently there is a great potential
for their complexity to increase [10].

In theoretical proposals for optical quantum information
tasks using linear networks, it is often assumed that it is
possible to configure an arbitrary linear network rapidly and
with high precision. This paper considers the second of
these requirements by studying the effects of imprecision in
configuring linear networks.
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The model we consider assumes that large linear networks
can be configured arbitrarily but with some additional noise.
This may be due to experimental imprecision of defining linear
network parameters which shot by shot results in fluctuations
of the parameters around their mean values. We wish to
concentrate on the effects due to linear network errors, so we
assume ideal generation of Fock basis states and the ability to
make ideal Fock basis detections. Furthermore, we also assume
that the networks have no loss at any stage, whether in the
injection of states, the outcoupling to detection devices, or the
network itself.

We show that by redundantly encoding the network matrix
describing a desired linear network, it is possible to generate
an effect which tends towards the target network matrix when
averaging over the redundant encoding. The averaging effect
occurs in a nondeterministic manner and hence the transfor-
mation acts as a filter where noise is directed into outputs
which are then postselected away (see Fig. 1). The central-
limit theorem applies to the individual matrix elements of the
averaged transformation and hence their variance decreases
as % The form of the average matrix and the distribution of
the transformations on a finite number of averages depend on
the details of the noise applied to the network encoding. The
results presented in this paper analyze these details, showing
conditions in which this technique may be of utility.

The next section introduces the averaging scheme and some
mathematical details that apply in the most general case.
Section III includes numerous proof of principle examples
which serve to highlight the effects of error averaging with a
focus on the behavior of the probability of success. Section IV
studies two different ways of redundantly encoding a single-
mode phase shift and the effects of the different encodings
on the resultant error and probability of success. We then
numerically analyze the averaging method for a four-mode
operation in Sec. V. We discuss some of the consequence
of these results as well as future directions in Sec. VI and
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N=1 (No Correction) N=8 Without Postselection N=8 With Postselection

FIG. 1. Comparison of output probability distributions with and
without error averaging. Here N corresponds to the number of redun-
dant copies of the unitary being employed. The eftect postselection has
on the output distribution can be seen. The blue solid bars represent the
probability of observing the photon in the correct output mode, green
thin-striped bars correspond to observing the photon in the incorrect
output mode, and the red thick-striped bar corresponds to observing
the photon in any of the error detection modes. The probabilities are
based on a single photon in a Mach-Zehnder interferometer with an
individual phase shifter variance v = 0.5 rad”.

draw comparisons between error averaging and standard error
correction in Sec. VII before summarizing in Sec. VIIL

II. GENERAL UNITARY ERROR AVERAGING

Here we are concerned with the case of bosonic linear
scattering networks. These are evolutions of a multimode
bosonic field where the Heisenberg equations of motion for
the annihilation operators of each mode can be written as a
linear combination of all annihilation operators. That is, if Uy
is a unitary operation on an m-mode system, then

Z/{UCZ,'Z/{Jr =ZU,-jaj, (1)

J

where, to preserve commutation relationships, U must be a
unitary matrix. It is the network matrix U that we will focus
on.

The error model we are considering can then be stated using
this construction. We consider the matrix U to be randomly
selected from any distribution over unitary matrices. Though
this definition is quite broad, we are particularly interested
in nonuniform (or more precisely non-Haar) distributions
that describe a realization of constructing particular optical
elements. For example, one might consider a large number
of beam splitters which have, on average, a reflectivity of
50%. However, a randomly chosen beam splitter’s reflec-
tivity varies slightly from this average value in a way that
is specified by some probability distribution. Alternatively,
one could imagine an integrated optical circuit where the
inputs have some small random fluctuations. Each time this
integrated circuit is utilized, the underlying parameters will
be different. The distributions of unitary matrices we initially
consider will be arbitrary, but later we will concentrate on the
case of distributions near the identity with small variances

and Gaussian profiles in the coefficients for the differential
generators of the unitary group.

This model is not a universal description of error processes
that could occur. In particular, errors such as loss, mode
mismatch, and nonlinearities are not included. It is possible
that there is some component of these processes that may be
reducible under our technique. However, it is also possible
that their effects be exacerbated. For this paper, we will focus
only on the errors in describing the unitary network matrix and
consider other error processes to be absent.

We will now describe the error-averaging technique. Con-
sider a linear network whose elements are those of a discrete
Fourier transform (DFT). That is, we have a Heisenberg-style
evolution between mode annihilation operators of the form

e
rk
aj, —> —Za) ajk, 2)
VN 3
where w = ¢~?"/N and zero indexing has been used, that is,

k = 0 corresponds to the first mode. The first subscript for the
annihilation operator denotes the input mode and the second
describes a quantity of redundancy N, which we explain
shortly.

We then act on the N copies of a target unitary U. By this we
mean that there is some variation between the copies, but the
intention is to implement the unitary U. This can be described
by the transformation

m—1

aj, = Y (U, 3)

=0

where N noisy copies of U are made, denoted here by
U,,U,, ..., Uy, where we assume an independent-error model
across the redundancies.
After this the DFT matrix is applied again. This results in
the overall transformation
m—1 N—1

1 o
ajr =~ D Wine" ™ Fay. €

1=0 k,k'=0

We consider the case where all redundant modes are initialized
in the vacuum state and postselect on the cases where no
photons are present in the output of the redundant modes.
This means that we only need to consider the parts of this
transformation expression where the second subscript of the
annihilation operator is zero. In this case we have

m—1 N—1 m—1
1
ajo = ;g(w«)z;az,o = ;(MN)ljal,O’ )

where My is a matrix defined by

1
My =~ Zk: Uy. (6)

This matrix is then the effective linear network matrix for
the postselected system. It includes information about the
probability of success and so in general it will be not unitary.
The remainder of this paper is directed towards analyzing the
scenarios that arise from the multitude of choices for U that
form the expression.
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FIG. 2. Redundant encoding using 50:50 beam splitters for N =
8. The boxes labeled U; can be single mode or multimode. In the
multimode case the encoding beam-splitter network is repeated for
each mode input and output. Output modes that are postselected on
the vacuum are not shown here. The inner red box shows an N =2
level encoding and the outer blue box shows N = 4. Further nesting
of this arrangement can achieve any N being a power of 2.

Using the DFT matrix for redundantly encoding and de-
coding has been used here to illustrate in a compact way the
generic approach. However, it is not necessary to perform these
operations in exactly this way. The encoding and decoding
will give the desired properties provided the transformation of
Eq. (5) is generated. Figure 2 shows how this encoding can be
realized using 50:50 beam splitters for eight redundant copies
of the system. This approach gives a method of encoding which
isrecursive and would allow the components implementing the
encoding to themselves be redundantly encoded. Given this,
although the encoding beam splitters are assumed perfect, this
requirement can potentially be relaxed. See Sec. V for more
detail.

For the main theorem of our work we consider a general
linear network described by a unitary network matrix U with
any dimensionality.

Theorem 1. Given N linear networks described by unitary
matrices {U;,U,, ...,Uy} that are random with independent
and identically distributed statistics such that for all i
1,...,N, (U;) = M, then the random variable

N
1
MN=N;Ui 7

is a matrix with mean value M and whose matrix elements
have variance scaling as O(1/N).

Proof. Our aim in the proof is to use the central-limit
theorem. Consider the matrix element r,s of M. This is a

random variable
| N
(My)ys =+ ;wnm. (8)

As the matrix elements (U;),s are constructed from unitary
matrices, their magnitude is bounded by 1. Given this finite
domain, the real and imaginary parts have maximum variance
and covariance of 1 (though these extremal values are not
simultaneously achievable). Given this bounded variance, we
can use the central-limit theorem to conclude that the matrix
element (My),, is a random variable with mean value M,;.
The variance of the real or imaginary part of (My),, is then
upper bounded by 1/N as per the central-limit theorem. W

Here we are explicitly taking the matrices U; to be unitary.
This fixes our error model to consist of random unitary errors.
Theorem 1 also holds for any set of independent, random,
and bound matrices U; which might allow this technique to
be effective for other types of errors. However, this will not
give protection against loss errors. The situation to have in
mind with regard to the systems considered in this paper are
reprogrammable linear optical devices which, due to thermal
noise or some other source of random noise, fail to exactly
reproduce the desired target unitary.

The question now is what forms the mean average matrix
M, as defined in Theorem 1, can take. First we consider the
trivial case where the unitary matrices are 1 x 1 dimensional.

Corollary 1. If each {Uy, ...,Uy} are 1 x 1 dimensional,
then M is a complex number with magnitude |M| < 1.

Proof. Write Uy, = e'%, where p(6) is the probability den-
sity function for each of the angles 6;. From Theorem 1 we
need to compute the mean value

M = i ¢ p(0)do. ©)

-7

This is exactly the characteristic function of p(0) evaluated
at 1. The characteristic function is complex valued and has a
bounded magnitude of 1, which is the desired result. |

By Corollary 1 it can be concluded that for the (1 x 1)-
dimensional case we can write M = c¢U, where 0 < ¢ < 1 and
U = ¢'% has magnitude 1.

Next consider higher-dimensional matrices whose distribu-
tion is generated by a single parameter. In this case, for any
Hermitian matrix 7', which can be thought of as an infinitesimal
generator from the u(n) Lie algebra, we have

M = /ef”p(e)de. (10)

We can make a change of variables in 6 so that the distribution
is changed to one that has mean zero

M= / T p(u + 0')d6’ (11)
=T / T 5(0")do/, (12)

where p(6) = p(u + 0) so that it has mean value zero. By
expanding the matrix exponential this expression can be
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written as

(G
M=Y" e p(6)do, (13)
n
which now relates to the moments of the underlying distribu-
tion in 8. Assuming p(6) is a Gaussian distribution with mean
zero and variance o2, then we can write

M = Z (iT!)n(n_ D™, (14)

where n!! = n(n — 2)(n —4) - - - is the double factorial. This
series can be written back in the form of a matrix exponential,
and by reintroducing the mean value we have

M = /T =@ /T, (15)

If T2 = I, which would be the case when choosing a Pauli
matrix for 7', then this expression would simplify to

M=Ue™“"?, (16)

where U is the unitary generated by the average parame-
ter for p(@). The decaying exponential for the magnitude
depends only on the variation in the distribution of 6.

J

In the full parameter case, provided the target unitary U
again commutes with all errors, a similar result can be found
as discussed in Corollary 2.

Corollary 2. If {Uy, ..., Uy} are random n-dimensional
unitaries such that Uy = U exp{i >, ay T;} with n? generators
T; that are all Hermitian and satisfy T,2 = I, the parameters
oy, distributed independently with probability density function
(PDF) p;(o;) which are all Gaussian with mean zero and small
(but possibly different) variances so that all U, approximately
commute with each other, then M = cU,where 0 < ¢ < 1 and
U is a unitary matrix.

Proof. We will extend the proof of Corollary 1 to the
n-dimensional case. From the independence of the distributed
parameters, we can write a PDF for all parameters as
play, ...,0,2) = pr(ay) X - -+ X pp(a,2). The approximate
mutual commutativity for this expansion means that

/ [Ollel,OlkmTm]Pl(Oll)Pm(Olm)dOlldam ~ 0 Vl’m,

a7)

that is to say, the o, 7; are all small with high probability. With
this we can write M as

b4 T
M = U/ / / exp :izalTl}pl(al)"'pnz(anz)daldaZ"'danz (18)
- - J—n ]

“U/ / / [ [explicTitpi(an) - pue(ee)dandes - - - dayye (19)
=T =T J—TT i

T

= U/ eXP{ialTl}Pl(al)ddlf

-7
~ —0PT?/2
1

where 0,2 is the variance of p; and the final approximation
is assuming the distribution is small so that the bounds of the
integration do not matter. Using the 7, = I requirement on the
generators, the final product of exponentials can be identified
with the value ¢ and we have the desired result. |

The requirement of 7} = I merely reflects a simplification
where the generators are built from the Pauli matrices, which
are the constructions we will focus on in this paper. If this is not
the case, then it is possible to identify the Hermitian operator
I e T2 a5 a state-dependent decay in the amplitude of the
operator.

Finding expressions for the matrix M outside of the situ-
ations just outlined is an open problem. In the most general
case, M is not proportional to a unitary matrix. Furthermore,
it is not guaranteed that M will satisfy the conditions for a
normal matrix and hence cannot be unitary diagonalized. So it
is unclear if in general this postselected regime has any con-
nection to unitary quantum evolution at all. Nevertheless, we
will begin to examine situations which approach this domain
through decompositions into single-parameter problems and
using numerical computations.

eXp{iOlsz}pz(C(z)dOlz L f

b4

eXp{iocnz n? }pn2 (ap2)day,: (20)

-7

21

III. IMPLEMENTATION

This section demonstrates how error averaging can be
implemented for various prototypical optical systems. These
examples also serve as a verification of the range of validity
of the assumption of approximately commuting errors. It
can also be noted that Eq. (7) can become the appropriate
transformation for duality quantum computing by allowing the
U; to be arbitrary [11].

Constructions for the redundant encoding using the DFT
implementation from the preceding section are useful mathe-
matically but may be inconvenient to implement in practice.
The transformation of Eq. (5) can also be achieved using an
array of beam splitters as shown in Fig. 2. This beam-splitter
array has the desirable property of being generated by a
recursive pattern. As shown by the bounding rectangles in
Fig. 2, the outer and inner layers share the same basic structure.

All linear networks can be generated by arranging networks
of beam splitters and phase shifts [12]. Carolan et al. [13]
have experimentally probed a linear network where all possible
networks can be generated using controllable phase shifts and
unvarying beam splitters. In their experimental implementation
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they demonstrated the ability to implement many quantum
logic gates and linear optical protocols with a high fidelity. Fol-
lowing this same methodology, one can generate controllable
beam splitters using a Mach-Zehnder (MZ) interferometer
consisting of a controllable phase shift in one arm and two
fixed 50:50 beam splitters.

Within this type of architecture, the controllable phase
shift is the key source of nonsystematic noise. Furthermore,
redundantly encoding phase shifts are well characterized by
the results presented above from Corollary 1. So we will focus
on phase-shift-induced errors for the analysis of this section
and the next. The model we will use assumes 50:50 beam
splitters which are fixed and phase shifts that vary and are the
source of all noise.

The noise in a controllable phase shift can be written as
€'+ where 6 is a real number representing the phase shift to
be applied and § is a zero-mean random variable representing
the error. For the identity operation 8 = 0. We will assume the
distribution for § to be Gaussian with variance v. For values of
v that are comparable to 72, the multivalued nature of phase
shifts becomes important; however, initially we will focus on
the limit where v < 2.

The remainder of this section considers the above imple-
mentation of a tunable beam splitter as a MZ interferometer
with the phase shift being error averaged. The error averaging
will be performed using the concatenated beam-splitter net-
work, hence N = 2", n € N, and all beam splitters used in this
system will be fixed and with a splitting ratio of 50:50. We
will analyze two key cases, the single-photon and two-photon
performance. The former involves the classical wave nature
of the probability distribution for a single photon. The latter
includes Hong-Ou-Mandel [14] -style quantum interference.

A. One-photon input

The one-photon network considered here is shown in Fig. 3
both without any correction [Fig. 3(a)] and for the N =2
case [Fig. 3(b)]. The input single-photon state is |¢) = a'|0).
After traversing the error-averaged network, the resulting
unnormalized output state conditional on all encoded modes
being vacuum is

LN R 1
— 1o —\1a
Wi=1173 szzle T3]l
L IR A R

—1— Bt — bt |10 22

HER TP 5 0), (22

which is consistent with Theorem 1. Here ; = 6 + §;, with 6
a constant and §; a random variable.

As linear networks conserve photon number and we have
postselected the cases where energy exits via the redundant
encoding modes, we know that the output state always contains
one and only one photon. The probability that the photon
is measured in a particular mode can therefore be equated
to the average photon number in that mode. Using this we
can calculate from the unnormalized state |y) the probability
of observing the photon in the @ and b modes without

IOY\[1)
e 6,

(@)

J0)\I1) 10)

11

-

a’
(b)

FIG. 3. Diagram of MZ-based tunable beam splitter: (a) uncor-
rected beam splitter implemented via a MZ interferometer and (b)
such a beam splitter corrected by redundantly encoding the phase
shift, here for N = 2; a and b label output modes and ¢ labels an
error detection mode. The input state shown is used for both one- and
two-photon calculations. The phase-shift elements are marked with
0; and are random variables.

postselection to be

v cos?(6/2)

ata ~ 2 _
(la'aly) ~ cos’(0/2) + 5

(23)

and

.2
PN . v vsin“(6/2)

b'b|y) ~ sin*(0/2) + — — ——
(w1b'DlYr) Sln(/)+4N 3
where we have taken a first-order expansion in the phase-shift
variance v. The probability of success is the sum of the
probabilities of the @ mode and » mode. This is

P(success) = (y|a'aly) + (| b'bly)  (25)
v v

~ 14+ N o (26)
In the large-N limit, this corresponds to the linear approxima-

tion of Eq. (16), where we can identify P(success) = c.
Without any noise, choosing 6 = 0 results in complete in-
terference and the input single-photon state will be transferred
to a single output. Any deviations from this are attributed to
nonideal interferometer performance. In this case the prob-
ability of observing the output in the correct mode without

postselection is

. (24

B (2N — 1)

4N @7)

(ylataly) ~ 1
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FIG. 4. Probability of a single photon being detected at the a
output port as shown in Fig. 3 as a function of the redundant
encoding size N = 2". Here the phase shifts are sampled from a
distribution with mean value 0 and variance v = 0.1 rad®. The blue
circular values give the probability of success and the square orange
values correspond to the probability of obtaining the correct result
conditional on the photon not exiting the added redundant encoding
modes, that is, with postselection. Equation (26) predicts an asymptote
of 0.95 without postselection and Eq. (28) predicts an asymptote of
1 with postselection. The asymptotic behavior is consistent with the
plotted data.

After postselection this becomes

WWGHM N
'P(success) 4N~

Figure 4 shows how these two quantities scale with N. In
particular, it can be seen that after postselection the likelihood
of the photon exiting the interferometer in the correct mode
can be made arbitrarily close to unity by increasing N. Also,
while the probability of success decreases for increasing N
it asymptotes to a constant value. This implies that as N
increases, even though the total quantity of errors added to
the system increases, the effects of the combined errors on the
interferometer is less. This result is also not dependent on the
value chosen for 6. Explicitly as the intended phase shift can

(28)

N N 1 1
ZZCOS(8j+5k) >+Z<m

N N N
x Z 62181 + el(al“r‘sm)
l =1 m#l

be factored out in Eq. (22) similarly to the result shown in
Eq. (16), the effects of errors and our error correction can be
considered separately from the transformation being applied.

B. Two-photon input

The single-photon interference effects in linear networks
can be explained using classical wave interference. Now
we will consider two-photon interference to demonstrate the
behavior of quantum interference when using the redundant
encoding. As such, here |1,1) is used as the input state.
Again, a diagram of the explicit setup with and without the
redundant encoding can be seen in Fig. 3. For two photons the
unnormalized output state for the @ and b modes is

1 N N
) = ZZ Rl IR
j=1 k=1

N N
ZZ i(8;46k)

j=1 k=
x (12,0) +10,2)), (29)

where we have chosen & = 0 when computing this state. This
is done, as above, to simplify the form of the equations and
does not change the effect of the redundant encoding on the
errors. Because of this choice, the action of the interferometer
on the input state should be the identity operation and hence
|1,1) is the desired output state. Note that we could have chosen
the input state to be |2,0), but this would not necessarily show
any new behavior, just the single-photon results independently
applied to the two input photons.

We can again write probabilities as expectation values of
occupation number. Using the form of Eq. (29), the ideal output
is achieved when

(wlatab'h |y) = 1. (30)
This expectation value for the state including the phase-shift

noise is

2

N N N
Ze—zia, + Z Ze—i(ajJrak)

J J=1k#j

1—v €1V
where the approximation is assuming v small. Postselection will increase this to
atabth
P(coincidence) = ——— Wia il M|1ﬁ> T
(ylatabtbly) + 0.5(y|atataaly) + 0.5(y |bTbibbIY)
v
~l——, 32
N (32)
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FIG. 5. Three methods of applying three phase shifts, each
marked in series: (a) three phase shifts with no error averaging, (b)
three phase shifts when averaging across the system, and (c) three
phase shifts when averaging across each phase shifter individually.
Averaging across the system will in general require far fewer encoding
resources.

where P (coincidence) is the probability the photons exit modes
a and b individually and the binomial approximation has been
used to keep only variance terms to first order. Finally, the
probability of success, which is the probability no photons exit
the encoding modes, is

v
P(success) ~ 1 —v + N (33)
Again, in the large- N limit of this equation the result matches
the prediction (16). Also, the probability of success has a %
scaling which is the same as for the single-photon input case.
In this section we have demonstrated how redundantly en-
coding variable components can reduce the resulting variance
within a system for the simple but highly important case of
a single beam splitter. We have also shown that the results
match what is expected from the couple of solved exact cases
discussed in Sec. II. In the following section we will give some
more complex examples to give clearer insight into how this
redundant encoding might best be applied and its effect in
the situations where the mathematical machinery introduced
earlier is not easily solvable.

IV. COMPARISON BETWEEN AVERAGING TECHNIQUES

In this section we will study two different methods, which
we will refer to as averaging at the end and averaging each step.
To illustrate the two approaches we consider a simple system
of phase shifters. Figure 5 shows schematically these two
configurations as well as a baseline comparison. The system
analyzed is applying a single-mode phase shift generated by M
sequential phase shifters. Averaging across the entire system
applies the M phases and redundantly encoding this N times
[Fig. 5(b)]. The method of averaging each step involves a
redundancy of N for each of the M applied phase shifts
[Fig. 5(c)]. When averaging each component individually, sig-
nificantly more encoding beam splitters are required, however
we will show that this leads to more stability in the output state

for larger errors. In the low error limit, however, these two
methods yield equivalent results. Because of this, the difference
is clearer when results are taken to the higher order and as such,
in the following section, all approximations will be taken to the
second order in the variance as opposed to the first order as done
above.

Following an approach motivated by the preceding section,
the applied phase shifters were placed in one arm of a MZ
interferometer. The applied phase shift was chosen to have
mean zero with a Gaussian random noise with a variance v.
This choice allows for the errors here to be compared with those
modeled in Secs. IIT A and III B. The probability of success is
now defined as the photon-number expectation value evaluated
at the end of the phase-applying systems, while the strength of
the error is defined as the photon-number expectation value of
the MZ interferometer system at the expected output given no
photon exited any of the redundant encoding modes.

A. No averaging

Starting with the baseline comparison case where no error
averaging is used [Fig. 5(a)], the output state for a single photon
going through M phase shifters will be

M
) = (He"‘”)m (34)
k=1

As there is no path for the photon to exit the system, the
probability of success is always 1.

To quantify the error the phase-applying system was then
inserted into a MZ interferometer, giving a total output state
|W). As the mean phase shift is zero, the error is manifest
in the photon expectation value at the correct output mode
after postselection. As, however, the probability of success is
1, no postselection occurs here. The output state from the MZ
interferometer is

1 M M
_ - i3k ~T i85 _ Al
W) = 2<ge + 1>a 10) + (L[le 1)b 0). (35)

The measure of the quantity of error which was used to compare
the three situations chosen is the probability of observing the
correct result conditional on the photon not being detected in
an error mode, or P(correct). For no averaging this is

P(correct) = (V|i,|V)
1
—(1 4 cos(a))
2

Mv  M?*?

~]——

4+16’

(36)

M . ..
where @ = ) ;_, & and Gaussian statistics have been used to
write higher-order moments in terms of the variance.

B. Averaging across the entire phase system

We now consider averaging across the whole system, as
shown in Fig. 5(b). Proceeding as before, the state for a single
photon after passing through M phase shifters in series which
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is being averaged across N times will simply be

AL
1Y) = v Z( e“s"-*> 1). 37)
k=1

j=1

The probability of success is thus
P(success) = (¥|y)

A [1 — (1 — l) (Mv - lM%ﬂ)]. (38)
N 2

This result is similar to the what was found in previous
sections [see Egs. (26) and (33)], with the probability of success
asymptotically approaching some fixed value for large N.

To determine the size of the error, the phase-applying system
was again inserted into one arm of a MZ interferometer,
giving a total output state |W). The error is then given by
the photon expectation value in the correct output mode with
postselection. The output state is

W) = L ﬁ: (]ﬂ[eim) +1|a'o) (39)
2 _N j=1 \k=1 |
+ lﬁ:(ﬁei%) 15" 10) (40)
Nj=1 k=1

So the photon-number expectation value for the expected
output from the interferometer will be

(W] 7Ag V)

1 M?*? 1 1 5,
~1l—-|Mv-— +{1—— )| Mv— =MV .
4 4 N 2

(41)

Similarly for the incorrect output port, the photon-number
expectation value will be

R 1 2
(U] iy | ) = Z<1 + W) -5 Zcos(aj>>. (42)
j=1

Therefore, our error measure, the conditional probability of
observing the correct result, will now be

Peorrect ~ |1 — Maro - MV (1 2
correct) ~ —_ = v — _ —
4 4 N

-3l
()]

C. Averaging across each phase shifter individually

If each phase shifter is averaged individually, as shown in
Fig. 5(c), then the state for a single photon after passing through
the phase-applying system will be

> e ). (43)

1.00+

0.95¢

0.90r

Probability

0.85r
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1.00+

0.95¢
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0.85¢

1.00+
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Probability

0.85¢
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()

FIG. 6. Probability of obtaining the correct result as measured by
the Mach-Zehnder interferometer setup as a function of the number of
phase components M. Here a probability of 1 corresponds to no error
and the smaller the probability the larger the error. The lower solid
blue line represents the no error averaging applied result, the middle
dashed orange line corresponds to the error when averaging across
the entire system, and the upper dotted green line is the error when
each component is averaged across individually. All three graphs were
created with the variance of the error in a single phase shifter being
0.005 rad® and for (a) N = 2, (b) N = 4, and (c) N = 16.

Reproducing the above calculations with this state yields a
probability of success of

2 M
P(success) ~ |:1 — <v — %) (1 — %)} (44)
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FIG. 7. Probability of success as a function of the number of phase
components M for averaging (a), (c), and (e) across the system and
(b), (d), and (f) across each component. The solid lower blue line is
the first-order approximation and the dotted upper orange line is the
second-order approximation of the analytical value. The individual
phase-shifter variance is (a) and (b) 0.005 rad®* with N = 4, (c) and
(d) 0.005 rad? with N = 16, and (e) and (f) 0.1 rad® with N = 16.

and a conditional probability of observing the correct result of

3 Mv  M%*? 1 v2
P(correct) ~ Z_T+ T +4—1 1-— v

(- sl (-5)
(-3

Importantly, both for this case and when averaging each
step, if only the first-order approximation is used and M = 1
then the error matches the error found in Sec. III A. However,
we see that with the second-order terms included the two results
diverge from one another. This can be seen most clearly in
Fig. 7.

D. Summary of errors and probabilities

Figure 6 shows how the error, as measured by looking at
expected photon-number values in the output port of a MZ
interferometer, varies as the number of phase components
increases as well as how the error changes with increasing
error averaging N. The behavior as N increases is as expected
with the error close to disappearing for low M, that is, a small
number of phase shifters in series, and N = 16. Interestingly,
a difference between the two error-averaging methods can be
seen from M =~ 6 onward. This could be suggesting either an
issue with the quality of the second-order approximations, as
shown in Fig. 7, or that there is some more fundamental point

at which there is a clear benefit to averaging each component
individually. The next consideration is how the probability of
success changes with M.

Figure 7 shows how the probability of success changes
as the number of phase shifters in a series increases when
averaging across the entire system as well as when averaging
across each component individually. The effect of varying the
amount of averaging is also shown for both the first- and
second-order analytical solutions. The graphs in Figs. 7(a)—
7(d) were plotted for a low value of the variance on the
individual phase shifters. This was done so that the behavior
when the first- and second-order approximations diverge can
be clearly seen.

As the total number of components increases with both
increasing M and N, the probability of success decreases;
however, it does so at a decreasing rate, which is important for
scaling to large systems. The two methods of error averaging
also show very similar behavior in their overall trends, although
the variation between the first- and second-order approxima-
tions in the two encoding methods diverges. This is suggestive
of a manifestation of the Zeno effect, whereby continuously
correcting produces less variation than doing the same amount
of correction at the end. First- and second-order solutions in the
averaging over the entire system case diverge very early when
compared with those for averaging every step. Interestingly, it
appears that the first-order analytical approximation is suitable
when averaging each component individually even for larger
or equivalently higher error systems. This can most clearly be
seen in Fig. 7(e), where the first-order approximation diverges
from the second-order approximation almost instantly, while in
Fig. 7(f) the first- and second-order approximations both follow
each other closely. It is again observed that as N increases,
the probability of success goes down. This could also be
suggesting that the variation in the statistical simulation is also
reduced, implying that a greater amount of averaging reduces
the variability in any given sample of the applied phase.

E. Statistical modeling of the applied phase

Given the variability in the higher-order terms for larger
errors it can be concluded that, in general, all orders need to
be considered to fully understand the behavior of the corrected
systems. As this is intractable and to better understand the
behavior of the three phase-applying systems, the total applied
phase was modeled numerically using Mathematica with phase
values chosen from a Gaussian random distribution with mean
0 and variance v. This corresponds to Eq. (9) with 6 =[], 6.
This was repeated 5000 times and the results are shown in
Figs. 8 and 9. This again shows a difference between averaging
across the entire system and averaging at each step. The
variability of the total applied phase is smaller when each phase
shifter is corrected individually, an indication that averaging
each step is more effective. By comparing Fig. 8 with Fig. 6
at M = 15 we can infer that the difference between the two
error-correction methods seen in Fig. 6 is not entirely due to
the quality of the approximations used in each case.

The variance of the applied phase was estimated based on
the statistical simulation of the total applied phase. Figure 10
shows this variance as a function of M, the number of phase
shifters in a series. Given that the individual applied phases
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FIG. 8. Histogram of the total applied phases over 5000 runs
for no averaging (solid blue region), averaging across the entire
system (red cross-hatched region), and averaging each phase shifter
individually (green striped region). Each individual phase shifter has
a variance of 0.1 rad” and each system has 15 phase shifters in series.
The two error-averaged circuits are each averaged four times.

are uncorrelated, they are expected to simply add such that the
variance without any error averaging is expected to be

total variance = v M, 45)

where M is the number of phase shifters and v is the variance
in the individual phase shifter. The total variance when error
averaging is similarly expected to be

. vM
total variance = N (46)

where N is the number of times the system is averaged; again
N =1 implies no averaging. As the phase is an angle with a
finite range, this behavior cannot hold for arbitrarily large vM.
A completely random phase 6 is still limited by the possible
range of values, in our case chosen to be —7 < 6 < m. If the

140/
120}
100}

Number of Runs

Output Phase (rad)

FIG. 9. Histogram of the total applied phase over 5000 runs for no
averaging (solid blue region), averaging across the entire system (red
cross-hatched region), and averaging each phase shifter individually
(green striped region). Each individual phase shifter has a variance of
0.3 rad” and each system has eight phase shifters in series. The two
error-averaged circuits are each averaged four times.
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FIG. 10. Variance in the total applied phase without error aver-
aging (upper dashed orange line), when averaging across the entire
system (middle dotted green line) and when averaging each compo-
nent individually (lower solid blue line), all plotted as a function of the
number of phase shifters in series M. The variance of a single phase
shifteris 0.1 rad” and the two error-averaged systems are averaged four
times. The predicted linear variance without any averaging (dashed
orange line) and with averaging (solid blue line) is also shown. These
lines ignore the fact that the variance is actually the angular variance
and so has some maximum allowable value given by Eq. (47), which
is also shown as a horizontal black line.

value of 6 is indeed completely random then one will expect

a uniform probability distribution of P(#) = s=. This then

27 *°
implies that the maximum variance will be given by

mmmmWMm=/9%@w

-7

- 47)

Figure 10 shows that the two methods of error correction do
indeed initially have the same effect. However, the averaging
across the system method departs from this linear regime from
approximately M = 6 after which it follows the general form
of applying no correction. This suggests that there is some
limit to the total variation in a system error averaging can
handle. This is not unexpected due to the limited domain for a
phase shift or beam splitter ratio. The fact that averaging across
the entire system mirrors the no-averaging trend suggests that
the positive effects of error averaging completely disappear in
this regime. Averaging each step, however, does not appear to
fall out of the linear regime. The lower slope at higher total
output variance can be attributed to the variance approaching
the maximum possible variance. To determine if and when
the averaging each step method of error correction fails, this
process was repeated as a function of the variance in a single
beam splitter. The total variance was determined from 50 000
data points for each value of v. Figure 11 demonstrated that
again the two error-correction methods initially are equivalent.
Once more averaging across the system departs from the linear
regime and now we can clearly see that so too does averaging
each step.
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FIG. 11. Variance in the total applied phase without error av-
eraging (upper dashed orange line), when averaging across the
entire system (middle dotted green line), and when averaging each
component individually (lower solid blue line), all plotted as a
function of the variance in each individual phase shifter. Each system
applied four phase shifters in series, that is, M = 4, and the two
error-averaged systems are averaged four times, that is, N = 4. The
predicted variance without any averaging (dashed orange line) and
with averaging (solid blue line) is also shown along with the maximum
allowable variance, which is shown as a horizontal black line.

This is suggestive of the existence of some threshold for the
amount of error in a system before error averaging fails to be
beneficial. A single phase shifter with variance v; is effectively
equivalent to m phase shifters with individual variance v, = **
if the entire system is being averaged across. This allows the
phase error threshold to be estimated at about 0.5 rad?> when
averaging across each element and Omi rad> when averaging
across a system of m phase shifters. Explicitly, this suggests
a phase variance threshold of 0.5 rad® within the corrected
unitary. If each individual beam splitter has a variance of
0.1 rad®, averaging across the system would be expected to
be in the linear regime when M < 5, which is precisely what
is seen in Fig. 10. These two thresholds obviously do not apply
to a general error; however, it is hoped that further study might
reveal the values for such a threshold.

It can now be concluded that some hybrid method of error
averaging would be most suitable in general. The entire system
would need to be broken into x smaller systems, which are
independently averaged across. The specific value of x would
be such that the number of components in the system m is
maximized while the total error within each subsystem is kept
below the appropriate threshold.

V. FOUR-MODE IMPLEMENTATION COMPARISON

To gain a better understanding of how useful this method
of error averaging actually is, a more complex system was
also investigated along with both methods of redundant error
correction, specifically, a four-mode system with four beam
splitters, each implemented as above, that is, each being its
own MZ interferometer as shown in Fig. 12. Three different
input states were chosen: a single photon input in the top
mode and the vacuum state at all other modes (|1,0,0,0)); two

%

FIG. 12. Diagram of the four-mode linear optical network which
forms the basis of the four-mode setups.

photons, both in the top mode (|2,0,0,0)); and two photons
spread across the top two modes (]1,1,0,0)). For simplicity, the
system was chosen to target the identity and error reduction was
then applied using both implementations, that is, by averaging
each beam splitter as done in Sec. III A and by concatenating
the entire system in an interferometer as shown in Fig. 13.
All results were found using Mathematica to sample from the
appropriate transformation matrix representing the system and
then compute the second-order approximation of the photon-
number expectation values and probabilities for N = 1,2, and
4. All results can be found in the Appendix.

These results show that the two correction methods pro-
duced equivalent results under the approximations used. The
1/N scaling in error after postselection, as seen above, was also
observed, suggesting that this pattern holds for higher numbers
of modes and an arbitrary system as expected from Theorem
1. The analysis that follows is based on the trends observed
from these simulations.

FIG. 13. Diagram of the four-mode linear optical network av-
eraged across the system once. A two-mode system averaged in this
fashion could be considered as an error-averaged dual-rail single-qubit
unitary transformation.
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Generalizing example results

Starting with no error reduction and given the correct output
state |y), the following sequence can be defined. First defining
the probability of obtaining the correct result when N = 1 takes
the form

Pi(correct) = 1 — ;v. (48)

1
The probability of an incorrect state is therefore

Py(wrong) = Z—lv. 49)
1

At this stage there are no error ports and so P;(wrong) +
P;(correct) represents the probability of success as previously
defined. Note that the subscript indexes the corresponding
number of averaging rounds. Explicitly i + 1 corresponds to a
system with twice as much averaging as i. So, using the same
observed form for the probability, averaging once changes
these values to

201 + 1
P. t)=1-—
»(correct) 2, v
as
=1- —v, 50
bzv (50)
P>(wrong) 4
% = —v
2 g 2,
a
= —v, 51
bzv (51)
which can be further iterated. In general,
2an—l +1
P, HN=1— ———
(correct) T v
2n—1 2n—1 -1
g Fa b, (52)
211—1b]
P, (wrong) dn—1
(W = v
T
a
= . 53
2n—lb1 v ( )

The probability of obtaining the correct state with postselection
will then be

on—1 n—o00

P, (correct|postselection) = (1 — alb v) —— 1. (54)
1

The probability of success is

Q"' = D@ +1)

on—1 b :
Hence we get an asymptotic expression for the probability of
success to be

P,(success) =1 —

| ()
lim P,(success) =1 — v. (55)
n—00 by
The result can be understood to be the first-order approxima-
tion to Eq. (21). The ‘“bT' coefficient does not quite match
what might be expected from Eq. (21); however, one might
only expect qualitative agreement, as there is not any clear
isomorphic map between the parameters in the system and the
error coefficients of the Lie algebra generators.

This result hints at the self-correcting nature of error
averaging. By considering the inner corrected system with
error-laden beam splitters as the initial step in the sequence,
then each further step will be averaging across both the fixed
beam splitters and the original error-laden system. This could
allow some of the beam splitters to be corrected, making the
base assumptions on the quality of the fixed beam splitters
less restrictive. This is highlighted in Fig. 2 where, depending
on which components are considered to be the system, it is
averaged eight, four, or two times.

VI. DISCUSSION

The analysis presented in Secs. III-V concentrated on
implementing a single-mode phase shift either on its own
or as part of a Mach-Zehnder interferometer implementing a
beam-splitter-type transformation. These could then be further
used to build up higher-dimensional unitary transformations
using any particular choice of decomposition, for which a
specific decomposition was analyzed in Sec. V.

On the other hand, one may want to redundantly encode an
entire unitary rather than just the phases defining the internal
parameters. In this case we can use Eq. (21) and for simplicity
consider the specific case with le =1,

M=U He—a,z/Z — Ue—nzaz/Z’ (56)
1

where the n? term appears as the product over all n> generators.
This would result in an effective operator transformation for a
k photon state as

k
1k 1
a —kn%c?/2 Z t
—_— > e — U,-ja i . (57)
Vk! Vk! S

The coefficient here represents a reduction in the amplitude
should this transformation be applied to a state, and hence
represents the probability of success. To achieve an O(1)
probability of success, then the operator noise must obey
o =0k ") ando = O(n")ask,n — oo.Theseresults are
dependent on the assumptions and the desired performance, in
terms of probability of success, will depend on the specific
application. However, it must be kept in mind that no error
correction has been performed, yet it is still possible to achieve
a constant success probability with a reasonable scaling of the
noise with respect to the network size.

Within the constructions presented here some optical el-
ements utilized have been assumed ideal. In particular, the
encoding beam splitters were assumed to have exactly 50:50
reflectivities. A more general consideration is that of the fault
tolerance of this encoding, that is, if the ideal elements can be
error corrected while maintaining the error-correcting power of
the scheme. In this paper we have focused on merely the error-
correcting power of different arrangements of phase shifts and
how it varies across two choices of decomposition. However,
there will be many and varied choices about how to implement
fault-tolerant constructions with some better than others, in
much the same way as is applicable for a discrete system in
quantum computing implementations. Nevertheless, the fact
that, under an approximation of small errors, the encoding
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tends to the ideal operation in the limit of large encoding
sizes, it would be reasonable to expect that fault-tolerant
constructions exist.

VII. COMPARISON WITH CONVENTIONAL QUANTUM
ERROR CORRECTION

It is insightful to qualitatively discuss the parallels between
conventional qubit quantum error detection and correction
techniques, and our error averaging technique. The simplest
code to see this parallel is by considering the three-qubit
code, which is able to detect and correct at most a single
physical bit-flip error on a threefold redundantly encoded
logical qubit. In the three-qubit code the logical qubit is
encoded via Greenberger-Horne-Zeilinger (GHZ) -type entan-
glement across the three physical qubits using two maximally
entangling CNOT gates. Specifically, encoding implements the
redundant mapping « |0) + 8 |1) — « |000) + B |111) in the
logical basis. In our scheme, on the other hand, the redundant
encoding takes the form of W-like entanglement, implemented
via an optical fanout operation, where a single excitation in a
single mode is mapped to a superposition of a single excitation
across multiple modes. Specifically, the encoding is of the form
&IT — j—ﬁ(ﬁi +---+ 13;,). This is qualitatively very distinct
from the previous GHZ-type encoding, since GHZ states are
maximally entangled states, whereas W states are not. Unlike
GHZ states, which collapse onto a perfectly mixed N — 1 qubit
state upon loss of just a single qubit, the loss of a single mode
from a W state preserves most entanglement for large N. This
leads us to speculate that this property of W states enables much
of the structure of encoded states to be preserved upon localized
errors. Indeed, for N > 1 we anticipate that the failure of a
relatively small subset of the redundant operations will have
little impact on the integrity of the entire encoded state, owing
to this unique property of the structure of loss in W states.

Like conventional quantum error correction, we observed
error threshold behavior in our analysis. That is, we are only
able to improve the fidelity of a state if its initial fidelity is
above an error-correction threshold. Below this threshold the
error-correction technique fails to improve the state. Indeed,
nonzero thresholds must necessarily apply so as not to violate
the quantum no-cloning theorem.

We observed that a simple form of circuit concatenation,
whereby the protocol is recursively embedded within itself
to construct larger nested codes, enables higher degrees of

TABLEI. Output probabilities for various levels of correcting the
individual beam splitters in a four-mode setup given an input of the
state |1,0,0,0) where v is the variance of the phase error.

error correction, asymptoting to some maximum. This is
congruent with conventional codes, where code concatenation
asymptotically improves error correction at the expense of
increased physical resources to mediate the more complex
encoding.

In our scheme the postselection upon detecting no photons
in the designated failure modes is equivalent to syndrome mea-
surement in traditional qubit codes. Successful postselection
effectively projects the encoded state back into the code space,
whereas failure heralds an unsuccessful syndrome extraction,
thereby mapping the unitary error to a located loss error. The
probability of detecting no photons in the failure modes can
be associated with the error-detection probability in traditional
codes and the respective conditional probability of measuring
the correct output state with the error-correction probability.

An interesting open question is whether the structure of the
redundant encoding we utilize in our protocol may be translated
to other physical architectures or conventional qubit settings
or rather whether it is very specific to photonic linear optics.

VIII. CONCLUSION

We have shown how, given multiple noisy copies of a
linear optical unitary network, error averaging can be use to
implement a transformation that tends towards the average
with reduced variance at the cost of the probability of success.
After postselection, error averaging forms a rudimentary error-
correction protocol by filtering the noise from the redundant
copies of the unitary network. For this to form a true error-
correction protocol it will be necessary to introduce some
sort of loss correction. The losses which will need to be
corrected are unique, however, in that they are heralded and
located, potentially simplifying the problem enormously. The
variance in the transformations have been shown to scale
as %, where N represents the number of redundant copies
of the network. We have provided the mathematical basis
necessary to determine the effect of error averaging on an
arbitrary linear unitary and with fully characterized solutions
for arbitrary single-parameter noise and multiple-parameter
small Gaussian noise. We have also analytically determined
the photon-number expectation values for two mode systems
with both one- and two-photon inputs, numerically simulated
the output expectation values in four-mode systems for both

TABLE II. Output probabilities for various levels of correcting
across the system in a four-mode setup given an input of the state
[1,0,0,0) where v is the variance of the phase error.

Output state No error Averaging beam Averaging beam Output state No error Averaging across Averaging across

reduction splitters splitters reduction the system the system

once (N =2) twice (N = 4) once (N =2) twice (N = 4)

1,0,0,0) 1-2 -2 1-2 11,0,0,0) 1-¢ 1-2 1-2
10,1,0,0) 2 s z 10.1,0.0) > ! 2
10,0,1,0) 0 0 0 10,0,1,0) 0 0 0
0,0,0,1) i 8 % 10,0,0,1) v L L
[1,0,0,0) [1,0,0,0)

with postselection 1 —

(SIS
Bl
ool

with postselection 1 —

Wl
IS
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TABLE III. Output probabilities for various levels of correcting
the individual beam splitters in a four-mode setup given an input of
the state |2,0,0,0) where v is the variance of the phase error.

TABLE V. Output probabilities for various levels of correcting
the individual beam splitters in a four-mode setup given an input of
the state |1,1,0,0) where v is the variance of the phase error.

Output state No error Averaging beam
reduction splitters once (N = 2)

[2,0,0,0) 1 —v 1 — 37"
10,2,0,0) 0 0
10,0,2,0) 0 0
10,0,0,2) 0 0
[1,1,0,0) 3 n
[1,0,1,0) 0 0
[1,0,0,1) 3 3
10,1,1,0) 0 0
10,1,0,1) 0 0
10,0,1,1) 0 0
|2,0,0,0) with postselection 1—v 1-3

one- and two-photon inputs, and numerically simulated the
variance for different arrangements of phase shifters.

Two methods of error averaging for phase shifts have
been presented which appear to have similar effects under
certain conditions. In particular, averaging after sequentially
applying phases has the same behavior as averaging each phase
provided the errors are small. This behavior is conjectured
to be explained by considering the errors as approximately
commuting.
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TABLE IV. Output probabilities for various levels of correcting
across the system in a four-mode setup given an input of the state
12,0,0,0) where v is the variance of the phase error.

Output state No error  Averaging beam Averaging beam
reduction splitters splitters
once (N =2) twice (N = 4)
12,0,0,0) 3 7 H
10,2,0,0) 2 v i
10,0,2,0) 0 0 0
10,0,0,2) 0 0 0
3v Tv 15v
[1,1,0,0) 1—'7 1_,7 1—'7
11,0.1,0) 5 § is
[1,0,0,1) 0 0 0
10,1,1,0) 0 0 0
10,1,0,1) v y z
10,0,1,1) 0 0 0
[1,1,0,0)
H : 3v 3v 3v
with postselection 1 — 3 -3 11—

APPENDIX: FOUR-MODE NUMERICAL RESULTS

This appendix contains all simulation results for the four-
mode system discussed in Sec. V. All results are based on a
second-order Taylor expansion with v < 1.

Tables I and II show the output probabilities and correct
result probability with postselection for the single-photon input
state |1,0,0,0). These show that, at least for a single photon
the two correction methods are equivalent. We also see the
halving of errors as seen in Secs. IIT A and IV, suggesting that
this pattern may hold for a single photon with an arbitrary
number of modes.

Tables IIT and IV show the output probabilities and correct
result probability with postselection for the single-photon
input state |2,0,0,0). What we see is, unsurprisingly, much
the same as in the single-photon case with a heightened
susceptibility to the error. This includes the halving pattern,

TABLE VI. Output probabilities for various levels of correcting
across the system in a four-mode setup given an input of the state
[1,1,0,0) where v is the variance of the phase error.

Output state No error Averaging beam Averaging beam Output state Noerror Averaging beam Averaging beam
reduction splitters splitters reduction splitters splitters
once (N = 2) twice (N = 4) once (N =2) twice (N = 4)
2,0,0,0) 1—v 1-32 1-2 12,0,0,0) L y L
10,2,0,0) 0 0 0 10,2,0,0) 3 7 H
10,0,2,0) 0 0 0 10,0,2,0) 0 0 0
10,0,0,2) 0 0 0 10,0,0,2) 0 0 0
1,1,0,0) ¥ ¥ ¥ 1,1,0,0) -2 -2 -2
[1,0,1,0) 0 0 0 [1,0,1,0) 3 3 %
[1,0,0,1) 3 1 5 [1,0,0,1) 0 0 0
10,1,1,0) 0 0 0 10,1,1,0) 0 0 0
10,1,0,1) 0 0 0 10,1,0,1) 3 3 %
10,0,1,1) 0 0 0 10,0,1,1) 0 0 0
12,0,0,0) [1,1,0,0)
with postselection 1 —v -3 -3 with postselection 1 — 37” 11— %” 1-— 38”
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however, this is expected, as adding two photons in the same
mode will not necessarily lead to new interference effects being
observed.

Tables V and VI show the output probabilities and correct
result probability with postselection for the single-photon input
state |1,1,0,0). It can once more be seen that the two methods

of error correction appear to be equivalent. Now there is an
underlying pattern clearly forming which appears to hold for
arbitrary one- and two-photon inputs. This is important as it
allows us to conclude about when it is most useful to use each
type of correction. It also allows a prediction of the error models
for applications of error averaging, as discussed above.

[1] E. Knill, R. Laflamme, and G. J. Milburn, Nature (London) 409,
46 (2001).

[2] R. Raussendorf and H. J. Briegel, Phys. Rev. Lett. 86, 5188
(2001).

[3] T. C. Ralph and G. J. Pryde, Prog. Opt. 54, 209 (2010).

[4] S. Aaronson and A. Arkhipov, Proceedings of the 43rd Annual
ACM Symposium on Theory of Computing (ACM, New York,
2011), pp. 333-342.

[5] Y. Aharonov, L. Davidovich, and N. Zagury, Phys. Rev. A 48,
1687 (1993).

[6] M. A. Broome, A. Fedrizzi, B. P. Lanyon, I. Kassal, A. Aspuru-
Guzik, and A. G. White, Phys. Rev. Lett. 104, 153602 (2010).

[7] A.Peruzzo, M. Lobino, J. C. F. Matthews, N. Matsuda, A. Politi,
K. Poulios, X.-Q. Zhou, Y. Lahini, N. Ismail, K. Worhoff, Y.
Bromberg, Y. Silberberg, M. G. Thompson, and J. L. OBrien,
Science 329, 1500 (2010).

[8] A. Schreiber, A. Gabris, P. P. Rohde, K. Laiho, M. Stefanak, V.
Potocek, C. Hamilton, I. Jex, and C. Silberhorn, Science 336, 55
(2012).

[9] A. Schreiber, K. N. Cassemiro, V. Potocek, A. Gébris, P. J.
Mosley, E. Andersson, I. Jex, and C. Silberhorn, Phys. Rev. Lett.
104, 050502 (2010).

[10] M. G. Thompson, A. Politi, J. C. Matthews, and J. L. O’Brien,
IET Circ. Device. Syst. 5, 94 (2011).

[11] G. L. Long, Int. J. Theor. Phys. 50, 1305 (2011).

[12] M. Reck, A. Zeilinger, H. J. Bernstein, and P. Bertani, Phys. Rev.
Lett. 73, 58 (1994).

[13] J. Carolan, C. Harrold, C. Sparrow, E. Martin-Lépez, N. J.
Russell, J. W. Silverstone, P. J. Shadbolt, N. Matsuda, M. Oguma,
M. Itoh et al., Science 349, 711 (2015).

[14] C. K. Hong, Z. Y. Ou, and L. Mandel, Phys. Rev. Lett. 59, 2044
(1987).

022324-15


https://doi.org/10.1038/35051009
https://doi.org/10.1038/35051009
https://doi.org/10.1038/35051009
https://doi.org/10.1038/35051009
https://doi.org/10.1103/PhysRevLett.86.5188
https://doi.org/10.1103/PhysRevLett.86.5188
https://doi.org/10.1103/PhysRevLett.86.5188
https://doi.org/10.1103/PhysRevLett.86.5188
https://doi.org/10.1016/S0079-6638(10)05409-0
https://doi.org/10.1016/S0079-6638(10)05409-0
https://doi.org/10.1016/S0079-6638(10)05409-0
https://doi.org/10.1016/S0079-6638(10)05409-0
https://doi.org/10.1103/PhysRevA.48.1687
https://doi.org/10.1103/PhysRevA.48.1687
https://doi.org/10.1103/PhysRevA.48.1687
https://doi.org/10.1103/PhysRevA.48.1687
https://doi.org/10.1103/PhysRevLett.104.153602
https://doi.org/10.1103/PhysRevLett.104.153602
https://doi.org/10.1103/PhysRevLett.104.153602
https://doi.org/10.1103/PhysRevLett.104.153602
https://doi.org/10.1126/science.1193515
https://doi.org/10.1126/science.1193515
https://doi.org/10.1126/science.1193515
https://doi.org/10.1126/science.1193515
https://doi.org/10.1126/science.1218448
https://doi.org/10.1126/science.1218448
https://doi.org/10.1126/science.1218448
https://doi.org/10.1126/science.1218448
https://doi.org/10.1103/PhysRevLett.104.050502
https://doi.org/10.1103/PhysRevLett.104.050502
https://doi.org/10.1103/PhysRevLett.104.050502
https://doi.org/10.1103/PhysRevLett.104.050502
https://doi.org/10.1049/iet-cds.2010.0108
https://doi.org/10.1049/iet-cds.2010.0108
https://doi.org/10.1049/iet-cds.2010.0108
https://doi.org/10.1049/iet-cds.2010.0108
https://doi.org/10.1007/s10773-010-0603-z
https://doi.org/10.1007/s10773-010-0603-z
https://doi.org/10.1007/s10773-010-0603-z
https://doi.org/10.1007/s10773-010-0603-z
https://doi.org/10.1103/PhysRevLett.73.58
https://doi.org/10.1103/PhysRevLett.73.58
https://doi.org/10.1103/PhysRevLett.73.58
https://doi.org/10.1103/PhysRevLett.73.58
https://doi.org/10.1126/science.aab3642
https://doi.org/10.1126/science.aab3642
https://doi.org/10.1126/science.aab3642
https://doi.org/10.1126/science.aab3642
https://doi.org/10.1103/PhysRevLett.59.2044
https://doi.org/10.1103/PhysRevLett.59.2044
https://doi.org/10.1103/PhysRevLett.59.2044
https://doi.org/10.1103/PhysRevLett.59.2044



