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We study the role of electron-electron correlation in the ground state of Ne, as well as in photoionization
dynamics induced by an attosecond XUV pulse. For a selection of central photon energies around 100 eV, we
find that while the mean-field time-dependent Hartree-Fock method provides qualitatively correct results for the
total ionization yield, the photoionization cross section, the photoelectron momentum distribution, as well as for
the time delay in photoionization, electron-electron correlation is important for a quantitative description of these
quantities.
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I. INTRODUCTION

Ever since the early days of atomic physics, the role
of electron-electron correlation has been a key topic. Even
though ground and singly excited states can be described by
mean-field theory, it was soon recognized that a correlated
basis is beneficial for convergence to an accurate ground-state
energy [1,2]. For multiply excited states, correlation is crucial,
and theory based on single-configurations breaks down [3]. In
strong-field and attosecond physics, the theoretical description
is typically explicitly time-dependent, and processes often
involve continua wave packets carrying the temporal infor-
mation encoded by ultrafast pump and probe pulses [4]. The
presence of multiple continua challenges theory tremendously.
Needless to say, carrying out a mean-field time-dependent
Hartree-Fock calculation is possible for physical systems that
are so large that fully correlated configuration-interaction
calculations are not possible. One of the tasks for theory is
therefore to establish which level of approximation is sufficient
for a qualitatively correct description of a given observable.
This is one of the questions that we address in this work. Toward
that end, we need a theory in which we can control the level
of approximation, and we need to investigate a system that
can be described at such different levels. Thus, we describe
the photoionization of the Ne ground state [5–7] mediated by
an ultrashort XUV pulse using the time-dependent restricted-
active-space self-consistent-field (TD-RASSCF) approach
[8–11]. This method permits the introduction of restrictions
on the number of excitations in the active orbital space and
is a generalization of the multiconfigurational time-dependent
Hartree-Fock method [12]. In contrast to many-body methods
based on time-independent single-particle orbitals such as
time-dependent configuration interaction with singles (TD-
CIS) [13], time-dependent restricted-active-space configura-
tion interaction (TD-RASCI) [14], or time-dependent general-
active-space configuration interaction (TD-GASCI) [15], the
TD-RASSCF is based on time-dependent single-particle

orbitals that are optimally updated in each time step. The
latter approach benefits not only from a reduction in the
number of orbitals, but also from its description of multiple
ionization events, and from its flexibility to identify the most
important configurations for an accurate description of the
system [8,10,11,16,17]. We will study the ground-state energy
and the photoionization dynamics and their sensitivity to the
active orbital space, i.e., to the RAS scheme. Finally, we
will study the importance of electron correlation on the time
delay in photoionization. Time-delay studies have attracted
much attention because of available experimental data [18,19]
and the development of powerful theoretical and computa-
tional methods [20]. Time delays have been evaluated in
different scenarios, including in photoionization from first
principles [21], as a function of the angle of the ejected
electron [22–24] or in strong-field ionization [25]. In particular,
the time delay in Ne between photoemission of electrons
from the 2s and 2p shells [18] has provoked a lot of interest
due to a disagreement in the magnitude of the measured and
calculated time delays; see, e.g., Refs. [18,26–35]. Note that
very recently, an analysis of interferometric measurements [36]
suggested that a shake-up process, not resolved and accounted
for in the streaking experiment of Ref. [18], could affect the
experimental result and possibly bring the experimental time
delay in agreement with the many-body calculations [34]. In
this work, we propagate the photoelectron wave packet to
directly measure the time of emission from each electronic
shell for a set of active spaces to probe the role of electronic
correlation [16].

The paper is organized as follows. In Sec. II, we summarize
the computational approach. In Sec. III, we present our results.
First, we study the ground state for different RAS schemes.
Next, we analyze the ionization dynamics induced by the
laser. This analysis consists of a calculation of the ionization
cross section and a description of the main features of the
single photoionization, in particular the contribution of each
ionization channel obtained by considering the photoelectron
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spectrum. Finally, we present computed time delays between
the electrons ejected from the 2s and 2p subshells, and we
compare with available experimental and theoretical values.
We conclude in Sec. IV. Atomic units are used throughout
unless indicated otherwise.

II. SUMMARY OF THE TD-RASSCF METHOD

In this section, we summarize the TD-RASSCF method
used to propagate the many-electron wave function. We refer
to previous works for details [8–10,16]. We propagate the
dynamics of an Ne-electron atom in the laser field in the length
gauge within the dipole approximation. The dynamics of this
system is described by the Hamiltonian

H =
Ne∑

j=1

(
p2

j

2
− Z

rj

+ �E(t) · �rj

)
+

Ne∑
j=1

Ne∑
k>j

1

|�rj − �rk|

=
Ne∑

j=1

h(�rj ,t) +
Ne∑
j=1

Ne∑
k>j

1

|�rj − �rk|, (1)

where the first sum is over one-body operators and the second
is over two-body operators. The nuclear charge is denoted by
Z and the external electric field of the laser pulse is �E(t). To
formulate and apply the TD-RASSCF theory, it is convenient
to work in second quantization. We work in the spin-restricted
framework, which implies that a given Slater determinant,
|�I (t)〉, is formed by Ne/2 spatial orbitals for each spin. In
second quantization, the Hamiltonian reads

H (t) =
∑
pq

hp
q (t)Eq

p + 1

2

∑
pqrs

vpr
qs (t)Eqs

pr , (2)

where we use the spin-free excitation operators [37] E
q
p

and E
qs
pr , defined as E

q
p = ∑

σ=↑,↓ b
†
pσ bqσ and E

qs
pr =∑

σ=↑,↓
∑

γ=↑,↓ b
†
pσ b

†
rγ bsσ bqγ , with b

†
pσ and bpσ the creation

and annihilation operators of a single spin-orbital |φp(t)〉 ⊗ |σ 〉
and σ denoting the spin degree of freedom. In Eq. (2), the
matrix elements are given by

hp
q (t) =

∫
d�r φ∗

p(�r,t)h(�r,t)φq(�r,t), (3)

vpr
qs (t) =

∫∫
d�r d �r ′ φ

∗
p(�r,t)φ∗

r (�r ′,t)φq(�r,t)φs(�r ′,t)

|�r − �r ′| . (4)

The TD-RASSCF methodology is a generalization of MCT-
DHF [38,39] in the sense that it includes the possibility to
impose restrictions on the excitations in the active space [8,10],
i.e., the many-body wave function reads

|�(t)〉 =
∑
I∈V

CI (t)|�I (t)〉, (5)

where the sum runs over the set of configurations V , and not
necessarily the full configuration space, and CI (t) and |�I (t)〉
are the amplitudes and Slater determinants of the configuration
specified by the index I , which contains direct products of
spin-up and spin-down strings, i.e., I = I↑ ⊗ I↓, each of them
including the indices of the spatial orbitals [40,41]. Each Slater
determinant is built from M time-dependent spatial orbitals

{φj (�r,t)}Mj=1 in the active orbital space P . In the case of MCT-
DHF, V ≡ VFCI, that is, the full configuration space [39]. On
the other hand, in the TD-RASSCF theory, the configurations
are taken from the restricted active space, V ≡ VRAS, which
is defined as a subset of VFCI by imposing restrictions on the
excitations in the active space. In this method, the active orbital
space P is divided into three subspaces: P0, P1, and P2. P0

constitutes the core, and its orbitals are fully occupied. All
the different ways to form configurations by a combination of
orbitals in P1 are allowed. The orbitals in P2 are filled with
restrictions by excitations from P1. The number of orbitals in
P0, P1, and P2 are denoted by M0, M1, and M2, and the total
number of spatial orbitals equals M = M0 + M1 + M2. The
single-particle Hilbert space is completed by the Q-space such
that the unit operator can be resolved as 1 = P (t) + Q(t), with
P (t) = ∑

j |φj (t)〉〈φj (t)| and Q(t) = ∑
a |φa(t)〉〈φa(t)|, with

|φj (t)〉 belonging to P-space and |φa(t)〉 to Q-space.
In this work, we do not consider a core, i.e., we do not have

a P0 subspace. We apply the TD-RASSCF-D method, i.e., we
include double (D) excitations from the active space partition
P1 to P2. The TD-RASSCF-D method was shown to be
numerically efficient and stable in the case of photoionization
of Be [16]. The equations of motion (EOMs) read [8]

iĊI (t) =
∑
ij

[
hi

j (t) − iηi
j (t)

]〈�I (t)|Ej

i |�(t)〉

+ 1

2

∑
ijkl
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j l (t)〈�I (t)|Ejl

ik |�(t)〉, (6)

i
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j
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+
∑
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l (t)|φj (t)〉ρjl

ik (t)

⎤
⎦, (7)

∑
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A
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+
∑
klm
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v

j ′′m
kl (t)ρkl
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i ′m(t)ρj ′′m
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] = 0, (8)

with

ηi
j (t) = 〈φi(t)|φ̇j (t)〉, (9a)

Q(t) = 1 − P (t) = 1 −
M∑

j=1

|φj (t)〉〈φj (t)|, (9b)

Wk
l (�r,t) =

∫
φ∗

k (�r ′,t)
1

|�r − �r ′|φl(�r ′,t)d �r ′, (10a)

ρ
j

i (t) = 〈�(t)|Ej

i |�(t)〉, (10b)

ρ
jl

ik (t) = 〈�(t)|Ejl

ik |�(t)〉, (11a)

A
lj

ki(t) = 〈�(t)|Ej

i El
k − El

kE
j

i |�(t)〉, (11b)

where the orbitals denoted by single and double prime indexes
belong to different partitions. The strategy to propagate the
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EOM is as follows. To propagate |�(t)〉, we need expressions
for the time derivative for the orbitals |φ̇j (t)〉 and the time
derivative of the amplitudes ĊI (t). The time derivative of
the orbital is split in P- and Q-space contributions |φ̇j (t)〉 =
P (t)|φ̇j (t)〉 + Q(t)|φ̇j (t)〉 = ∑

i=1 |φi(t)〉〈φi(t)|φ̇j (t)〉 +
Q(t)|φ̇j (t)〉 = ∑

i=1 ηi
j (t)|φi(t)〉 + Q(t)|φ̇j (t)〉. Equation (8)

is used to determined the ηi
j (t)’s. With these at hand, the

P (t)|φ̇j (t)〉 part of the derivative of the orbital is determined.
Equation (7) is then used to find Q(t)|φ̇j (t)〉, and finally ĊI (t)
is determined from Eq. (6). The bottleneck of the propagation
lies in the update at every time step of the two-body operator.
To speed up this update, we recently derived and described the
coupled basis method [16]. This method consists of coupling
the angular part of the single-electron orbitals. It is easy to see
that the angular momentum and magnetic quantum numbers
of the coupled angular momenta are preserved by the two-
body operator, [1/|�r − �r ′|,(�	 + �	′)2] = [1/|�r − �r ′|,	z + 	′

z] =
0, where �	(�	′) and 	z(	′

z) are the one-electron angular mo-
mentum operators. This conservation property, together with
the description of the radial part by a finite-element discrete-
variable-representation (FE-DVR), significantly reduces the
number of operations in the evaluation [16].

III. RESULTS

In this section, we describe the many-electron wave function
of the ground state of Ne and the photoionization dynamics
including time-delay studies, induced by the interaction with an
XUV linearly polarized attosecond pulse. In our simulations,
we set the maximum angular momentum to 	max = 3 and
the maximum magnetic quantum number of each orbital to
mmax = 2. For the ground-state studies, the localization of
the wave function near the nucleus allows us to confine the
extent of the radial box to the interval r ∈ [0,31), where we
use 12 equidistant elements for 0 � r � 6 and complete the
box with 10 equidistant elements up to r = 31. The description
of the photoionization process requires a larger box, which
we build by adding 68 elements of 2.5 atomic units of length
up to rmax = 201. Each element contains eight nodes. The
result has been checked against convergence with respect to
the parameters of the primitive basis.

A. Ground state

The TD-RASSCF method is developed to solve the TDSE
for problems that are so large that a diagonalization of the
Hamiltonian is impossible. As a consequence, the eigenstates
of the system cannot in general be obtained straightforwardly.
However, propagation in imaginary time of an initial guess
function makes it possible to obtain the ground state, since
contributions of excited states are removed after long enough
propagation time. The nonlinearity of the EOM, Eqs. (6)–
(8), together with the 3D nature of the system demands an
appropriate selection of the guess function to facilitate the
convergence to the ground state [16]. Specifically, we choose
the partitions (M1,M2) = (5,0), (5,1), (6,0), (5,4), (1,8), (9,0),
and (5,9), where the orbitals in the initial guess function are
chosen as the hydrogenic orbitals 1s, 2s, 2p, 3s, 3p, and 3d

with nuclear charge Z = 10. In addition, we impose that only
the set of configurations {|�I (t)〉} with total magnetic quantum

TABLE I. Ground-state energies of Ne for several RAS schemes.
M1 and M2 denote the numbers of spatial orbitals in the active orbital
subspaces P1 and P2, respectively. When all the orbitals are in P1

(M1 = M and M2 = 0), the TD-RASSCF-D method corresponds to
MCTDHF with M1 orbitals. The M1 = M = Ne/2 case corresponds
to TDHF.

Number of orbitals Number of Ground-state
M = M1 + M2 M1 M2 configurations energy (a.u.)

5 5 0 1 −128.548
6 5 1 26 −128.561

6 0 36 −128.561
9 5 4 521 −128.679

1 8 8036 −128.682
9 0 15876 −128.683

14 5 9 2746 −128.765

number ML = 0 contribute to |�(t)〉 of Eq. (5). This choice
leads to stable numerical performance, because the initial set of
orbitals and the restriction in ML ensures the correct symmetry
of the ground state. In addition, these two constrains imply that
the magnetic quantum number of each orbital is conserved by
the EOM, as shown in Appendix (see also Refs. [42–44]).

We show the ground-state energies obtained by imaginary-
time propagation in Table I for the considered RAS partitions.
The ground-state energy for the Hartree-Fock method (5,0)
coincides with previous calculations [45]. Note that for M = 6,
the TD-RASSCF-D with (5,1) and (6,0) are theoretically
equivalent, because M = Ne/2 + 1 = 6. Therefore, we obtain
the same ground-state energy, and, as we will see in the
next section, the photoionization dynamics induced by linearly
polarized light is the same [8]. The strength of the TD-RASSCF
method clearly manifests itself in the case of nine orbitals. The
energy difference between (5,4) and (9,0) is approximately
0.004 a.u., whereas the number of configurations considered in
the MCTDHF is 30 times larger than for the TD-RASSCF-D.
The ground-state energy for (5,9) is better than in the case
of (9,0) although the number of configurations is six times
smaller. Let us remark that a smaller number of configurations
does not necessarily mean a smaller numerical effort for a given
number of orbitals, M , since the number of operations required
to calculate the two-body operator scales as ∼O(M4) [16].
However, for a given number of orbitals, the MCTDHF calcu-
lation requires much more memory for storing the amplitudes
than the TD-RASSCF method. For instance, MCTDHF with
14 orbitals consists of 4 008 004 configurations, approximately
1459 times more than the (M1,M2) = (5,9) case.

B. Ionization and photoelectron spectrum

In this section, we investigate the ionization dynamics of
Ne induced by an XUV laser pulse. We consider a laser
pulse that is linearly polarized along the Z axis of the
laboratory frame and given by the vector potential �A(t) =
A0ẑ cos2 [ωt/(2np)] sin ωt , where ω and np are the angular
frequency and the number of cycles, and the duration is given
by T = 2πnp/ω. The pulse begins at t = −T/2 and ends
at T/2. We set the intensity of the pulse to 1014 W/cm2

and choose np = 10 for ω in the range 75–115 eV. For this
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FIG. 1. Ne ground state and predominant Ne+ and Ne2+ channels
for photons with 75 � ω � 115 eV. Note that we only show the
lowest-energy state in each fine-structure multiplet. The data are taken
from Refs. [46–48].

photon energy range, the predominant ionization channels
are Ne+(1s2 2s2p6) 2Se and Ne+(1s2 2s2 2p5) 2P o [46–48];
see Fig. 1. The double-ionization threshold is at 62.53 eV
corresponding to the channel Ne2+(1s2 2s2 2p4) 3P e.

We show the ionization yield as a function of time, P1(t), for
ω = 95, 105, and 115 eV in Fig. 2. The ionization yield is de-
termined from the electron density in the outer region, P1(t) =∑

ij ρ
j

i

∫
�

d�
∫ ∞
rout

φi(�r,t)∗φj (�r,t)dr , with rout = 20 a.u. First,
let us remark that the ionization yield calculated using TDHF,
MCTDHF with six orbitals, or the TD-RASSCF-D method for
the RAS (M1,M2) = (5, 1) gives the same result, showing that
for linearly polarized lasers these approaches are equivalent,
as was the case in the previous section for the ground-state
studies. Therefore, in the rest of this paper we only present the
TDHF results to illustrate these three cases.

In Fig. 2(a) we show the ionization yield for ω = 95 eV.
At t = 0, i.e., at the maximum of the laser field, the detected
ionization is close to zero, and it increases monotonically
with time as the photoelectron wave packet escapes from the
inner region. For all the RAS partitions used, at approximately
t = 15 a.u., P1(t) reaches a plateau, which means that the
electron wave function is beyond rout. We see that the ionization
yield obtained by the TDHF method is higher than the yields
obtained with the other methods, which include correlation
by populating P2. In numbers, for TDHF, the plateau value
for the ionization probability is P1 ≈ 47.18 × 10−4, and it
reduces to 44.13 × 10−4 and 45.12 × 10−4 for (M1,M2) =
(5,4) and (5,9), respectively. For ω = 105 eV [Fig. 2(b)],
the pattern is the same, but P1(t) in the plateau region is
smaller, 32.86 × 10−4 for TDHF, since the photon energy is
further from the ionization energy than ω = 95 eV. We see
in Fig. 2(c) that P1(t) for ω = 115 eV is much smaller for
TD-RASSCF with (M1,M2) = (5,4) than for TDHF, whereas
the partition (M1,M2) = (5,9) results in an ionization yield
similar to that obtained with TDHF. Accordingly, the effect
of electron correlation cannot be clearly identified from the
inspection of total ionization yields. A deeper understanding
necessitates the study of a more differential quantity such as the
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FIG. 2. Total ionization yield as a function of time, P1(t), for a
10-cycle linearly polarized pulse with peak intensity 1014 W/cm2 for
(a) ω = 95, (b) 105, and (c) 115 eV as a function of time for several
RAS partitions. Note that the maximum of the pulse is at t = 0.

photoelectron spectrum (PES), as we will come back to below.
First, however, we compare the TD-RASSCF calculation of
the ionization with the experimental cross section [49,50],
σ , for 75 � ω � 115 eV in Fig. 3. We remark that the
experimental data are very similar, although the data from
Ref. [49] are systematically larger than those from Ref. [50]. To
extract the single-ionization cross section, we use the following
expression [51]:

σ1(Mb) = 1.032 × 1014ω2P1/(npI0), (12)

where I0 is the peak intensity of the laser pulse in W/cm2,
and P1 corresponds to P1(t) at a time when a constant value
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FIG. 3. Total photoionization cross section calculated for a 10
cycles linearly pulse with peak intensity 1014 W/cm2 as a function
of the central frequency ω for several RAS partitions compared to
the experimental data by Marr et al. [49] and Samson et al. [50]. The
outcomes for TDHF and RAS (5,1) and (6,0) are indistinguishable
(see the text).

is reached. Equation (12) is valid for one-photon processes,
and it estimates the effective interaction time to be Teff =
3πnp/4ω [51,52]. In Fig. 3, we see that the TDHF method
overestimates the cross section, although the difference with
the experiment decreases with increasing photon energy. On
the other hand, for ω = 75 eV, the results of the (M1,M2) =
(5,4) and (5,9) calculations coincide with the experimental
results of Ref. [50]. As we increase ω, TD-RASSCF with
M2 = 4 underestimates the cross section up to 115 eV, where
the difference with the experimental value decreases. The
numerical calculation using M2 = 9 is in better agreement with
the experimental result, which manifests the key role of the
electron correlation in the photoionization process of Ne [6].
The agreement is better than that obtained with other methods
that cannot fully account for correlation effects [5,53].

Finally, we compare the PES for ω = 95, 105, and 115 eV
as a function of the energy of the ejected electron in Fig. 4.
We obtain the PES by considering the projection of the wave
function for rout � 20 on Coulomb waves [54] using a window
function to bypass boundary effects associated with the inner
region and the end of the box. The procedure is explained in
Ref. [16]. At a given photon energy, the main peak corresponds
to an electron ejected from the p shell of the ground state
of Ne [(1s2 2s2 2p6) 1Se], where the ion is left in the state
Ne+[(1s2 2s2 2p5) 2P o] whose energy is 21.565 eV (Fig. 1).
The peak at lower energy corresponds to ionization into the
channel Ne+[(1s2 2s2p6) 2Se] at 48.475 eV (Fig. 1). For all
the photon energies considered in Fig. 4, the TDHF method
overestimates the height of the main peak with respect to the
TD-RASSCF using (M1,M2) = (5,4) and (5,9), and, more-
over, the position of the peak is located at lower energies for
the TDHF method. For ω = 95 eV, the dominant peak is quite
similar for both TD-RASSCF schemes, but, as we increase the
photon energy, the maximum height of the peak corresponding
to the (5,9) partition becomes slightly larger than in the case
of (5,4) and the position of the peak shifts to higher energies.
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FIG. 4. Photoelectron spectra as a function of the emitted electron
energy for a 10-cycle linearly polarized pulse with peak intensity
1014 W/cm2 for (a) ω = 95, (b) 105, and (c) 115 eV as a function of
time for several RAS partitions.

Specifically, the peaks are located at 42.47 and 71.53 eV for
TDHF, at 44.087 and 72.8 eV for (M1,M2) = (5,4), and at
44.87 and 72.40 eV for (M1,M2) = (5,9) compared with the
experimental values of 46.525 and 73.435 eV [46,48]. Let us
remark that as we increase the photon energy, since we set
the number of cycles to np = 10, the distributions are wider
due to the broadening of the spectral components of the laser
pulse (
ω ∝ ω/np, with ω the central angular frequency). The
tails of the distributions induced by this broadening, however,
do not affect the position of the neighboring peaks for the
frequencies used in this work. For instance, for ω = 115 eV
and using the RAS partition (M1,M2) = (5,9), the ionization
thresholds (extracted from the position of the peaks of the
PES) are 22.67 and 50.16 eV for Ne+[(1s2 2s2 2p5) 2P o]
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and Ne+[(1s2 2s2p6) 2Se], respectively, which agree with the
thresholds extracted using the same RAS but ω = 95 eV.

C. Time delay

In this section, we calculate the time delay between the
ejection of electrons from the 2s and 2p subshells of Ne
after the interaction with the pulse, and we compare with the
experimental value obtained using the streaking technique [18]
and values from theory [18,26,29,31–35]. Our strategy consists
of extrapolating the streaking time delay, τ , from the effective
ionization time of the photoelectron ejected from a given
subshell, tCoul(t), that we can extract from the dynamics of
the electrons in the outer region. It reads

tCoul(t) = t − 〈r(t)〉
k

, (13)

with 〈r(t)〉 the expectation value of the position in the outer
region at a given time t . Let us note that the apparent ionization
time delay tCoul(t) depends on time t because in the presence
of the Coulomb tail of the ion, the photoelectron cannot be
described by a field-free wave packet in the outer region. We
can separate the dependence on t using the relation [55]

tCoul(t) = τEWS + 
tCoul(t), (14)

where τEWS is the Eisenbud-Wigner-Smith (EWS) time delay,
which corresponds to the time required to escape the potential
without the interaction with the Coulomb tail, and 
tCoul(t) =
Z
k3 [1 − ln(2k2t)] is the distortion caused by the long-range
nature of the Coulomb potential. In Eq. (14), k is the linear
momentum of the photoelectron and Z = 1 is the charge of the
remaining Ne+ ion. Due to the short duration of the ionizing
pulse, the photoelectron is described by a wave packet in k,
and hence k attains several values. It is possible to describe the
distribution over k, e.g., by 〈k〉 or 〈k2〉1/2, where 〈 〉 denotes
expectation value. In this work, we calculate k by solving
Eq. (14) for two different times. In the streaking experiments
it is not τEWS that is measured directly, but rather the streaking
time delay, τ , which may be written as

τ = τEWS + τCLC, (15)

where τCLC is the contribution due to the Coulomb-laser
coupling [20], and it corresponds to the interaction with the
IR field used in the streaking scheme. The quantity τCLC can
be extrapolated accurately by [20,34]

τCLC = Z

k3

[
2 − ln

(
πk2

ωIR

)]
, (16)

where ωIR is the frequency of the IR pulse [20]. In our study,
we do not include any streaking field, but to compare with
experiments τCLC has to be accounted for. In this work, typical
values for the difference of τCLC between 2p and 2s subshells
range from ∼9 as for a photon energy of ω = 85 eV to ∼2.3
as for a photon energy of ω = 125 eV.

Next, we discuss the numerical method used to ob-
tain the relative time delay between the photoionization
from 2s and 2p subshells, i.e., τ2p-2s = τ2p − τ2s . The pho-
toionization channels involved are, in terms of dominant
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FIG. 5. Triple differential density at different times after the peak
of the pulse with ω = 105 eV: (a) t = 32.57 a.u. and (b) t = 40.71
a.u. and the radial density of the components with a given 	 at (c) t =
32.57 a.u. and (d) t = 40.71 a.u. for the photoelectron wave packet
for the TD-RASSCF method with (M1,M2) = (5,4).

configurations,

Ne[(1s2 2s2 2p6) 1Se] → Ne+[(1s2 2s2 2p5) 2P o] + e−(s,d),

(17)
Ne[(1s2 2s2 2p6) 1Se] → Ne+[(1s2 2s2p6) 2Se] + e−(p),

(18)

where the angular momentum 	 of the emitted electron, e−, is
restricted to s and d when the electron is removed from the
2p subshell and to p in the case of ionization of the 2s shell.
We note that both channels in Eqs. (17) and (18) only involve
the change of a single orbital, and they can hence both occur
within the TDHF description.

We can benefit from the difference in 	 in the final con-
tinuum states to distinguish between the ionization channels
by calculating 〈r(t)〉 along the parallel (all three channels
contribute) and perpendicular directions (only the s and d

contribute) to the polarization of the laser. This technique was
successfully applied in the case of Be, and it relied on the fact
that the contribution of the s and d photoelectrons is negligible
with respect to that of the p electron [16]. This is, however, not
the case for Ne, since the cross section for photoionization from
the 2p shell (i.e., s and d continuum electrons) is much larger
than that from the 2s shell (i.e., p continuum electrons [5]).
We illustrate the implications of this difference in the outgoing
wave packet in Figs. 5(a) and 5(b), where we show the triple dif-
ferential density (TDD) along the parallel and perpendicular di-
rections for two different times after the peak of the XUV pulse
with a central frequency of ω = 105 eV. The distribution along
the parallel direction at t = 32.57 a.u. is dominated by the
emission of s and d photoelectrons, and it is peaked at approx-
imately r = 80.5 a.u. and presents a small shoulder around 60
a.u., which corresponds to the p continuum electron contribu-
tion. At a later time, t = 40.71 a.u., this shoulder becomes more
pronounced because the p photoelectron is slower than the s

and d electron provoking the separation of the contributions,
simply because of the differences in the ionization thresholds in
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by Feist et al. [34], Moore et al. [29], and Dahlström et al. [56] and
the measurement by Schultze et al. [18].

Eqs. (17) and (18). Consequently, to distinguish both channels
in this direction is not numerically efficient or even feasible in
the present case, in particular because it would be necessary to
(i) propagate for longer times and (ii) employ a larger radial
box to avoid boundary effects. Furthermore, even if we could
meet these two demands, it may not be possible to determine
the expected position of the photoelectron due to the spreading
of the density as a function of time. On the other hand, the TDD
along the perpendicular direction corresponds to removing the
2p electron, therefore we could calculate directly 〈r(t)〉 for this
channel.

To overcome these difficulties imposed by determining time
delays by using angular distributions, we distinguish between
the different angular contributions to the photoelectron wave
packet by selecting the single orbital angular momentum 	

of the many-body wave function in the outer region. Thus,
the different channels are labeled by the angular momentum
of the photoelectron wave packet 	 uniquely, as we can see
in Figs. 5(c) and 5(d), and we can isolate them to obtain
〈r(t)〉 corresponding to a given 	. Taking all this into account,
to obtain the time delay between the photoelectrons ejected
from 2s and 2p we follow these steps: (i) calculate 〈r(t)〉 for
two different times t and 	 = 1 and 2; (ii) obtain k for each
channel as described just above Eq. (15); (iii) evaluate tCoul(t)
using the expression (13); (iv) calculate τ2s and τ2p using
the expressions (14) and (15); and finally (v) obtain τ2p-2s =
τ2p − τ2s . Let us note that a good description not only of the
potential induced by the electrons but also of the photoelectron
spectrum is mandatory for an accurate application of this
approach. For instance, using a two-electron model in a mean-
field potential [31] gives a value of τ2p-2s = 4.3 as for a central
frequency of 107 eV, which is below the expected theoretical
value (see Fig. 6), although the result qualitatively captures
that the electron in the 2p shell is emitted after the 2s. In Fig. 6
we show the streaking time delay τ2p-2s assuming a 780 nm
IR pulse, to account for τCLC for the RAS scheme (M1,M2) =
(5,0) and (5,4), together with calculations that use different

methods to account for the electronic correlation [29,34,56].
In Ref. [29], the R-matrix method was employed to describe
the streaking process, where the inner region is described using
configuration interaction and only one electron is allowed in
the outer region. The results of this method are in agreement
with the results of the TDHF method, i.e., (M1,M2) = (5,0),
from 90 � ω � 100 eV, except that the R-matrix prediction is
larger for ω < 90 eV and lower for ω > 105 eV. As stressed
in Ref. [29], for ω � 105 eV there are contributions from
pseudoresonances induced by the expansion in the inner region
that may alter the result of the calculation. Furthermore,
the sensitivity of the time delay to the ionization energy of
each channel may also interfere for low ω’s. We can also
conclude that part of the correlation can be described using
a single configuration, as in the TDHF method, due to the
flexibility in the propagation provided by the time-dependent
orbitals. This situation is markedly different from the case
we considered in Be where ionization of the Be[(1s2 2s2) 1Se]
ground state into the channel Be+[(1s2 2p) 2P o] + e−(s or d)
cannot be described by TDHF, since, contrary to the case in
Eqs. (17) and (18), more than a single orbital in the dominant
configuration is changing [16].

The TD-RASSCF method with (M1,M2) = (5,4) provides
a smaller τ2p-2s , which is in agreement with the results of
Ref. [34]. In that work, the ground state and scattering states
of Ne are built using up to 38 states to describe the atom
and the Ne+ ion to extract the phase shift corresponding to
the long- and the short-range interaction, σ	(E) + δ	(E), and
hence τEWS = ∂

∂E
[σ	(E) + δ	(E)]. Then, as in our case, the

total time delay is obtained by adding τCLC [34]. In contrast,
in Ref. [56], the time delay τ is fully extracted by studying
the streaking process in a time-independent diagrammatic
approach. The resulting time delay is τ = 12 as for ω ∼
105 eV, a bit higher than the TDHF result. Finally, we note
that the difference between the τ2p-2s for the two different
RAS schemes decreases as we increase ω and almost vanishes
at ω = 125 eV, revealing that the correlation becomes less
important with increasing ω for the considered case in Ne.
Let us note that the EWS time delay between the 2p and 2s

photoelectrons for 105 eV, τEWS,2p − τEWS,2s = 7.1 and 5.8 as
for the RAS (M1 = 5,M2 = 0) and (M1 = 5,M2 = 4), is in
good agreement with the EWS delay 6.4 as reported in Ref. [18]
and obtained using the state-specific approach for ω = 106 eV,
but it is significantly higher than the 4.0 as calculated using the
multiconfigurational Hartree-Fock method, also in Ref. [18].

IV. CONCLUSION

We have applied the TD-RASSCF-D method to investigate
the role of electron correlation in the ground state of Ne, as
well as in photoionization processes induced by attosecond
XUV linearly polarized laser pulses. We have shown that
the TD-RASSCF-D method provides accurate results for the
ground-state energy, converging to the MCTDHF method as
we increase the electronic correlation, i.e., the number of
accessible configurations. Most importantly, we also found
that it is possible to obtain a better ground state by increas-
ing the number of orbitals while keeping the number of
configurations manageable by design of the RAS scheme.
The decisive role of the number of orbitals compared with
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the number of configurations, i.e., the importance of having
access to a few rather highly excited configurations in the
SCF expansion of the total wave function, was also found
in cold-atom physics [17]. This finding shows the potential
of the TD-RASSCF approach for application to systems in
which the MCTDHF cannot be practically applied due to the
dimension of the problem. Despite these attractive aspects of
the TD-RASSCF approach, it is computationally expensive
to account for electron-electron correlation, and application
to highly nonlinear and nonperturbative processes such as
high-order harmonic generation remains challenging beyond
one-dimensional models [8,10].

For photoionization dynamics, we described the ionization
threshold energy of the channels Ne+[(1s2 2s2p6) 2Se] and
[(1s2 2s2 2p5) 2P o]. We also obtained results for the angu-
lar distribution of the electron ejected by the XUV pulse.
Moreover, we obtained numerical cross sections that are in
agreement with the available experimental data. Finally, we
calculated the time delay between the propagated electrons
ejected from the 2p and 2s shells by taking advantage of the
angular momentum decomposition of the photoelectrons to
measure independently these two channels. For ω = 105 eV
we obtained τ2p-2s = 9.9, in agreement with other theoretical
works [18,26,29–34,56] and with the very recent interfero-
metric experimental measurements [36], but in disagreement
with the experimental value of ∼21 for a photon energy
of 106 eV [18]. For the present study in Ne, the channels
considered are both accessible by the change of a single
orbital from the dominant ground-state configuration following
single-photon absorption. For atoms with more electrons than
Be, typically several ionization channels can be reached by
single-photon absorption from the valence shells without
electron correlation, i.e., without the change of more than a
single orbital. We found that in this case in Ne, the TDHF
method gives a qualitatively correct estimate of the time delay
in photoionization. In systems that are too complicated to
be investigated by any theory beyond mean-field theory, a
comparison between, e.g., experimental time-delay data and
the results from TDHF could then serve to isolate the presence
or absence of correlations effects.
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APPENDIX: CONSERVATION OF ORBITAL m

In this Appendix, we prove that the magnetic quantum
number m of each orbital is conserved if each orbital is
labeled with a well-defined m and the wave function is a linear
combination of configurations {|�I (t)〉} with the same total
magnetic quantum number ML.

The propagation of the single-electron orbitals is de-
termined by the Q- and P-space equations, Eqs. (7)
and (8), respectively. By setting ηi

j (t) either to be 0 or
hi

j (t), the only contribution in Q-space that may mix
the magnetic quantum number m in the orbital |φi(t)〉 is∑

n[ρ−1(t)]ni
∑

jkl Q(t)ρjl

nk(t)Wk
l (t)|φj (t)〉. We first prove that

[ρ−1(t)]ni is nonzero only for mn = mi . From the definition of
the one-body density operator

ρn
i (t) =

∑
I,J

CI (t)∗CJ (t)〈�I (t)|En
i |�J (t)〉,

we see that the contribution 〈�I (t)|En
i |�J (t)〉 �= 0 only if

|�I (t)〉and|�J (t)〉 differ in the orbitals |φn(t)〉 and |φi(t)〉,
respectively. Since ML is the same for all the configurations,
ρn

i (t) �= 0 ⇒ ML − mi = ML − mn ⇒ mi = mn. Thus, ρn
i (t)

is block-diagonal in the single-electron magnetic quantum
number. This implies that ρ−1(t) is also block-diagonal in
m, and therefore [ρ−1(t)]ni �= 0 only if mn = mi . A similar
argument can be applied for ρ

jl

nk(t), which reads

ρ
jl

nk(t) =
∑
I,J

CI (t)∗CJ (t)〈�I (t)|Ejl

nk|�J (t)〉

and it is nonzero only if mj + ml = mn + mk . Finally, since
Wk

l (t)|φj (t)〉 is a function with m = ml + mj − mk and the
projector Q(t) preserves the magnetic quantum number,
Q(t)ρjl

nkW
k
l (t)|φj (t)〉 �= 0 only if mn = ml + mj − mk = mi ,

which ensures the conservation of m by the Q-space equation.
Now, we prove that the P-space equation (8) satisfies

ηk′′
l′ = 0 if ml′ �= mk′′ . First, we evaluate the last summation,

which involves the two-body elements. It is easy to prove
that v

j ′′m
kl (t) �= 0 ⇒ mk + ml = mm + mj ′′ , and using similar

arguments of the previous proof, ρkl
i ′m(t) �= 0 ⇒ ml + mk =

mi ′ + mm. Equating these two expressions, we obtain that
mj ′′ = mi ′ , which also holds for the second term of the

summation. On the other hand, A
l′j ′′
k′′i ′ (t) = 〈�(t)|Ej ′′

i ′ El′
k′′ −

El′
k′′E

j ′′
i ′ |�(t)〉 = δ

j ′′
k′′ ρ

l′
i ′ − δl′

i ′ρ
j ′′
k′′ �= 0 ⇒ mj ′′ = mk′′ with i ′ =

l′ and/or mi ′ = ml′ with j ′′ = k′′. Taking all this into account
when solving this equation, we get that hk′′

l′ (t) − iηk′′
l′ (t) �= 0

only if ml′ = mk′′ . Finally, using that hk′′
l′ (t) fulfills ml′ = mk′′ ,

it follows that ηk′′
l′ �= 0 ⇒ ml′ = mk′′ .
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