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Nonlinear quantum Langevin equations for bosonic modes in solid-state systems
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Based on the experimental evidence that impurities contribute to the dissipation properties of solid-state open
quantum systems, we provide here a description in terms of nonlinear quantum Langevin equations of the role
played by two-level systems in the dynamics of a bosonic degree of freedom. Our starting point is represented
by the description of the system-environment coupling in terms of coupling to two separate reservoirs, modeling
the interaction with external bosonic modes and two-level systems, respectively. Furthermore, we show how
this model represents a specific example of a class of open quantum systems that can be described by nonlinear
quantum Langevin equations. Our analysis offers a potential explanation of the parametric effects recently
observed in circuit-QED cavity optomechanics experiments.
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I. INTRODUCTION

The dynamics of open quantum systems, i.e., quantum
systems that can be described as separate entities from their
surrounding environment while being somehow coupled to it,
is arguably one of the most fundamental problems in quantum
mechanics, encompassing concepts such as the measurement
paradox [1] and the boundary between quantum and classical
physics [2]. On general grounds, the interaction between a
quantum system and its environment represents an important
aspect of the physics of condensed matter and complex
systems, which has been the focus of extensive analysis
[3-5], with repercussions in contexts ranging from the energy
transport in photosynthetic complexes [6] to the physics of
ultracold gases [7-9].

In the description of these systems, the inclusion of
the role played by coupling to an external environment is
necessary, if only because the system has to be coupled to
an external measurement apparatus which, from the quantum-
dynamical perspective of the system, represents a source of
noise and dissipation. At the same time the manipulation
of open quantum systems has recently led to the possibility
of preparing and detecting quantum states of matter and
radiation [10,11], paving the way for the definition of a
new paradigm of quantum technology, which represents an
important field for applications ranging from secure (quantum)
communication [12] to sensing of electromagnetic fields
[13] and to the detection of gravitational waves [14]. This
prospect of technological application of quantum mechanics
is rooted in the relatively recent development of fabrication
techniques at the nanoscale, in particular, nanomechanical
resonators, superconducting qubits, and, more in general,
circuit quantum electrodynamics (QED) setups [ 15—18], where
the characteristic scales involved in the dynamics of these
systems naturally lead to the study of the quantum properties
in the presence of coupling to an environment.
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Within this framework, it has recently been observed that
this coupling can represent an important resource leading
to the notion of reservoir engineering [19]. This concept
corresponds to the idea that, by manipulating the properties of
the environment coupled to a given quantum system or even the
nature of the system-environment coupling itself, it is possible
to generate specific (quantum) states for the system. Prominent
examples are represented by the recent achievements in the
field of cavity optomechanics, where ground-state cooling
[20] and squeezing below the standard quantum limit (SQL)
[21-23], along with nearly quantum limited amplification
[24,25] and nonreciprocal photon transmission [26], have been
achieved by introducing a specific (Gaussian) state for the
reservoir. While these examples correspond to inducing a
specific state for the system by manipulating the state of the
reservoir, in Refs. [27] and [28] it is shown that by designing a
specific nonlinear coupling between system and environment,
it is possible to protect certain quantum states (cat states)
against decoherence.

If the coupling between the system and the environment
is described by a linear Hamiltonian, the effects of noise and
dissipation on the dynamics of the system can be described
in terms of linear quantum Langevin equations (QLEs)
[11]. These equations represent an extension to the quantum
regime of the classical Langevin equations and, in analogy to
their classical counterpart, include in the description of the
dynamics of the system the role played by the environment,
including dissipative and noise effects. However, the case of a
linear system-environment coupling is not the most general
situation that can arise. For instance, for nanomechanical
resonators [29-33] and for circuit-QED setups [34-39], the
experimental evidence of nonlinear phenomena related to the
coupling between system and environment has emerged and,
more importantly for our analysis, the relevance of impurities
in this phenomenon has been discussed. For both setups, it has
been shown (see, e.g., [29,34]) that the impurities naturally
arising in the material composing the devices, its supports,
and/or substrate represent a source of dissipation. These
defects can be modeled in terms of two-level systems (TLSs).
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The reason behind the possibility of modeling impurities in
these terms is represented by the fact that each impurity can be
construed as quantum systems which exhibit two local energy
minima. For instance, as a charged impurity that can hop
between two defects in the crystal structure, or a dangling
bond with two possible configurations.

More specifically, these TLSs exist primarily due to the
disordered potential landscape of amorphous materials, e.g.,
in surface oxides of thin-film circuit electrodes [38], in the
tunnel barrier of Josephson junctions [34], and at disordered
interfaces [40,41], coupling with the bosonic degrees of
freedom of the system, either through a purely electromagnetic
interaction (optical and circuit-QED setups) or a phononic one
in the context of nanomechanical systems [42].

II. MODEL

In this article we show under what conditions, considering
a nonlinear coupling between system and a bath of TLSs,
it is possible to derive a nonlinear QLE for the dynamics
of the degrees of freedom of the system, having in mind a
circuit-QED setup. In addition, we show how the nonlinear
QLEs derived here can represent an explanation to some of
the phenomena recently observed in the context of microwave
quantum optomechanics [22].

The starting point for our analysis is represented by a
bosonic system (S) coupled to an environment (£). The total
Hamiltonian of the bipartite system (S + &) is given by

H = Hgs+ Hg + Hs_¢, (D

where Hg = Hs(c,c’) is the Hamiltonian of the isolated
system, exhibiting a generic dependence on the annihilation
(creation) operators c (c!) associated with the system, and Hg
is the Hamiltonian for the bath.

We assume here that the environment Hamiltonian can be
decomposed into two terms, HE = Zk a)kbf:bk and HETLS,
corresponding to a bath of free bosonic modes and to a
bath of TLSs, respectively (see Fig. 1). The bosonic bath
describes, for instance, the modes of the electromagnetic field
of the environment. In our analysis we assume that these
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FIG. 1. Cartoon picture of the setup. The system S is coupled to
an environment &, which is constituted by a bosonic bath £ and a
bath of TLSs &1.s. The coupling between the two baths and the system
is mediated by the Hamiltonians Hs_p and Hs_1y 5, respectively.

PHYSICAL REVIEW A 96, 063830 (2017)

modes, while being associated with the noise properties and
dissipation of the system, encompass also the external coherent
fields driving the system whose properties are encoded in the
state of the bath for the modes by (see, e.g., [11]). Our choice
is equivalent to considering a coherent driving term for the
system Hamiltonian and a purely thermal bath.

In this scenario, we describe the coupling between these
modes and the degrees of freedom of the system by the
following Hamiltonian:

Hsp =Y glc'by +ch)). )
k

In addition, we model the bath of TLSs as a collection of
spins Ji. In this scenario we have that Hi™S =Y, QuJk.
This choice for the modeling of TLSs corresponds to the idea
that, for each €2 multiple TLSs are present that collectively
couple with the system S. While for Qy >~ ws, where wg
corresponds to a characteristic frequency for the system,
the presence of impurities leads to a renormalization of the
linewidth associated with the linear response of the system
induced by the coupling given in Eq. (2) (see Appendix D);
for Q¢ ~ n ws, nonlinear contributions appear. In our analysis,
also in light of the recent investigations concerning the
relevance of two-photon emission processes by TLSs [43,44]
when coupled to bosonic modes, we consider the case
n = 2, representing the lowest-order approximation beyond
linear coupling. This assumption appears to be compatible
with the usual experimental conditions encountered in the
context of circuit QED, where microwave cavities operate at
frequencies corresponding to few GHz [15,16,45] while the
energy separation of a TLS relevant for the physics of either of
these systems is of the order of 10 GHz [45,46]. In this case, it
is possible to write the system-TLS coupling Hamiltonian as

2
Hs ts = Y gi™S(J5c? + J5c), 3)
k

If we assume that |Jx| > 1, corresponding to the idea that
for each value of k multiple TLSs couple to the system S, by
resorting to the Holstein-Primakoff (HP) realization of spin
operators in terms of bosonic modes, we can replace the spin
operators with bosonic ones. This mapping can be performed
in two different ways, corresponding to complementary exper-
imental conditions (see Appendix A). If it is assumed that the
TLSs mostly reside in their ground state, we have that J3k o~
— jk» where ji is the index of the representation associated
with the spin Ji and the HP mapping reads J¥ — dgdk — Jks
JE > dy, JE > di . In this case, the coupling between the
system and the TLS bath can be approximated by

2
Hswp =) gt®(dc® + dic'), “)
k

with gfp =42 jkgg LS_On the other hand, if the TLSs mainly
reside in their excited state (J3k ~ + jx) the mapping can be

written as J3k — Jk — dlidk, Jk > d]i, J}; — dy, leading to
the following approximation for Hs_tps:

2
Hs wp, = Y &¢(dkc® +dlc"). )
k

063830-2



NONLINEAR QUANTUM LANGEVIN EQUATIONS FOR ...

These two different forms of the HP mapping correspond to
two different physical situations. In the former case, the TLSs
prevalently reside in their ground state, corresponding to the
idea that the impurities mainly reside in their ground state,
implying a low-temperature regime. In this case, the bosonic
excitations described by the operators di represent (weak)
excitations around the ground state. On the other hand, the
latter case corresponds to the situation in which the highest
excited (metastable) state of the TLSs is weakly (de-)excited,
corresponding, for instance, to the case in which an external
drive induces excitations in the TLSs bath, leading to a possible
interpretation of the linewidth narrowing observed in circuit-
QED setups under strong driving conditions [35] in terms of
nonlinear QLEs associated with the saturation of the TLSs. In
this picture, the external drive effectively heats the impurities
to their excited state, inducing the population inversion for the
ensemble of TLSs and a consequent saturation, justifying the
H P, transformation in terms of (weak) deexcitations of the
highest excited state.

As we show in Appendix B, it is possible to derive QLEs
for the system, provided that the environment Hamiltonian is
described by a set of bosonic operators coupled linearly to
the system degrees of freedom. It is important to note that the
requirement of linearity concerning the system-environment
Hamiltonian is limited to the bath degrees of freedom, meaning
that its most general form can be expressed as

Hs_e =Y gl Fl(c.chhex + Fle.chel), (6)
k

where ey and ei represent generic bosonic operators associated
with the environment degrees of freedom. The form the
system-environment coupling represents a sufficient condition
for the derivation of a nonlinear QLE, along with the
assumption that the modes of the bath are noninteracting. In
other terms, it is necessary to assume a linear dependence
of the coupling Hamiltonian on the environmental degrees of
freedom, since in order to derive the QLEs for the system,
the solution of the Heisenberg equation of motion for the
environment degrees of freedom has to assume a specific form
in which the contribution of the system and the environment
operators can be represented as two separate additive terms
(see Appendix B).

III. EQUATIONS OF MOTION

It is clear that since the form of Hs_g and Hs_pp, can be
expressed in the form given by Eq. (6), with F(c,c’) givenby ¢,
2, and ¢t*, and with e, = by and e, = dy forS — B, S — HP_,
and § — HP, respectively, we can write the dynamics of the
system in terms of a (nonlinear) QLE as

¢ = —ile,Hs] — (g + KNCTC)C + e +2/knel e,

(7a)
¢ = —i[c,Hs] — (g — KNCTC)C + Ve + ZQ/KNcTcEqLST.
(7b)
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Equations (7a) and (7b), obtained considering the system-
environment coupling given by Hs_yp_ and Hs_pp, , respec-
tively, are the main result of our analysis. The presence of
a TLS bath leads to the appearance of nonlinear dissipative
terms (+«ncicc) and to purely imaginary parametric noise
terms (2 KNcTcEjLS(T)). We stress here that these terms are
the direct result of the modeling of the bath in terms of
two separate environments (Hs_pg and Hs — HP) and do not
represent an ad hoc modification of the linear QLEs that can
be derived in the absence of coupling to TLSs. In particular,
while the nonlinear dissipation term possibly represents a
natural extension to the nonlinear regime of linear QLEs, the
parametric noise term is a nontrivial contribution associated
with the presence of the TLS bath.

In addition, we observe here that, analogously to their
linear counterpart, Eqgs. (7a) and (7b) are time local, i.e.,
the dynamics is Markovian. As detailed in Appendix B, this
property is related to the assumption that within the range of
frequencies of interest, the coupling strength between system
and environment is independent of the mode considered
(wide-band-limit approximation) [47].

If we further consider a pump probe representative of a
circuit-QED setup (e.g., a circuit optomechanical experiment),
we can assume that the dynamics given by Eq. (7) is linearized
around a strong coherent tone:

ap = iy eXp[—iwpt].

The frequency wy, is detuned by A = w, — w. from the cavity
resonant frequency. As a result of the linearization scheme,
we have that the amplitude of the cavity field oscillating at
wp 1s given by the solution of a nonlinear algebraic equation.
In Fig. 2 we have plotted the stationary value of the cavity
field for the two choices of the HP mapping (HP.). As
expected, for small values of the driving field «j,, the stationary
solution corresponds to the solution in the absence of nonlinear
dissipation. However, for larger values of «;, the stationary
solution substantially deviates from the solution of the linear
system, with, for the parameters discussed here, a negligible
difference between HP. cases.

Furthermore, the (first-order) dynamics of the fluctuations
¢ = o + a around the stationary value induced by the pump
(in a frame rotating at wp) is given by

a= |:iA — (g + 2KN|a|2>]a — kyotal

+ Vrapn +2 KNot*aiTnLS, (8a)
. . K 2 21
a= |:1A — (5 — 2kn || )]a + kya‘a

+ a4 2Kyl (8b)

the HP_ and HP. case, respectively (see Appendix C). It
is possible to see that Eqs. (8a) and (8b) include a purely
imaginary parametric term on top of a nonlinear dissipation
term, implying linewidth broadening or narrowing, depending
on the state of the TLSs bath. Recently, in Ref. [22] a term of
the same form was introduced as an ad hoc parameter in order
to match the experimental results of a cavity optomechanical
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FIG. 2. Amplitude (a) and phase (b) for the stationary value (in
a frame rotating at wp, see text) of the cavity field « in the presence
of a driving «;,. Parameters: xy = 1.5x 107*, A =20 (all quantities
expressed in units of «).

experiment aimed at establishing squeezing below the SQL of
a nanomechanical resonator.

Our description, therefore provides a potential explanation
of such parametric effects in terms of nonlinear dissipation
phenomena associated with the nonlinear coupling to a bath
of TLSs. In order to characterize the effect induced by the
presence of the nonlinear coupling to TLSs, we evaluate the
fluctuation spectrum of the cavity field SY = 1/2({X?,X% }),

w

with X = 1//2(a’ € + a,e~i?), assuming thermal fluctu-
ations both for the bosonic and the TLS bath. As hinted by the
structure of Egs. (8a) and (8b), the presence of a parametric
term induces squeezing, which can be experimentally observed
by homodyne detection of the output field, in the cavity
spectrum for both cases, as seen in Fig. 3, where the cavity fluc-
tuation spectrum exhibits a clear dependence on the phase 6.

IV. CONCLUSIONS

We have reported here how it is possible to deduce
nonlinear QLEs for the dynamics of an open quantum system
from a nonlinear system-environment coupling Hamiltonian.
Moreover, we have discussed how an effective nonlinear
system-environment coupling can emerge in the presence
of impurities modeled as TLSs. Ultimately, we have shown
that the TLS-induced nonlinearities can represent a potential
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FIG. 3. Noise spectrum for the cavity field in the presence of
an external drive oy, = 700, for (a) HP_ and (b) HP, for (afnai") =

(@T14TLSy = 1 (all other parameters as in Fig. 2).
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explanation for the imaginary parametric terms reported in
Ref. [22].
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APPENDIX A: HOLSTEIN-PRIMAKOFF
TRANSFORMATION

We discuss here the Holstein-Primakoff realization allow-
ing us to replace the spin operators J,, J1 obeying the usual
SU(2) commutation relations

[JEJE] =2J%, X, 7K1 =205 (A1)
with bosonic operators d, di, for which
[di.di]=1. (A2)

As discussed in the main text, in order to map the spin
operators obeying Eq. (A1) with the bosonic operators dy, d]i,
we have two possibilities, depending on the physical situation
we want to describe. If we assume that Jzk ~ — ji, this choice
is indicated in the main text as HP_, we can consider the

—
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following transformation:
Jzkzﬁk—jk, J_l,’(_ =d£\/2jk—ﬁk, JE = 2jk_ﬁkdka
(A3)

where 7, = dldk. The operators J. k Ji can be shown to fulfill

Z

the SU(2) commutation relations
[75,75] = lA.dl1V/2)jc — i = I,
[JE.JX] = V2 )k — Anlig.d] = —J~,
5, T8 = d{(y/2jx — i)dic — v/2j — fix A v/ 2 — ik

= A (2jx—Ak + 1) =2 jiHA—A2jk—) =2JF.
(A4b)

(Ada)

In the limit jy — oo, we have that

JE g [P T< ik > i
—=d, | ————=d |\l — —+--- | =d,
V2V 24 U4 :
JK VAT
— ~d, +=—-1>~-1. (A5)
2k Jo
Therefore the bosonic excitations described by dy and dlj
correspond to (small) excitations around the JZk = — jk state.

Conversely, we can write

Jzk:jk_ﬁks JE:dlI 2jk_ﬁk, ]}E:\/zjk_ﬁkdks

(A6)
so that when jx — o0,
JK Jk A A
t~y — ~qf, E=1-x1 (A7

= = dy, = 5 -
V2 jx V2 jx Jk Jk
which correspond to the description of small fluctuations

around the J;‘ = j state, indicated as HP,. in main text.

J
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APPENDIX B: QLE FOR F(c,ct)

We discuss here the form of the QLEs generated by a
model for which, following the notation introduced in Eq. (1)
of the main text, Hg is left unspecified. The environment is
given by a set of noninteracting bosonic modes described by
He=), wkeltek, where e (elT() are the annihilation (creation)
operators associated with mode k and the system-environment
coupling is given by the following Hamiltonian:

Hs g =Y alF(c.chel + Flte,ched, (B
k

where F(c,c’) is a generic function of the creation and
annihilation operators of the system. Since Hs_¢ is a linear
operator with respect to the degrees of freedom of the bath
and el(j) commutes with Hg, we can follow the same strategy
employed for the derivation of the linear QLEs [11] and write
the equations of motion (EOM) for the bath field operators in
the Heisenberg picture as

é(1) = —iwer(t) — ig F(c,ch). (B2)

Similarly, the EOM for the system can be written as

&) = ilHs,c] +i Y gk([F.clef + [Fi,cler).  (B3)
k

Equation (B2) can be solved in terms of an initial condition ¢,
yielding

t
ex(t)=e e (1)) — igy / e DR, (1 dr

)

(B4)

By substituting Eq. (B4) and its Hermitian conjugate into
Eq. (B3) we obtain

t
(1) = i[Hs,c(D)] + i ng{[F,c] [el‘“’k“"“ei(ro) +igk / R () dr/]
k fo

1
+[Flc] [e"’“’k“—fo)ek(ro)—igk / e DR dr’] } (BS)

Like for the purely linear case, we introduce the density of states D = dk/dwy (supposing a continuum of states for the bath)
and assume that, in the relevant frequency regime, gx does not depend on the mode index k. If we define

K
= [—, B6
8k %D (B6)
where « is the mode-independent constant, we can write Eq. (BS) as
. . . K i (t— . K ! iwg(t—t'
C(t)=l[Hs,C(t)]Jrle:,/Zn—D{[F,C](e el )+ i[5 / dont f>FT(f)df)
. K ! . ’
+[FT,c]<e—lwk<’—’0>ek(ro)—i [—— / e—'wk“—”F(z/)dﬂ)}
27D J,,
= ilHs.c()] + Vi {[F,c] <—c§n<t> - gﬁ (r)) + [F*,c](—cm(t) + 41%)) } (B7)
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where we have defined cj,(¢) as

Cinlt) = ——

N2n D

PHYSICAL REVIEW A 96, 063830 (2017)

Z el g (1), (BS)
k

The definition introduced in Eq. (B6) corresponds to what in the context of electronic transport is defined as “a wide-band-limit
approximation” and, allowing us to write the QLE given in Eq. (B7) in time-local form, can be considered equivalent to the

Markov approximation [47].

Let us focus on the case, discussed in the text, of two separate baths: a bosonic bath with operators by and a bath of TLSs
with HP-transformed modes dy. We define two functions Fy, and Frg of the system operators that couple to the bosonic and TLS

baths, respectively. The QLE (B7) then reads

ét) = i[Hg,c(t)] + /i< {[Fb,c]<—c3n - 4&?) + [Fﬂc](—cm + */TEFb)}

2

A K . A/ K
+./—KN{[FTLs,c] (—cE}ST — TNFT'LS) + [Ff g.c] (—cE,LS + —NFTLS> } (B9)

Assuming a linear coupling between the system and the
bosonic bath and choosing the HP_ mapping for the TLSs, one
obtains F, = c and Frps = 2. Substituting these into Eq. (B9)
gives

¢ =i[Hg,c(t)] — (% + KNCTC>C + K Cin + 2 KNcTciTlLS,
(B10)

which corresponds to Eq. (7a) of the main text. On the contrary,
if the HP, mapping is chosen, one obtains Eq. (7b) with
Fris = cf.

APPENDIX C: LINEARIZATION OF THE QUANTUM
LANGEVIN EQUATIONS

Here we outline the linearization strategy that allows us, in
the presence of a strong coherent tone o, = aine "’ to recast
Eqgs. (7b) of the main text in terms of equations describing the
stationary state (in a frame rotating at wp) and the fluctuations
around this stationary state, given by Eqs. (8a) and (8b) of the
main text.

Focusing on Eq. (7a),

¢ = —i[c,Hs] — (g + KNCTC>C + \/Ecin + 2«/KNCTC%;LS.
(CD)

In the presence of a strong coherent pump o, = ape™ ', we
seek a solution of the form ¢ = o + a,

—iwpo +a = —iw(a +a) — |:§ +xy(@ +ah)a + a)]
X (a + @) + (et + ain)
+ 2 /kn(@* 4+ ahal™s, (C2)
where without loss of generality, we have assumed that
Hs = w.cle.

Neglecting the fluctuation terms, we obtain the equation for
the steady-state solution

0=iAa — g(x—KN(xlodz-l—«/EOlin, (C3)

(

where A = w, — w.. From Eq. (C2) the equation for the
fluctuation around the steady-state solution value of « given
above is thus expressed as

a= [iA - (g + 2KN|a|2>j|a — knetal + Via

+2/kyatals. (C4)

With a similar procedure one can also show that Eq. (7b)
leads to Eq. (8b). Notice that the nonlinear dissipative terms
F2iy|al’a in Eqgs. (8a) and (8b) lead to the broadening or nar-
rowing of the linewidth associated with the linearized response
of the cavity field fluctuations, respectively (see Fig. 4).

APPENDIX D: FLUCTUATION SPECTRUM
OF THE NONLINEAR MODEL

Assuming that, in addition to the strong coherent tone, the
dynamics of the system is affected by thermal fluctuations
of both the bosonic and the TLS baths degrees of freedom,

- Linear

0 200 400 600 800 1000
Qip

FIG. 4. The total effective dissipation of the linearized models
Eq. (8a) (solid red) and Eq. (8b) (dashed green) that correspond to
the cases where the majority of the TLSs are in the ground state and
excited state, respectively. They are compared to the case of pure
linear dissipation (black dots). Here we assume the system to be a
simple cavity with Hs = w.cfc. In units of «, the parameters are
A=w,—w.=20and ky = 1.5x107*.
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L N —aj, = 200 Ll
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FIG. 5. The cavity spectra related to the Holstein-Primakoff couplings (a) HP_ and (b) HP,, for the largest uncertainty quadrature (0 = 7 /2
and 6 = 0, respectively). In (a) the linewidth widens as «;, becomes larger (larger values of «;, correspond to smaller values of the maximum
at w = 0), whereas in (b) the linewidth becomes narrower (larger values of «;, correspond to larger values of the maximum at w = 0).
Here the thermal populations of the bosonic and TLS baths are ng, = ni-S = 1, and in the units of &, the other parameters are A = 20 and

KNy = 1.5)(10_4.

we evaluate here the spectrum of these fluctuations focusing
on the HP_ case (an analogous derivation holds for the HP.
mapping). The fluctuation spectrum

57 = H{{x?.x%, ). (1)

with X¢ = 1//2(a! e + a,e~), can be obtained by
Fourier transforming the QLE given by Eq. (8a) and its
Hermitian conjugate

. K 2
—i(w+ A) + 5 + 2ky o]

* TLS
= «/Eain,w + 2Vknaag ),

ay, + /{Nozza_w

(D2a)

B} -

i~ M)+ 3 + 2enlal? |at, + knea,
TLS

= \/Eai]tn,—w +2 KNOl(l]-n’_L,

with the usual convention for the Fourier transform, according

(D2b)

. FT FT
to which @, — a, and a] — a',.

Defining
A= —i(w+A)+ % + 2l (D3a)
B = kya?, (D3b)
C=—i(w—A)+ g + 2en el (D3c)

J

§0 =

H(Xa(@) xx(—w)e ™

+ X () x; (—w)e

the QLE for the system can be expressed as

<aw 1 C —B
at, _AC—|B|2<—B* A

KGino + 2 KNoz*ai%as)
x , (D4)

ﬁafn,,w +2 KNaaiT,]fL
and
o = Xa(@)in e + Xx (@)t _o + TS (@)alS

+ xS @)ag L, (D5a)

al, = X~ + xi(—o)ah _, + xS (~w)alS
+ xS (—wag . (D5b)

where

Xa(®) = VkC(AC — |B|)7!, (D6a)
Xx(@) = =k B(AC — [B])™", (D6b)
x5S (w) = 2\/kya*C(AC — |BIH)™, (D6c)
xS (w) = =2 /kya B(AC — |B|*)™". (D6d)

If we assume that the thermal populations of the baths are

given by (ain,wajn,w,) = (np + Dé(w — ') and (a&f}a:ﬁji) =
TLS

(ng,> + 1)é(w — '), the cavity spectrum can be written as

Hxa(@)P + (=) Hdin oy o 1) + (xa(=0) + 1 xx @) {h, s in -}

120 )({ain,w vaiTn,w}>

(a(—) xx(@)e ™ + xi(—)x i (@)e®){ah, _pttin—o})]
HxS @) + S o)) {altS aftst)
(=) + WS @) fan sl e, ]

(S @ o) 4 xS @) (—o)e™ ) {an ann )
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+ (xS oS @)™ + xS () xS (@)e?) fan Sl alS )]
= Ixa@)* + [xa(=0)* + hx(@)]* + [xx(—)
+2¢08(0 4 )| xa(@) xx(—®) + xa(—)xx(@)1(nr + 3)
+ S @) + (S o) + xS @) + xS o)
+2c08(0 + ™) xS (@) xS (=) + xS (o) S @)|] (ni® + 3). (D7)

where ¢S =Arg| x ;TLS)(a)) X)ETLS)(—w)—i— X;TLS)(—a)) %) (w)]. In Fig. 5(a) we have plotted the cavity spectrum for the HP_,

X

and the spectrum related to HP. coupling derived from Eq. (8b) is presented in Fig. 5(b).
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