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We derive general conditions for the compatibility of channels in general probabilistic theory. We introduce
formalism that allows us to easily formulate steering by channels and Bell nonlocality of channels as
generalizations of the well-known concepts of steering by measurements and Bell nonlocality of measurements.
The generalization does not follow the standard line of thinking stemming from the Einstein-Podolsky-Rosen
paradox, but introduces steering and Bell nonlocality as entanglement-assisted incompatibility tests. We show that
all of the proposed definitions are, in the special case of measurements, the same as the standard definitions, but not
all of the known results for measurements generalize to channels. For example, we show that for quantum channels,
steering is not a necessary condition for Bell nonlocality. We further investigate the introduced conditions and
concepts in the special case of quantum theory and we provide many examples to demonstrate these concepts

and their implications.

DOI: 10.1103/PhysRevA.96.052127

I. INTRODUCTION

Incompatibility of measurements is the well-known quan-
tum phenomenon that gives rise to steering and Bell nonlo-
cality. Historically, the idea of measurement incompatibility
dates back to Bohr’s principle of complementarity. Steering
was first described by Schrodinger [1] and Bell nonlocality
was first introduced by Bell [2], both as a reply to the paradox
of Einstein, Podolsky, and Rosen (EPR) [3]. It is known that
incompatibility of measurements is necessary and in some
cases sufficient for both steering and Bell nonlocality, but the
operational connection between incompatibility, steering, and
Bell nonlocality was so far not described in general terms that
would also fit channels, not only measurements.

There was extensive research into properties of quantum
incompatibility of measurements [4,5], quantum incompati-
bility of measurements and its noise robustness, or degree
of compatibility [6,7], connection of quantum incompatibility
of measurements and steering [8—12], connection of quantum
incompatibility of measurements and Bell nonlocality [13-16],
and connection between steering and Bell nonlocality [17,18]
(for a recent review, see [19]). In recent years, the problems
of incompatibility of measurements on channels [20], com-
patibility of channels [21], the connection of channel steering
to measurement incompatibility [22], and incompatibility in
general probabilistic theory [23-26] were all studied.

The aim of this paper is to heavily generalize the re-
cent results of [26], where compatibility, steering, and Bell
nonlocality of measurements were formulated using convex
analysis and the geometry of tensor products. In this paper,
we will generalize the ideas and results of [26] for the
case of two channels in general probabilistic theory. The
generalizations are not straightforward and we will have to
introduce several operational ideas and definitions, e.g., we
introduce the operational interpretation of direct products of
state spaces and we define steering and Bell nonlocality as
very simple entanglement-assisted incompatibility test, that
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boil down to the problem whether there exists a multipartite
state with given marginal states.

During all of our calculations we will restrict ourselves to
finite-dimensional general probabilistic theory and to only the
case of two channels. We will restrict to only two channels
just for simplicity, as one may easily formulate many of our
results for more than two channels using the same operational
ideas as we will present.

The paper is organized as follows: In Sec. II we describe our
motivation for using general probabilistic theory. We provide
several references to known applications and their connections
to each other. In Sec. III we introduce general probabilistic
theory. Note that in Sec. IIID we introduce the operational
interpretations of direct products in general probabilistic
theory. In Sec. IV we define compatibility of channels and we
derive a condition for compatibility of channels. In Sec. V we
show that our condition for compatibility of channels yields
the condition for compatibility of measurements that was
presented in Ref. [26]. In Sec. VI we derive specific conditions
for the compatibility of quantum channels. In Sec. VII we
propose an idea for a test of incompatibility of channels, that
will not work at first, but will eventually lead to both steering
and Bell nonlocality. In Sec. VIII we define steering by
channels as one-sided entanglement assisted incompatibility
test and we derive some basic results. In Sec. IX we show
that for the special case of measurements our definition of
steering leads to the standard definition of steering [27] in the
formalism of [26]. In Sec. X we derive the specific conditions
for steering by quantum channels, we show that every pair of
incompatible channels may be used for steering of maximally
entangled state, and that there are entangled states that are
not steerable by any pair of channels, among other results. In
Sec. XI we define Bell nonlocality of channels as a two-sided
entanglement assisted incompatibility test and we derive some
basic results. Then, in Sec. XII we show that, when applied to
measurement, the general definition of Bell nonlocality yields
the standard definition of Bell nonlocality [27] in the formalism
of [26], and we also show that for measurements steering is a
necessary condition for Bell nonlocality. In Sec. XIII we derive
conditions for the Bell nonlocality of quantum channels, we
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formulate a generalized version of the Clauser-Horne-
Shimony-Holt (CHSH) inequality, we show that for such
inequality Tsirelson bound [28] both holds and is reached, we
show an example of violation of the generalized version of
CHSH inequality, and we build on the example from Sec. X
of an entangled state not steerable by any pair of channels
to show that, even though the state is not steerable by any
pair of channels, it leads to Bell nonlocality, which shows
that steering is not a necessary condition for Bell nonlocality
for quantum channels. In Sec. XIV we conclude the paper
by presenting the many open questions and possible areas of
research opened by our paper.

II. MOTIVATIONS FOR USING GENERAL
PROBABILISTIC THEORY

There are few motivations to using general probabilistic
theory. The first motivation is mathematical as general prob-
abilistic theory is a unified framework capable of describing
both classical and quantum theory, as well as other theories.
In this paper, the mathematical motivation is (according to
the personal opinion of the author) even stronger as some
of the formulations of the presented ideas and some of the
proofs of the presented theorems turn out to be clearer in
the framework of general probabilistic theory. The second
motivation comes from foundations of quantum theory as
general probabilistic theory provides insight into the structure
of entanglement and incompatibility. The third and most
promising motivation comes from information theory. There
were developed several models [29-31] that have very interest-
ing information-theoretic properties and that can be described
by general probabilistic theory, albeit sometimes it needs to be
extended even more [32]. Apart from the well-known results
on the properties of Popescu-Rohrlich boxes [33,34], it was
showed that there are theories in which one can search an
N-item database in O(W ) queries [35] and that there is
a general probabilistic theory that can be simulated by a
probabilistic classical computer that can perform Deutsch-
Jozsa and Simon’s algorithm [36].

The aforementioned results show that studying general
probabilistic theory is interesting even from a practical
viewpoint and that it could have potential applications in
information processing.

III. INTRODUCTION TO GENERAL
PROBABILISTIC THEORY

General probabilistic theory is a unified framework to
describe the kinematics of different systems in a mathe-
matically unified fashion. The idea of general probabilistic
theory is an operational approach to setting the axioms and
then carrying forward using convex analysis. Useful books on
convex analysis are [37,38]. The beautiful aspect of general
probabilistic theory is that it is only little bit more general than
dealing with the different systems on their own, but we do not
have to basically rewrite the same calculations over and over
again for different theories.

During our calculations, we will use two recurring ex-
amples: one will be finite-dimensional classical theory and
the other will be finite-dimensional quantum theory. The
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finite-dimensional classical theory is closely tied to the known
results about incompatibility, steering, and Bell nonlocality
of measurements and we will mainly use it to verify that
the definitions we will propose are, in the special case
of measurements, the same as the known definitions. The
quantum theory is our main concern as this is the theory we are
mostly interested in. Some results, that we will only prove for
quantum theory, may be generalized for general probabilistic
theory, but we will limit the generality of our calculations to
make them more understandable to readers that are not so far
familiar with general probabilistic theory.

Given that we will work with many different spaces, their
duals, their tensor products, and many isomorphic sets, all iso-
morphisms will be omitted unless explicitly stated otherwise.

A. State space and the effect algebra of general
probabilistic theory

There are two central notions in general probabilistic the-
ory: the state space that describes all possible states of the sys-
tem and the effect algebra that describes the measurements on
the system. We will begin our construction from the state space
and then define the effect algebra, but we will show how one
can go the other way and start from an effect algebra and obtain
state space afterwards. We will restrict ourselves to finite-
dimensional spaces and always use the Euclidean topology.

Let V denote a real, finite-dimensional vector space and let
X C V, then by conv(X) we will denote the convex hull of X,
by aff(X) we will denote the affine hull of X. We will proceed
with the definition of relative interior of aset X C V.

Definition 1. Let X C V, then the relative interior of X,
denoted ri(X) is the interior of X when it is considered as a
subset of aff(X).

For a more thorough discussion of relative interior,
see [37, p. 44].

Let K be a compact convex subset of V, then K is a state
space. The points x € K represent the states of some system
and their convex combination is interpreted operationally,
that is, for x,y € K, A € [0,1] C R the state Ax + (1 — L)y
corresponds to having prepared x with probability A and y
with probability 1 — A.

To define measurements, we have to be able to assign proba-
bilities to states, that is, we have to have amap f : K — [0,1]
such that, to follow the operational interpretation of convex
combination, we have assigned the convex combination of
probabilities to the convex combination of respective states. In
other words, for x,y € K, A € [0,1] we have

JOx + 1 =2)y) =Af(x)+ 1 =2 f(y),

which means that f is an affine function. Such functions are
called effects because they correspond to assigning probabili-
ties of measurement outcomes to states. We will proceed with
a more formal definition of effects and of effect algebra.

Let A(K) denote the set of affine functions K — R. A(K)
is itself a real linear space, moreover it is ordered as follows:
let f,g € A(K), then f > g if f(x) > g(x) for every x € K.
There are two special functions 0 and 1 in A(K), such that
O(x)=0and 1(x) = 1 forallx € K.

The set A(K)T ={f € A(K): f >0} is the convex,
closed cone of positive functions. The cone A(K)' is
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generating, that is, for every f € A(K) we have f,,f €
A(K)" such that f = f, — f_, and it is pointed, that is, if
f>0and —f > 0, then f =0.

Although we will provide a proper definition of
measurement in Sec. III E, we will now introduce the concept
of yes or no measurement, or two-outcome measurement,
that will motivate the definition of the effect algebra. Our
notion of measurement might seem different to the standard
understanding and one may argue that what we will refer to as
measurements should be called entanglement-breaking maps,
but this way of defining measurement is standard in general
probabilistic theory, hence, we will use it. A measurement is
a procedure that assigns probabilities to possible outcomes
based on the state that is measured. If we have only two
outcomes and we know that the probability of the first
outcome is p € [0,1], then, by normalization, the probability
of the second outcome must be 1 — p. This shows that a
two-outcome measurement needs to assign only probability
to one outcome and the other probability follows.

Since assigning probabilities to states is a function f :
K — [0,1] and due to our operational interpretation of convex
combination we want such function to be affine. Traditionally,
the functions that assign probabilities to states are called effects
and the set of all effects is called effect algebra.

Definition 2. The set E(K) ={f € A(K):0< f < 1}is
called the effect algebra.

In general, one may define effect algebra in more general
fashion, using the partially defined operation of addition and
a unary operation L, that would in our case correspond to
f*+ =1— f (see [39] for a more thorough treatment).

Let f € E(K), then the two-outcome measurement m ¢
corresponding to the effect f is the procedure that for x € K
assigns the probability f(x) to the first outcome and the
probability 1 — f(x) to the second outcome. Note that we did
not mention any labels of the outcomes. Usually, the outcomes
are labeled yes and no, or 0 and 1, or —1 and 1, but from an
operational perspective this does not matter.

We provide two standard examples of special cases of our
definitions.

Example 1 (Classical theory). In classical theory, the state
space K is a simplex, that is the convex hull of a set of affinely
independent points xi, ...,x,. The special property of the
simplex is that every point x € K can be uniquely expressed
as convex combination of the points xy, ...,x,, due to their
affine independence.

Example 2 (Quantum theory). Let H denote a finite-
dimensional complex Hilbert space, let B, () denote the real
linear space of self-adjoint operators on H, for A € B,(H)
let Tr(A) denote the trace of the operator A, and let A > 0
denote that A is positive semidefinite. We say that A < B if
0< B—A.Let B,(H)m ={A € B,(H) : A > 0} denote the
cone of positive-semidefinite operators.

In quantum theory the state space is given as

Dy ={p € Bi(H) : p = 0,Tr(p) = 1}

which is the set of density operators on . The effect algebra
E(®y) is given as

E®y)={MeB,(H):0< M < 1}.
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The value of the effect M € E(®) on the state p € Dy is
given as

M(p) = Tr(pM).

B. Structure of general probabilistic theory

This section will be rather technical, but we will introduce
several mathematical results that we will use later on.

Letx € K and considerthemapx : A(K) — R, thatto f €
A(K) assigns the value f(x). This is clearly a linear functional
on A(K). Moreover for x,y € K, A € [0,1] we have

M+ —r)y =2+ -1y

as the functions in A(K) are affine by definition. We conclude
that the state space K must be affinely isomorphic to some
subset of the dual of A(K). Since the aforementioned isomor-
phism is going to be extremely useful in later calculations,
we will describe it in more detail. Let A(K)* denote the
dual of A(K), that is, the space of all linear functionals on
A(K). For ¢ € A(K)* and f € A(K) we will denote the
value the functional i reaches on f as (i, f). The dual
cone to A(K)* is the cone A(K)*" = {4y € A(K)* : (¢, f) >
0,V f € A(K)"} that gives rise to the ordering on A(K)*
given as follows: let ¢, € A(K)*, then ¢ > ¢ if and only if
(W — @) € A(K)*T,ie,ifyy —¢p > 0.

It is straightforward that the state space K is isomorphic to
a subset of the cone A(K)**, moreover, it is straightforward
to realize that the functionals isomorphic to K must map the
function 1 € A(K) to the value 1.

Definition 3. Let G = {yy € A(K)*" : (¢,1) = 1}. We
call Gk the state space of the effect algebra E(K).

It might be confusing at this point why we call Gk a state
space, but this will be cleared by the following.

Proposition 1. S is affinely isomorphic to K.

Proof. 1t is clear that the map x — X maps K to a convex
subset of Sg. It is easy to show the inclusion of G in the
image of K using Hahn-Banach separation theorem (see [40,
Chap. 1, Theorem 4.3] for a proof). |

We will omit the isomorphism between K and Sk, so
for any x,y € K, € R we will write ax 4+ y instead of
ax + 7y € A(K)*. Still, one must be careful when omitting
this isomorphism because if 0 € V denotes the zero vector
and 0 € K, then 0 € A(K)* is not the zero functional as by
construction we have (0,1) = 1. We will do our best to avoid
such possible problems by choosing appropriate notation.

There are two more results we will heavily rely on:

Proposition 2. Gk is a base of A(K)*", that is, for every
¥ € A(K)*T, ¢ # 0, thereisauniquex € K andA € R, A >
0, such that ¥ = Ax.

Proof. Let ¢ € A(K)**, ¢ #0, then (y,1) #0 as if
(¥,1) =0 and ¥ > 0, then ¥ = 0, because 1 € ri(A(K)™).

Let ' = iy ¥ Itis straightforward that ¢’ € &. [ |

Proposition 3. A(K)*" is a generating cone in A(K )*, that
is, for every ¥ € A(K) there are ¢, ,¢p_ € A(K)*' such that
V=90 —0_.

Proof. The result follows from the fact that A(K)" is a
pointed cone (see [38, Sec. 2.6.1]). [ |
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C. Tensor products of state spaces and effect algebras

Tensor products are a way to describe joint systems
of several other systems. There are several approaches to
introducing a tensor product in general probabilistic theory.
There is a category theory based approach [41] that is a
viable way to introduce the tensor products, but we will use
a simpler, operational approach. Note that the state space of
the joint system will be a compact convex subset of a real,
finite-dimensional vector space as it itself must be a state
space of some general probabilistic theory. Also, keep in
mind that describing a tensor product of state spaces K4, Kp
is equivalent to describing the tensor product of the cones
A(K 2)*T, A(Kp)*". This is going to be useful as some things
are easier to express in terms of the positive cones.

Let V, W be real finite-dimensional vector spaces and let
veV,we W.v® w will refer to the element of the algebraic
tensor product V ® W (see, e.g., [42]). We will first describe
the minimal and maximal tensor products of state spaces that
set bounds on the real state space of the joint system. Note that
when describing the joint state space of two state spaces or
states of two systems, we will refer to them as bipartite state
space or bipartite states.

Let K4, Kp denote two state spaces of Alice and Bob,
respectively. For every x4 € K4, xp € Kp there must be a
state of the joint system describing the situation that Alice’s
system is in the state x4 and Bob’s system is in the state xp.
We will denote such state x4 ® xp and we will call it a product
state. Since the state space must be convex, the state space of
the joint system must contain at least the convex hull of the
product states. This leads to the definition of minimal tensor
product.

Definition 4. The minimal tensor product of state spaces
K 4 and K 3, denoted K ,®K g, is the compact convex set

Ki®Kp =conv({xs @ xp : x4 € Ka,xp € Kg)).

The bipartite states y € K,®K p are also called separable
states. For the positive cones we get

A(KA®Kp)*"
= conv({Ya @ ¥p : Ya € A(KA) ", 95 € A(Kp)™)).

Example 3. In quantum theory, the minimal tensor product
DDy is the set of all separable states, that is, of all states
of the form Y ' A;p; ® 0; for n € N and p; € Dy, 0; €
DHvO < )\i fori e {1, .. .,n}, Z?:] )\,,’ =1.

In a similar fashion, let f4 € E(K4), f5 € E(Kp), then
we can define a function f4 ® fp as the unique affine function
such that for x4, € K4, xp € Kp we have

(fa ® fB)(xa ®xp) = falxa) fB(xB).

This function is used in the most simple measurement on the
joint system, such that Alice applies the two-outcome mea-
surement i s, and Bob applies the two-outcome measurement
my,, so fa ® fp must be an effect on the joint state space.
This leads to the definition of the maximal tensor product.

Definition 5. The maximal tensor product of the state
spaces K 4 and K, denoted K 4®K g, is defined as

KiQ®Kp ={y € A(Kx)" ® A(Kp)*:V fa € A(Ka)T,
Y fp € A(Kp)" (Y, fa® fg) = 0}.
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States in K,®Kp \ K4®Kp are called entangled states.
Equivalent definition, in terms of the positive cones, would be

A(KA®K )™ = (A(Ka)"®A(Kp) "),
where
A(KA)T®A(Kp)"
=conv({fs ® fz: fa € A(Ka)",fs € A(Kp)")).

As we see, the definition of tensor product of cones of positive
functionals goes hand in hand with the definition of tensor
product of cones of positive functions.

Example 4. In quantum theory, the maximal tensor product
of the cones B,(H)*&®B,(H)" is the cone of entanglement
witnesses [43, Sec. 6.3.1], i.e., W € B,(H)*®B;,(H)™ if for
every p € Dy, 0 € Dy we have Tr(Wp ® o) > 0. Note that
this does not imply the positivity of W.

From the constructions it is clear that the state space of the
joint system has to be a subset of the maximal tensor product
and it has to contain the minimal tensor product. But, there is no
other specification of the state space of the joint system in gen-
eral; it has to be provided by the theory we are working with.

Definition 6. We will call the joint state space of the
systems described by the state spaces K4 and Kp the real
tensor product of K4 and Kz and we will denote it K, &K p.
We always have

K ®Kp C Ka®QKp C Ks&Kp.

Example 5. In quantum theory, the real tensor product of
the state spaces is defined as the set of density matrices on the
tensor product of the Hilbert spaces, that is,

Dn@Dy = Dngn-

It is tricky to work with the tensor products in general
probabilistic theory as the real tensor product is not always
specified, or it may not be clear what it should be. We will
always assume that every tensor product we need to be defined
is defined. Moreover, when working with a tensor product of
more than two state spaces, say K4, Kp, K¢, we will always
assume that

(KAQKp)®Kc = KAQ(Kp®Kc)

and we will simply write K 4®K 3@ K c. In the applications of
general probabilistic theory to quantum and classical theory
it will always be clear how to construct the needed tensor
products and we consider this sufficient for us since we are
mainly interested in the applications of our results.

We will state and prove a result about classical state spaces
that we will use several times later on.

Proposition 4. Let S be a simplex with the extremal points
X1y ...,Xp,1.e., § = conv({xy,...,x,}) and let K be any state
space, then we have

S®K = SQK.

Proof. Let § be a simplex and let x; € A(S)*",i €
{1, ...,n}, be the extreme points of S. The points xi, ...,x,
form a basis of A(S)*. Let € S®K, then we have

Y= in Q @i
i=1
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for some ¢; € A(K)*. Our aim is to prove that ¢; € A(K)**,
then ¥ € S®K follows by definition.

Let by, ...,b, denote the basis of A(S) dual to the basis
X1, ...,x, of A(S)*, i.e., we have b;(x;) = §;;, where i,j €
{1,...,n} and §;; is the Kronecker delta. We have b; € E(S)
because S is a simplex. For any f € E(K) we have

Og(’ﬁ»bz@)f):((/)zaf)

foralli € {1,...,n}, which implies ¢; € A(K)**. |
Note that tensor product of the simplexes Sj, S; is also a
simplex, so we have

K®S|8S = KQS|®S:.

D. Direct product of state spaces and effect algebras

For certain reasons, we will need to use direct products
together with tensor products. The idea of why they will be
used is going to be clear in the end, but now we will present
several of their properties that will be required later. As in
Sec. I C, we will work mostly with the cones of the positive
functionals.

Let K4,Kp be two state spaces. Given A(K4)*T and
A(Kp)*t, there are two ways to define the direct product of
these cones. The first is to use the cone A(K4)*" x A(Kp)*™.
The second is to realize that we can construct K4 x Kp that
will be a compact and convex set, i.e., a state space that gives
rise to the cone A(Kp, x Kp,)**t.

It may seem that these cones are fairly similar, but
they are not and they have different physical interpre-
tations. Let ¥ € A(K4 x Kp)**, then there are unique
LeR,xy € Kg,xp € Kp such that ¢ = A(x4,xp). Now,
let ¢ € A(K4)*" x A(Kp)*, then there are y, € K4, yp €
Kp,oa,0p € R,as,ap > 0 such that ¢ = (¥aya,apyp). In
other words, the normalization may be different in every
component of the product. This can be rewritten as

@ = (@aYA,0tBYB)

= (o + 063)(

A (2]
astap Vo tap”

a—B(O’y3)>

[0 +O{B

(27}
= (s +a3)<—(yA,0)+
ap+ap

that shows that every element of A(K,)*t x A(Kp)*' can
be uniquely expressed as a multiple of a convex combination
of elements of the form (y4,0) and (0,yp). The operational
interpretation of such states is that we do not even know which
system we are working with, but we know that with some
probability p we have the first system and with probability
1 — p we have the second system.

The operational interpretation of A(K4 x Kp)** is a bit
harder to grasp. We may understand ¥ € A(K4 x Kp)*t as
a (multiple of) conditional state. That is, we will interpret the
object (x4,xp) as a state that corresponds to making a choice
in the past between the systems K4 and K and keeping track
of both of the outcomes at once. The cone A(K 4 x K )*™ will
play a central role in our results on incompatibility, steering,
and Bell nonlocality because in the problem of incompatibility,
we wish to implement two channels at the same time, and in

PHYSICAL REVIEW A 96, 052127 (2017)

steering and Bell nonlocality we are choosing between two
incompatible channels.

At last, we will need to describe the set A(K4 x Kp) and
its structure with respect to the sets A(K,4) and A(Kp). We
will show that A(K4 x Kp) corresponds to a certain subset of
A(K4) x A(Kp) by using the following two ideas: since all of
the vector spaces are finite dimensional, we have that A(K4) X
A(Kp) is the dual to A(K,)* x A(Kp)* and A(K4 x Kp)*
can be identified with a subset of A(K4)* x A(Kpg)*. Note
that this identification holds only between the vector spaces
and not between the corresponding state spaces.

Proposition 5. We have

A(Kgp x Kp,)™" c A(Kg)"" x A(Kg,)"".

Proof. The idea of the proof is that if we have ¢ €
A(K2)*" x A(Kp)*" such that ¢ = (asya,apyp), then ¢ €
A(K4 x Kp)*t if and only if oy = ap. Therefore, we
can identify A(K, x Kp)*t with the set {1y € A(K4)*" x
A(Kp)*t : (,(1,—1)) = 0}. Itis easy to verify this constraint
on the positive cones and since it is linear it must hold
everywhere else. |

The above proof shows that the function (1,—1) € A(K4) x
A(K p) is equal to zero when restricted to A(K4 x Kp)* or, in
other words, (1,0) = (0,1) when restricted to A(K4 x Kpg)*.
We introduce a relation of equivalence on A(K4) x A(Kp) as
follows: for f,g € A(K4) x A(Kp) we say that f and g are
equivalent and we write f ~ g if f — g = k(1,—1) for some
k € R. Equivalently, f ~ g if for every ¥ € A(K4 x Kp)*
we have (¢, f) = (¥,g). A(Ka x Kp) corresponds to the set
of equivalence classes of A(K4) x A(Kp) with respect to the
relation of equivalence ~.

To demonstrate this, consider the constant function 1 €
E(K4s x Kpg)andletx € K4, y € Kp, then we have

(0, 3),(1,0)) = (x,1) =1 = ((x,y),1),
((.3).(0,D)) = {y.1) = 1 = ((x,y).1).

This is not a coincidence because (1,0) — (0,1) = (1,—1), so
we have (1,0) ~ (0,1).

E. Channels and measurements in general probabilistic theory

It is not easy to define channels in general probabilistic
theory as we would like all of the channels to be completely
positive. We will use the following definition:

Definition 7. Let K4, Kp be state spaces, then channel &
is a linear map

®: AKA) — A(Kp)*

that is positive, i.e., for every ¥ € A(K4)*" we have ®(y) €
A(Kp)*" and that for ¥ € K, we have ®(y) € Kp.

One may also require a channel to be completely positive,
that is, if K¢ is some state space such that we can define
Kc&®K 4, then we can consider the mapid @ ® : Kc®K, —
Kc®Kp and require it to be positive. In the applications of
general probabilistic theory to classical and quantum theories,
we always know how to create joint systems of given two
systems, so in the examples we will always require complete
positivity of channels, but one still has to bear in mind that
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in the general case, complete positivity is not a well-defined
concept.

One can identify the channel ® : A(K4)* — A(Kp)* with
an element of A(K4) ® A(Kp)* as follows: let x € K4 and
f € A(Kp), then the expression (®(x), f) gives rise to a
linear functional on A(K4)* ® A(Kg). This means that we
have ® € A(K4) ® A(Kp)*, where we omit the isomorphism
between the channel and the functional. If we also consider
the positivity of the channel on the elements of the form
x® f € KaQE(Kp), we get

D e A(KA)"®A(Kp)™.

This is a well-known construction that may be also used to
define the tensor product of linear spaces [42, Chap. 1.3].

There is one more construction with channels that will be
important in our formulation of compatibility of channels:
compositions with effect. Let ® : K4 — Kp be a channel
and let f € E(Kp), then they give rise to an effect (f o ®) €
E(K ) defined for x4, € K4 as

(xa.(f o @) = (P(xa), f).

By the same idea, we can define a map f ®id: A(Kp)* ®
A(K¢c)* — A(Kc)* such that for xg € Kp and x¢c € K¢ we
have (f ® id)(xp ® x¢) = f(xp)xc and we extend the map
by linearity. Also, given a channel ® : K4 — Kz®@Kc we
can compose the map f ® id with the channel & to obtain
(f ®id)o @' : A(K4)* — A(K(¢)* such that the correspond-
ing functional on A(K4) ® A(K¢)* is for x4 € K4 and g €
A(K¢) given as

(f®id) o x4 ® g) = (P(xa). f ® g).

Specifically, we will be interested in the expressions (1 ® id) o
® and (id ® 1) o ®. If ® is a channel, then (1 ® id) o ® and
(id ® 1) o @ are channels as well and they are called marginal
channels of ®.

A special type of channel is a measurement.

Definition 8. A channelm : K, — Kpiscalled ameasure-
ment if Kp is a simplex.

The interpretation is simple: the vertices of the simplex
correspond to the possible measurement outcomes and the
resulting state is a probability distribution over the measure-
ment outcomes, i.e., an assignment of probabilities to the
possible outcomes. Since we require all state spaces to be finite
dimensional, this implies that we consider only finite-outcome
measurements. Let Kz be a simplex with vertices wy, . . . ,@,,
then we can identify a measurement m with an element of
A(K)T®A(K )™ of the form

n
m = Zf[ ®8wiv
i=l

where for i € {1,...,n} we have f; € E(K4), Y -, fi=1
and d,, € G(Kp) are the functionals corresponding to the
extreme points of Kp (where we have not omitted the
isomorphism this time). This expression has an operational
interpretation that for x € K4 the measurement m assigns the
probability f;(x) to the outcome w;.

Example 6. Quantum channels are completely positive,
trace-preserving maps @ : Oy — Dy. The complete positiv-
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ity means that for any p > 0 we have (id ® ®)(p) > 0. We
denote the set of channels ® : Dy — Dy as Cyx.

Let |1),...,|n) be an orthonormal base of H. To every
quantum channel we may assign its unique Choi matrix C(®P)
defined as

C(@) = (@id)| > lii)(jjl |,

ij=1

where we use the shorthand |ii) = |i) ® |i). Note that C(®) >
0and Tr|(C(®)) = 1, where Tr; denotes the partial trace. Also,
every matrix C € B,(H ® H)suchthatC > Oand Tr;(C) = 1
is a Choi matrix of some channel (see [43, Sec. 4.4.3]).

The Choi matrix C(®) is isomorphic to a state dim;(H)C (D),
which corresponds to the channel ® ®id acting on the
maximally entangled state | ) (|, where

1 n
+ _ .o
ly*) = T ;uw.

IV. COMPATIBILITY OF CHANNELS

Definition 9. Let K4, Kp,, Kp, be state spaces and let
®,, &, be channels

(1)1 IKA e KBH
CDQ . KA d KBz~

We say that @, ®, are compatible if and only if there exists a
channel

(O3 KA — KBI®KBZ

such that ®; and @, are the marginal channels of ®, i.e., we
have

&, =@G{d®1)o D, (1)
=1 ®id) o d. )

The channel @ is also called the joint channel of the channels
Dy, D,.

The operational meaning of compatibility of channels is that
if the channels ®, @, are compatible, then we can apply them
both to the input state at once and select which one we actually
want the output from latter. If the channels are incompatible,
we have to choose from which one we want the output before
applying anything. For a more in-depth explanation, see [19].
The important thing is that there is a choice from which channel
we want to get the output so we can expect to see A(Kp, X
K ,)*t come up in the calculations.

Consider the channel ® : K4 — Kp &K p,. One can real-
ize that the maps ((d® 1) : & > (id®@ 1) o ® and (1 ®id) :
® > (1 ®id) o ® are linear maps of channels. Moreover,
Egs. (1) and (2) both have ® on the right-hand side in the
same position. We are going to exploit this to obtain a simpler
condition for compatibility of the channels ®;, ®,. To do so,
we have to introduce a new map J.

Let us define a map J : A(K4) ® A(Kp,)" ® A(Kp,)* —
A(KA) ® A(Kp, x Kp,)* givenfor E € A(K4) ® A(Kp,)* ®
A(Kp,)" as

J(E)=((d® 1)o E,(1 ®id) o B).
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For E = f ® ¥ ® ¢, we have
J(E) = f U, DY (¥, 1)e).

Proposition 6. J is a linear mapping.
Proof. Let B1,E; € A(Ka) ® A(Kp, ® Kp,)* and A € R,
then we have

JOAE +E)=(A(id®1)o B + (d® 1) 0 E,,0)
+ (001 ®id)o E; + (1 ®id) o E»)
= M(d® o E,(1 ®id)o Ey)
+(({d®1)o Er,(1 ®id) o Ey)
= 2J(B)) + J(Ey).
[]

Assume that the channels @, ®, are compatible and that
® is their joint channel, then we must have

J(@) = (P1,D2)

which is just a more compact form of Egs. (1) and (2).
Proposition 7. The channels &, ®, are compatible if and
only if there is ® € A(K4)T®A(Kp, ®Kp,)*" such that

J(P) = (P, D). 3)

Proof. If the channels ®, ®, are compatible, then Eq. (3)
must hold for their joint channel ®. If Eq. (3) holds for some
® € A(KA)T®A(Kp ®Kp,)*, then the channels @, ®, are
compatible and @ is their joint channel. ]

The operational interpretation is that (®;,®P,) represents
a conditional channel in the same way as the states from
A(Kp, x Kp,)*t represent conditional states that keep track of
some choice made in the past. If the channels are compatible,
then we actually do not have to make the choice of either
using @ or ¥,, but we can use their joint channel, that has the
property that its marginals reproduce the outcomes of the two
channels @, ®,. We will investigate several of the properties
of the map J.

Proposition 8. For every (§1,5) € A(Ka) ® A(Kp, X
Kp,)" thereisa E € A(K4) ® A(Kp,)" ® A(Kp,)* such that

J(E) = (61.6).
Moreover, if we have
(1,1) o (§1,82) =1,
then
1®1HoE=1

Proof. Let f1, ..., f, be abasis of A(K,), then we have

$1=Zfi®l/fi, €2=Zfi®§0i
-1 i—1

for some {; € A(Kp,)*and ¢; € A(Kp,)*. Since we must have

(1,0) 0 (61,62) = (0,1) o (§1.62),

we obtain

n n

D Wi fi=) i D) fi,

i=l1 i=1
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which implies
(Vi 1) = (@i, 1) =k

foralli € {1,...,n}as fi,...,f, is linearly independent. Let

E=) k'fi®vi®g¢,
i=l1

then we have

JE) =Y k' f: ® (i 15,V (¥, 18, )1)
i=1

=Y /i ® W)

i=1
If we have 1 o (£1,&,) = 1, then

i‘k,-f,-:l
i=1

and we get

(1@HoE=(1®1o (Zk;‘f,- Vv ®(pi>
i=1
=) kT W e ) f = 1.
i=1

Proposition 9. We have
T(AKA) ' @A(Ks) T ®A(Ks)™)
= A(KA) ®A(K) x Kp,)"™.

Proof. Let (£1,5) € A(KA)T®A(Kp, x Kp,)*", then as in
the proof of Proposition 8 we have

=) [i®¥%, &H=) fi®e,
i=1 i=1

but now we have f; >0,v; >0, and ¢; >0 for i€
{1, ..., ,n}. It follows by the same construction as in the proof of
Proposition 8 that we can construct & = Y 1, k; "oy ®
@; and we get E € A(KA)T®A(Kp,)* " ®A(Kp,)* .

Let E € A(Ka)"®A(Kp,)*"®A(Kp,)*", then we have
E=)",/i®¥; ®¢ suchthat f; >0, ¢; >0, ¢; > 0 for
alli € {1, ...,n}, moreover, without lack of generality we can
assume (Y;,1p,) = (¢;,15,) = 1. We have

J(E) =Y fi ® Wi.g) € AKKA) " ®A(Kp, x Kp,)"™",
i=1

which concludes the proof. |

It would be very useful to know what is the image of the
cone A(K4)T®A(Kp &K p,)*t when mapped by J. We will
denote the resulting cone Q = J(A(K )" ®A(K 5, &K p,)*™).
The cone is important due to the following:

Corollary 1. The channels &, ®, are compatible if and
only if

(®1,®2) € Q = J(AKKA) " ®A(Kp&Kp,)™").
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Proof. Follows from Proppsition 7. |
Proposition 10. A(Kx)t®A(Kp, x Kp,)*t C Q.
Proof. Since

AK )" ®A(Kp &Kp,)™ C AKA)TQA(Kp &Kp,)™,
we must have
J(AKK2) ®A(Kp ®K5,)™") C 0.

The result follows from Proposition 9. ]
Proposition 11. Q C A(KA)T®A(Kp, x Kp,)**.
Proof. Since we have

A1) ®A(Ky ®Kp)™" C AKA) ®A(Kp ®Ka,)",
we must have
0 C J(AKN) ®A(Kp&Kp)"™).

Let E € A(K4)t®A(Kp ®Kp,)*, then for ¥ € A(K )™
and (f1, f2) € A(Kp, x Kp,)" we get

(JE)x® f) =((([d® 1o E,(1®id)o E).x ® f)
=(EM),/i®]) +(EX).1® f2) =0,

that shows we have J(A(Ks)"®A(Kp ®Kp,)™) C
A(K4)T®A(Kp, x Kp,)*t, which concludes the proof. W

We can also construct Q as the cone we get when we
factorize the cone A(K )T ®A(Kp &K p,)*" with respect to
the relation of equivalence given as follows: E; &~ E, if and
only if J(E;) = J(E,) or, equivalently, if and only if E; =
&, + &, such that J(E) = 0.

Note that since J is a linear map, as we showed in
Proposition 6, it is clear that Q is a convex cone. For two
given channels ®;: K4 — Kp,, P, : K4 — Kp, one may
write a primal linear program that would check the condition
for compatibility given by Corollary 1. We will write such
linear program for quantum channels later.

V. COMPATIBILITY OF MEASUREMENTS

We will apply the results of Sec. IV to the problem of
compatibility of measurements. We will obtain the same
results that were recently presented in Ref. [26], that are a
generalization of [44].

Let K4 be a state space and let S, S, be simplexes and let
my: Ky — S;,my : K4 — S, be measurements. According
to Proposition 7, the measurements m, m, are compatible if
and only if

(my,ma) € J(A(K)TRA(S1®8:)*).

Since both S| and S, are simplexes, then we have S| &S, =
S1®S, and the condition for compatibility reduces according
to Proposition 9 to

(my,my) € A(K4)T®A(S1 x $)*F.

Due to the simpler structure of simplexes, one may get even
more specific results about measurements (see [26]).

For demonstration of the derived conditions we will recon-
struct the result of [44] about compatibility of two-outcome
measurements. According to our definition, a measurement is
two-outcome if the simplex it has as a target space has two
vertexes, i.e., it is a line segment. Let K be a state space,
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fig€e E(K)andmy: K — §,m, : K — § be two-outcome
measurements given as

mf:f®8w1+(1_f)®8w2»

The state space given by A(S x S)*t is a square given
as conv((8w, 8w, )+ (8w, 80,)5(8w;+00,)5(8w,,04,)), that is just
affinely isomorphic to § x S. We have

(my,m3) = f ® (8,,0) + (1 — f) ® (8.,,0)
+8®(0,8,,)+ 1 -2 ®(0,84,)
= f @ (80:8) + (1 = ) ® (80y+00,)
+ 8 ® (0,80, — 8un)s

where in the second step we have used the basis
(8w 50 89y +084,), (0,84, — 80,) Of A(S x S)* to express
(my,my) in a more reasonable form. To have (m;,m;) €
AK)T®A(S x §)** we must have

(my,m2) = h11 ® (8u,,080,) + h12 @ (80, 80,)
+ 121 ® (80.80,) + 122 ® (8,80,
= (h11 + h12) ® (80, .80,)
+ (ho1 + h) ® (5w2,3w2)
+ (h1y + 1) ® (0,80, — 84,)

for some hy1,h12,h21,h2 € E(K). This implies the standard
conditions for the compatibility of two-outcome measure-
ments m g, mg:

f=hu+hp,
I — f =hy +hx,
g=hu+hy

(see, e.g., [45]).

VI. COMPATIBILITY OF QUANTUM CHANNELS

In this section, we will derive results more specific to
the compatibility of quantum channels. Let &, : 9Dy —
Dy, O : Dy — Dy be quantum channels, then, according
to Proposition 7 they are compatible if and only if there is a
channel ® : ©y — Dygy such that for all p € Dy we have

(®1(p), P2(p)) = (Tro(P (), Tri(P(p))). “4)

This is equivalent to the definition of compatibility of quantum
channels already stated in Ref. [21]. It is straightforward that
Eq. (4) implies that

(C(@1),C(D2)) = (Tra(C(P)), Tr  (C(P))),

we will show that they are equivalent. This will help us to get
rid of the state p in Eq. (4).

Proposition 12. The channels &;: 9Dy — Dy, Oy
D3 — Dy are compatible if and only if there exists a channel
d : Dy — Dygy such that

(C(@1),C(D2)) = (Tra(C(P)), Tr  (C(P))).
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Proof. Let p € ®4, then we have
Tro(@(p)) = Try p(C(P)L QL ® pT)
= Tre(Tr(C(@)L ® p")
= Trp(C(@NL ® p") = D1 (p).

The same follows for ®,. |

As we already showed in Sec. IV, the cone Q =
J(A®@#)TR®A@Dner) ) is of interest for the compatibility
of channels. In the case of quantum channels we will use
Proposition 12 to formulate similar cone in terms of Choi
matrices of the channels and we will write a semidefinite
program for the compatibility of quantum channels based on
this approach.

Denote P = {(Tr(C),Tr;(C)) : C € €y nen}, then ac-
cording to Proposition 12 the channels ®; : 3 — Dy, 5 :
Dy — Dy are compatible if and only if

(C(2),C(Py)) € P.

Note that, by our definition, P is not a cone, but it generates
some cone just by adding all of the operators of the form AC,
where C € Pand A € R, A > 0.

It would be very interesting to obtain more specific results
on the structure of P, but the task is not trivial. To make it
simpler, we will investigate the structure of the dual cone P*
given as

P* ={(A,B) € By(H) x B,(H) :
(C,(A,B)) 20,V C e P}.

Notice that (A,B) € B,(H) x B,(H) is simply a block-
diagonal matrix having blocks A and B. Also, every C € P is
a block-diagonal matrix, let C = (Cy,C3), then

((C1,C2),(A,B)) =Tr(C,A) 4+ Tr(C2B).

Let C € P,then by definition there exists a channel ® : ®4 —
D gy such that

C = (Tro(C(P)), Tri (C(P))).
Let (A,B) € P*, then we have
(C,(A,B)) = Tr(Tro(C(P) A + Tri (C(P))B)
=Tr(C(®)A+1® B)) >0,

where A~ is the operator such that Tr(Tr(C(P))A) =
Tr(C(P)A). If A=A ®A,, then A=A, 1 ® A,. In
general, one can write A as a sum of factorized operators
and express A in such way because the map A +— A is linear.

The result is that A + 1 ® B must correspond to a positive
function on quantum channels, hence, we must have A + 1 ®
B > 0 (see [46,47]). We have proved the following:

Proposition 13. The channels &;: 9Dy —> Dy, &5
3 — Dy are compatible if and only if

Tr(C(®()A) + Tr(C(P2)B) > 0
for all A,B € B;,(H ® H) such that
A+1®B>0.

This allows us to formulate the semidefinite program [38]
for the compatibility of quantum channels as follows:

PHYSICAL REVIEW A 96, 052127 (2017)

Proposition 14. Given channels &;: 9Dy — Dy, &, :
Dy — Dy, the semidefinite program for the compatibility
of quantum channels is

Inf Tr(C(P1)A) + Tr(C(P2)B), A+1®B >0,

where A is given as above.

If the reached infimum is negative, then the channels are
incompatible; if the reached infimum is 0, then the channels
are compatible.

Proof. The result follows from Proposition 13. One may see
that the infimum is at most O because one may always chose
A=B=0. |

VII. PRELUDE TO STEERING AND BELL NONLOCALITY

We will propose a possible test for the compatibility of
channels that will not work, but it will motivate our definitions
of steering and Bell nonlocality.

Let K4,Kp,,Kp, be state spaces and let &;: Ky —
Kp,, > : K4 — Kp, be channels. The channels ®;, ¢, are
compatible if Eq. (3) is satisfied for some channel ® : K4 —
K 5, ®K p,. This is the same as saying the channels @, ®, are
compatible if for all x € K4 we have

(@1(x), P2(x)) = (((d ® 1) 0 P)(x),((1 ® id) 0 P)(x)). (5)

If the channels ®; and &, are compatible, then for every
x € K4 there must exist a state y € K, &K g, such that

@ (x) = (id ® D(y), (6)
D2 (x) = (I @id)(y). )

Would it be a reasonable test for the compatibility of the
channels ®; and &, if we considered the state x € K4
fixed and we would test whether, for the fixed state x, there
exists y € Kp &K p, such that Egs. (6) and (7) are satisfied?
It would not, because for a fixed x € K, one always has
®(x) ® ®y(x) € Kp, &K p, that satisfies Egs. (6) and (7).

Still, throwing away this line of thinking would not be a
good choice because going further, one may ask the following:
If there would be another system K¢, such that Kc®K 4 is
defined, then what if we would use the entanglement between
the systems K4 and K¢ to obtain a better condition for the
compatibility of the channels &, ®, using the very same line
of thinking? As we will see, this approach leads to the notions
of steering and Bell nonlocality.

VIII. STEERING

Steering is one of the puzzling phenomena we find in
quantum theory but not in classical theory. It is usually
described as a two-party protocol, that allows one side to alter
the state of the other in a way that would not be possible in
classical theory by performing a measurement and announcing
the outcome. Although originally discovered by Schrédinger
[1], steering was formalized in Ref. [27]. Recently, there was
introduced a new formalism for steering in Ref. [26].

So far, it was always only considered that during steering
one party performs a measurement. Since a measurement is a
special case of a channel, one may ask whether it is possible
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to define steering by channels. We will use our formalism for
compatibility of channels to introduce steering by channels
by continuing the line of thoughts presented in Sec. VII. We
will have to formulate steering in a little different way than it
usually is formulated for measurements, but we will show that
for measurements we will obtain the known results.

Let K4,Kp,,Kp,,Kc be finite-dimensional state spaces,
such that K- ®K 4 is defined and let

P : K4 — Kp,,
D, : Ky — Kp,
be channels. We can construct channels
id® @1 : A(Ke)* " ®AKL)*™ — AKe) ®A(Kg,)™
id® &, : A(Ke) " TRAKL)™ — A(KC)*+®A(KBZ)*+.
Moreover, we can construct the conditional channel
id® (®1,92) : A(Ke) ™ ®A(KA)™
— A(Kc) " ®A(Kp, x Kp,)™".

These channels play a central role in steering and we will keep
this notation throughout this section. First, we will introduce
a handy name for the output state of id ® (P, P,).

Definition 10. Let € Kc®K 4 be a bipartite state, then
we call (id ® (®,P,))(v) a bipartite conditional state.

Steering may be seen as a three-party protocol that tests
the compatibility of channels. The parties in question will be
named Alice, Bob, and Charlie. Alice and Charlie share a
bipartite state ¥ € Kc®K 4 and Alice has the channels @,
and @, at her disposal, that would send her part of the state
to Bob. Since Alice can choose between the channels ®; and
®,, she will be, in our formalism, applying the conditional
channel (®;,®,) and the resulting state will be a bipartite
state from A(Kc)*T®A(Kp, x Kp,)*". The structure of the
resulting bipartite conditional state (id ® (P, P,))(¢) will not
only depend on the input state ¥, but also on the compatibility
of the channels ®; and ®,. Let us assume that the channels
@ and @, are compatible, then there is a channel ® : K4 —
K 5, ®K p, such that (®,®,) = J(®) and we have

(id @ (91, P2))(Y) = (1d @ J(P)(VY)
= (id ® J)((d ® ®)(¥)),

where J': A(Kp,®Kp,)* — A(Kp, x Kp,)*, J'(¥) =
((id @ DH(¥),(1 ® id)(y)). The calculation shows that if the
channels @, @, are compatible, then we must have

(id ® (@1, P)) V) € (i[d® J)(Kc®Kp ®Kp,)

which does not have to hold in general if the channels are not
compatible. This shows that we can define steering of a state
by channels as an entanglement-assisted incompatibility test.

Definition 11. The bipartite state v € A(Kc)*T®A(K 4)*"
is steerable by channels @ : A(K4)*t — A(Kp, )", ©;:
A(KpA)*T = A(Kp)*t if

(id ® (P1,2)) (V) ¢ (d® J)(Kc®Kp &Kp,).

Now, we present the standard result about the connection
between compatibility of the channels and steering. The result
follows from our definition immediately.
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Corollary 2. The bipartite state v € A(K¢)*TRA(K,)*t
is not steerable by channels ®; : A(K,)*" — A(Kp)*T, @, :
A(K2)*" — A(Kp)*T if the channels ®; and &, are compat-
ible.

Proof. If the channels &, ®, are compatible, then we have
(P, D) = J(P)forsome P : Ky — Kp, ®KB2 and for every
¥ € Kc®K, we have

(d ® (D1, 22))(¥) € (d @ J)NKc&(Kp ®Kp,)).

|

Proposition 15. The  bipartite  state v € A(K¢)*"
®A(KA)*t is not steerable by channels ®; : A(K,)*t—
A(Kp)*t, @y 1 AKa)™t — AKp)™ if ¢ € A(Ko)™'®
A(K)*T, i.e., if ¥ is separable.

Proof. Every separable state is by definition a convex com-
bination of product states, i.e., of states of the form x¢c ® x4,
where x4 € K4, x¢c € K¢. Since the maps id ® (9,P,) and
id ® J' are linear, it is sufficient to prove that for every product
state xc @ x4 € Kc@K 4 wehave (id @ (01, P2))(xc ® x4) €
(id ® J)Kc®Kp,&Kp,). It follows by our construction in
Sec. VII that product states are not steerable by any channels
as one can always take x¢c @ ®;(x4) @ P2(x4). Remember
that during steering, we fix not only the channels, but also the
bipartite state, so the presented construction is valid. ]

IX. STEERING BY MEASUREMENTS

We will show that the definition of steering given by
Definition 11 follows the standard definition of steering [27]
in the formalism introduced in Ref. [26], when we replace
measurements by channels.

Proposition 16. Let S, S, be simplexes and let m; :
Ka — Si,my: Ky — S, be measurements, then, a state y €
Kc®K , is steerable by m1, m; if and only if

(id ® (m1,m2))(¥) & Kc®(S1 x 82).

Proof. The result follows from the fact that Kc®S,8S, =
Kc®RS1®S,. [ |

To obtain the standard definition of steering, one only needs
to note thatif £ € Kc®(S; x S,), then there are x; € K¢, 5; €
S xS and 0 < A; < 1fori €{l,...,n} such that

§= Z)»ixi ® s, ®)
i=1

where the interpretation of s; is that it is a conditional
probability, conditioned by the choice of the measurement. At
this point, it is straightforward to see that Eq. (8) corresponds
to [27, Eq. (5)].

X. STEERING BY QUANTUM CHANNELS

Steering plays an important role in quantum theory. It has
found so far applications in quantum cryptography [48] as
an intermediate step between quantum key distribution and
device-independent quantum key distribution.

We will prove several results and present a simple example
of steering by quantum channels. Given the standard, opera-
tional, interpretation of steering by measurements the example
may seem strange, but rather expected.
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Let ®; : Dy — Dy, Oy : Dy — Dy be channels and let
[yt = [dim(H)]~2 300 |ii) be the maximally entangled
vector. We will show that the maximally entangled state
[ ) (17| is steerable by the channels ®;, ®, whenever they
are incompatible.

The proof is rather simple as the bipartite conditional
state we obtain is (id ® (®1,D2))(|¥ ) (¥ T|). If the channels
@, &, are compatible, then the state |1/ ) (17| is not steerable
by compatible channels. Now, let us assume that there is a state
in p € Dygren such that we have

(id ® (@1, L)Y ) (Y = (d® J)p), 9

i.e., that the state |y 1) (1| is not steerable by the channels
@, ®,. Equation (9) implies that we must have

(id @ @)Y ) (YT = Trs(p),

that, after taking trace over the second Hilbert space, gives

dim(H)]l = Traz(p). (10)
Now, the picture becomes clear: (id ® ®)(|¥ ) (¥ 1)) is
isomorphic to the Choi matrix C(®;) and Eq. (10) implies
that the state p must be isomorphic to a Choi matrix of
some channel ®. This together with Proposition 12 means
that Eq. (9) holds if and only if the channels are compatible.
Thus, we have proved the following:

Proposition 17. The maximally entangled state |y ) (|
is steerable by channels ®; : Dy — Dy, O : Dy —> Dy if
and only if they are incompatible.

We will investigate steering by unitary channels. We will
see a phenomenon that is impossible to happen for steering
by measurements: it is possible to steer a state when the two
channels we are testing for incompatibility are two copies of
the same channel. Let U,V be unitary matrices, i.e., UU* =
VV* =1, where U* denotes the conjugate transpose matrix
to U and let &y, @y be the corresponding unitary channels,
that is, for p € ®4; we have

Qy(p) =UpU*, Py(p)=VpV™.

Note that we have 1 = id, i.e., the unitary channel given by
an identity matrix is the identity channel.

Proposition 18. The bipartite state p € Dygy 1S steerable
by the unitary channels ®;, @y if and only if it is steerable
by two copies of the identity channel id.

Proof. The state p € Dygy is steerable by the channels
®y, Oy if and only if there is a state 0 € DygHer such that

Try(o) = (id ® Py)(p), Trz(0o) = (1d ® Py )(p).

If such state o exists, then for & = (id ® y+ ® Py+)(o) we
have

Tr3(6) = p, Tra(6) = p,

i.e., the state p is not steerable by two copies of id. The same
holds the other way around by almost the same construction;
if the state p is not steerable by two copies of id, then it is not
steerable by any unitary channels ®, ®y. ]

Note that a similar result would hold if only one of the
channels would be unitary, but then only that one unitary
channel would be replaced by the identity map id. Clearly, if
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the state p would be separable, then it would not be steerable
by any channel. The converse does not hold, even if the state p
is entangled it still may not be steerable by any channels. We
will provide a useful condition for the steerability of a given
state p € D g that will help us to show that even if the state
p 1s entangled, it does not have to be steerable by any pair of
channels ®; : Dy — Dy, O : Dy — Dy

Proposition 19. The state p € Dygy is steerable by the
channels @ : Dy — Dy, Oy : Dy — Dy only if it is steer-
able by two copies of the identity channel id : ®4 — Dy,.

Proof. Assume that the state p € ®gy is not steerable by
two copies of the identity channel id : ®3; — 3, then there
exists a state 0 € Dygren such that

Tr3(0) = p, Tr(o) = p.

Let @) : Oy — Dy, Oy : Dy — Dy be any two channels
and denote

6 =(id ® P ® 2)(0),
then we have
Tr3(6) = (id ® ®1)(p), Tr(6) = (id ® P2)(p),

so the state p is not steerable by the channels @, ®,. |

Note that one may get other conditions for steering by
replacing only one of the channels by the identity map id. One
may generalize this result to the general probabilistic theory,
but it may be rather restrictive and not as general as one would
wish. One may also use the idea of the proof of Proposition 19
together with the result of Proposition 17 to obtain the results
on compatibility of channels that are concatenations of other
channels, similar to the results obtained in Ref. [21].

We will present an example of an entangled state that is not
steerable by any pair of channels.

Example 7. Letdim(H) = 2 with the standard basis |0}, |1)
and let |[W) € H ® H ® H be given as

i
V3

The projector |[W)(W| € Dngnen 1S known as W state. We
have

|W) = —(]001) + [010) + |100}).

pw = T((W)(W]) = Trs(IW)(W]) € Dyen,

that shows that the state py is not steerable by a pair of
the identity channels id : ©y — D, which as a result of
Proposition 19 means that it is not steerable by any channels
D, : Dy — Dy, Py : Dy — Dy. Moreover it is known that
the state py is entangled [43, Example 6.70].

Since it will be useful in later calculations, we will
show that the state |W)(W/| is the only state from Dyenen
such that pw = Tr(|[W)(W|) = Trs(|[W)(W]). Let |¢) =
\%(lOl) 4+ 110)), then we have

pw = £(00)(00] + 3|¢)(¢].

Let 0 € Oygngy denote the state such that py =
Try(o) = Trs(o0). We have pw|l1) =0 that implies
Tr(o[11){(11] @ 1) = Tr(a|[1){1| @ T ® |1)(1]) = 0 that im-
plies (111]o|111) = (110|o|110) = (101|c|101) =0 aso >
0. We will show that this implies o|l11) = o|110) =
o]101) = 0.
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Let A€ By,(H),A >0, and let |¢) e H. Let ||y =
J(¥|¥) denote the norm given by inner product. Assume
that we have (|A|y) = 0, then

IVAY > = (VAYIVAY) = (Y|Aly) =0
and in conclusion we have v/A [v) = 0 and
AlY) = VAWAIY)) = 0.

Finally, let us denote lpt) = «/LEGOU — |10)). We have

pwlet) =0 that implies Tr(o|ept)(pt| ® 1) =0 which
yields o]p0) = o|pt1) =0. We still use the shorthand
l90) = lp™) ® 10).

The eight vectors [000), |001), |¢0), |@1), |@*0), |pt1),
[110), |111) form an orthonormal basis of H @ H ® H. We
have already showed that we must have

olet0) =olptl) = |110) = o|111) = 0,
so in general we must have
o = ag|000){000] + ao1|001)(001] + agol¢0) (@0
@1| 4 b1]000)(001| 4+ b1]001) (000
+ b,|000) (90| 4 by|¢0)(000] + b3]000) (1]

+ agilel) )
) (

+ b3]91){000] + b4]001) (0| + b4|¢0) (001
) (
(

~ o~

)

+ b51001) (1] 4 bs|p1)(001] + bg|90) (¢1]
+ bsle1) (¢0].

Using the above expression for o we get

Try(0) = ap|00)(00] 4 ag;[01) (01| + %]1 ® 10)(0|

+ Y0 @ 11)(1] + 51]00)(01] + 5, ]01) (00|

2

by b2 b3
—100){10] + —=|10)(00] + —=]00)(11
+ﬁ| ) |+ﬁ| ) |+ﬁ| ) (11

L 111)(00] + ba 101)(10] + ba 110)(01]
2 2 V2

G 72

bs 55 be
+ —|01)(11] + —|11)(01] + —1 ® |0)(1
ﬁ' )(11] ﬁ' HOL + = 0) (1]

bs
+—1®[1)(0],
2
that implies ag = ay) = 0, ago = %, aopr = %, by =b, =
b3 =bs =bg=0,and by = ‘/Ti In conclusion, we have
o = 3(/001)(001] + 2(¢0) (¢0|

+ +/21001) (0] + +/2|90) (001])
=|W)W|.

XI. BELL NONLOCALITY

Bell nonlocality is, similarly to steering, a phenomenom
that we do not find in classical theory, but is often used in
quantum theory. Bell nonlocality [2] was formulated as a
response to the well-known EPR paradox [3]. Although in the
original formulation the operational idea was different than
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the one we will present, we will see that Bell nonlocality may
be understood as an incompatibility test, in the same way as
steering.

Let us assume that we have four parties: Alice, Bob,
Charlie, and Dan. Alice has two channels ®¢ : K4 — Kp,
and CI>‘2"‘ : K4 — Kp, that she can use to send a state to
Bob, and Charlie has two channels dblc :Kc — Kp, and
<I>2C : K¢ — Kp, that he can use to send a state to Dan.
Assume that Kc®K 4 is defined and let v € Kc®K4 be a
bipartite state shared by Alice and Charlie. The idea that we
use to define Bell nonlocality is very simple: if we were able to
use (id ® (®f,d))(¥) and (¢, dF) ® id)(¥) as nontrivial
incompatibility test, we may as well investigate whether
(@€, 05) ® (df, D4))(¥) provides an incompatibility test in
the same manner.

Definition 12. Let € Kc®K 4 and let

®4 Ky — Kp,,
®2 : Ky — Kp,,
Cblc :Kc — Kp,,
&S : Ke — Kp,

be channels. We call the state ((®,5)® (D4, PM))(Y)
bipartite biconditional state.

Assume that the channels ®f and @2 are compatible,
so that we have (®4,®4) = J(®*) for some channel &4 :
Ky — I(Bl<§~§l(,g;2 and also that the channels <I>lc and CIDZC are
compatible, so there is a channel € : K¢ — Kp, &K p, such
that (®4,®4) = J(®*). Let ¥ € Kc®K 4, then we have

(2, 05) ® (01,92)) (W) = (J' @ J)(Pc ® PAW)),

where the maps J’ are defined as before, with the exception
that we denote them the same even though they map different
spaces.

We present a definition of Bell nonlocality using the same
line of thinking as we used in Definition 11. For simplicity we
will denote

Opc = ® J)Kp®Kp,®Kc,®Kc,).

Definition 13. Let ¥ € Kc®K 4 be a bipartite state and
let @4 : Ky — Kp,, @5 : Ko — Kp,, ® : K4 — Kc,, and
d>zc : K4 — Kp, be channels. We say that the bipartite
biconditional state (&€, <I>2C) ® (04, <I>§‘))(1//) is Bell nonlocal
if

(of.25) ® (1.95))(¥) ¢ Ope-

Otherwise, we call the bipartite biconditional state Bell local.

The following result follows immediately from Defini-
tion 13.

Corollary 3. Let ¢ € Kc®K, be a bipartite state and
let be : K4 — Kp,, CD? : K4 — Kp,, chC : Ky — K¢,,and
<I>2C : K4 — Kp, be channels. The bipartite biconditional
state ((®¢,®5) ® (®f,4))(¥) is Bell nonlocal only if the
channels CDf, CDQ and <I>1C, <I>2C are incompatible.

We will show that entanglement plays a key role in Bell
nonlocality.

Proposition 20. Let € Kc®@K 4 be a separable bipartite
state and let ®f : K4 — Kp,, ®5 : K4 — Kp,, ¢ : K4y —
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Kc¢,, and <I>2C : K4 — Kp, be channels. The bipartite bicon-
ditional state ((®¢,®$) ® (®f,®4))(y) is Bell local.

Proof. 1t is again sufficient to consider ¥ = x¢c ® x4 for
x4 € K4, xc € K¢ due to the linearity of the maps (CIDA,<I>£‘)
and (®¢,dS). Consider the state ¢ € Kp, &K p,®Kc,®Kc,
given as

@ = ¥ (xc) ® DS (xc) ® D (x4) ® D (x4),
then we have

(0. 05) ® (@1, 05)) W) = (J' @ J)(@).

XII. BELL NONLOCALITY OF MEASUREMENTS

We will again show that Definition 13 follows the standard
definition of Bell nonlocality [27] in the formalism of [26].

Proposition 2] Let S, S2 , SIC, and S2 be sim-
plexes and let m1 Ky — S1 ,m2 Ky — Sz,m1 Kc —
SC,mS : Kc — S5 be measurements. Letw € KC®KA,then
the bipartite blcondltlonal state ((m1 , ) ® (ml , ))(I/f) is
Bell nonlocal if

((nfm3) @ (mi.m3)) W) ¢ (ST x S7)@(S}" x S3).
Proof. By direct calculation we have
Qcp = (' ® J) (ST @S5 ®S['®53')
= (Sf x S5)®(S; x S83).
|
One may again use the interpretation that both S x S and
St x S3' are spaces of conditional measurement probabilities,

so if we have ¥ € (S x S$)R(S? x S3), then we must have
0< A < Lfori e{l,...,n}, > !_; A; = 1, such that

n
V= ZMS,-C ® s,
i=1

where in standard formulations both s© € Sf x S5 and s/ €
X S2A are represented by probabilities, i.e., by numbers, so the
tensor product between them is omitted.

We will provide proof of the standard and well-known
result about connection of steering and Bell nonlocality of
measurements.

Proposition 22 Let S, S2 , SIC, and S2 be sim-
plexes and let m1 Ky — S1 ,m2 K4y — Sz,m1 Kc —
SC,mS : Ke — SC be measurements. Let € Kc®K 4. If

(id® (mf,m8)) (W) € Ke®(Sf x 53),

i.e., if the bipartite state is not steerable by measurements
m{‘, mg‘, then

((mTm3) @ (mi,m3))W) € (ST x S3)&(ST" x 57).
Proof. Let

(id ® (m7.m3)) (W) € Kc®(Sf x S31),
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then forn € N,i € {1, ...,n},thereare 0 < X; < 1,x; € K¢
ands; € St x S5, >°'_, A = 1, such that we have

Zk X ® ;.

(id® (mf.m3)) (W) =
We get

((mlc,mzc) ® (m1 ,m2 )(I/f) Zk mj ,mz)(x,) ® si,

i=1

and since we have (m,m$)(x;) = (m€(x;),mS (x;)) € SE x

S$ we have

(€ m$) @ (i md)) ) € (€ x S5)@(f x ).
|

Note that the same result would also hold for steering by
the measurements mlc m2C .

One may think that steering is somehow half of Bell
nonlocality, or that it is some middle step towards Bell
nonlocality as even our constructions in Secs. VIII and XI
would point to such a result. We will show that this is not true
in general, as we will provide a counterexample using quantum
channels in Example 9.

XIII. BELL NONLOCALITY OF QUANTUM CHANNELS

Bell nonlocality of quantum measurements is a deeply
studied topic in quantum theory, with several applications
in various device-independent protocols [49-52], randomness
generation and randomness expansion [53,54], and others (for
a recent review on Bell nonlocality see [55]).

Bell nonlocality of quantum channels follows very similar
rules to steering by quantum channels. We will derive results
specific for quantum theory in the same manner as in Sec. X.

Proposition 23. Let p € Dygy and let @] : Dy —
@H,(DéZCDH—)@H,CD%Z@H%QH,Q%IQH—)DH be
channels. The bipartite biconditional state (!, @%) ®
(2, Cb%))(p) is Bell nonlocal only if the bipartite biconditional
state ((id,id) ® (id,id))(p) is Bell nonlocal.

Proof. 1f the bipartite biconditional state ((id,id) ®
(id,id))(p) is Bell local, then there exist o € DygreHeH SUch
that

Tro4(0) = p,
Tra3(0) = p,
Tris(o) = p,
Tri3(0) = p.
Let
&= (P ® P ® ¢} ® V3)(0),
then
Try(6) = (‘D% ® CD%)(P),
Try3(6) = (] ® 3)(p),
Tr14(6) = () ® ®7)(p).
Tri3(6) = (0, ® 3)(p).
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Note that again we do not have to replace all of the channels
by the identity channels id, but we may replace only some.

Proposition 24. Let p € Dpgy and let <I>{ Dy —
@H,q)éZ@H—)fDH,CD%Z@H—>®H,¢%Z©H—>©H be
channels, moreover, let CD{ = @y be a unitary channel given
by the unitary matrix U, then the bipartite biconditional state
((CDU,CD%) ® (QJZ,CD%))(,O) is Bell nonlocal if and only if the
bipartite biconditional state ((id,®}) ® (®1,®3))(p) is Bell
nonlocal.

Proof. Using the very same idea as before, if the bipartite
biconditional state (D, CD%) ® (92, CD%))(,O) is Bell local, then
there is 0 € DyeneoHer Such that

Trau(o) = (Py ® 7)(p),
Try(0) = (d>U ® 3)(p),
Tria(0) = (P, ® ®7)(0),
Tri3(0) = (cb2 ® 3)(p).
Let
6 =(dy- ®id®id ® id)(0),
then we get

Try4(6) = (id ® ®7)(p),
Try3(6) = (id ® 3)(p),
Tri4(6) = (P, ® @7)(p),

(

o
Tri3(6) = () ® ®3)(p).

|

One may obtain similar results if some other of the channels
CD} , <I>%, CD%,Q)% is unitary as well as if more or even all of them
are unitary.

The most iconic and most studied aspects of Bell nonlocal-
ity are the Bell inequalities. We are going to present a version
of CHSH inequality for quantum channels. Assume that
dim(H) = 2 and let |0),|1) denote any orthonormal basis of

‘H. We will use the shorthand |00) = |0) ® |0). Leti,j € {1,2}
and let

E(®].®3) = (00](®] ® ©5)(0)/00)
— (01](®] ® ©3)(p)[01)
— (10(®; ® ®3)(p)|10)
+(11](®] ® ®3)(p)I11)
= Tr((®] ® ©3)(p)A),
where
= 100){00] — [01)(01] — [10)(10] + [11){11].

The quantity E(®] <I>2) is to be interpreted as the correlation
between the marginals Trl((d>l1 ® <I>3)(,0)) and T1r2((<I>[1

<1>§)(,o)). Since we have —1 < A <
E(®],9%) <

1 it is straightforward that

we have —1 < 1. Define a quantity

X, = E(0},03) + E(0].03) + E(9}.0}) - £(0},03),
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we will show that X, corresponds to the quantity used in CHSH
inequality. It is straightforward to see that —4 < X, < 41is the
algebraic bound on X .

Proposition 25. If the biconditional bipartite state
(®1,0)) ® (@3,03))(p) is Bell local, then we have —2 <
X, <2

Proof. If the biconditional bipartite state ((CDI,CD%) ®
(®1,83))(p) is Bell local then there is 0 € Dygrenen such
that

Tryy(o) = (‘D% ® Q%)(P),
Tryz(0) = (49% ® d>§)(p),
Tria(0) = () ® ®7)(p).
Tri3(0) = (0, ® 3)(p).
This yields
E(®],®7) = Tr((®] ® ®7)(p)A) = Tr(Tras(0)A)

=Tr(c(10)(0]® 1 ® [0)(0| ® 1
1001 ® 1)1
- {11001
+IH{1 1T I[1){1] @ 1)).
In the same manner, we get
E(®],03) =Tr(0(10)(0] ® 1 ® 1 ® [0)(0]
—10)(0| 1T ® 1 [1)(1]
— {111 ®1&|0)0]

+ 11 @11 ([1)(1]),
=Tr(c(1®[0)(0|®0)(0]® 1
—1®[0)(0I® 1)1 ®1
— 1@ 1)(11®0)(0®1

+1Q (1@ [1) {1 ® 1)),

E(®,, 1)

and
E(®3,®3) = Tr(o(1 ® [0)(0] ® 1 ® |0)(0]
—1®|0)(0|®1® 1)1
-1 1) ({11 ®1&|0)0]
+1® 1) {1 @ L& [1){1]).
Together we get
= 2Tr(o(J0000) (0000] 4 |0001)(0001| — |0010)(0010]
—|0011)(0011] + [0100)(0100| — |0101)(0101]
+10110)(0110| — |0111)(0111] — |1000)(1000|
+11001)(1001| — [1010)(1010] 4 [1011)(1011]|
— [1100)(1100] — [1101)(1101] 4 |1110)(1110|
+ [1111)(1111}))

that implies =2 < X, < 2. |
At this point, one may ask whether there exists an
equivalent of Tsirelson bound [28] for the inequality given

by Proposition 25, or what is the maximum violation of the
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aforementioned inequality. We will show that the Tsirelson
bound 2+/2 is both reachable and maximum violation by
quantum channels.

Proposition 26. For any state p € Dygy and any four
channels O : Dy — Dy, D) : Dy —> Dy, @] : Dy —
Dy, D21 Dy — Dy we have

X, <2V2.

Proof. We define the adjoint channel ®}* to channel ®! as
the linear map @i* : B,(H) — Bj(H)suchthatforallo € Dy
and E € B,(H),0 < E < 1, we have

Tr(®}(0)E) = Tr(o ®*(E)).

Since ®! is a channel, we have 0 < ®1*(E) < 1 and ®1*(1) =
1. This approach of mapping effects instead of states is called
the Heisenberg picture.

Leti,j € {1,2}, then we have

Tr((®] ® ©7)(0)100)(00[) = Tr(poP;*(10)(0)) ® ®T*(|0)(0))).

Denoting
M} = ®*(10)(0)),
M2 = ®'(10)(0]),

we see that we have
E(®},@3) =Tr(pM! @ M?) — Tr(p(1 — M!') ® M?)
~Te(oM) @ (1~ M2))
+Tr(p(1 = M) @ (1 - M}))
= E(M/.M;),

where E (Mil ,M]z) is a correlation for the two-outcome mea-

surements given by the effects M il and MJZ. It is a well-known
result [28] that we always have

E(M|,M}) + E(M},M3) + E(M3,M}) — E(M3,M3)
< 2V2.

]
It is very intuitive that the Tsirelson bound, reachable by
measurements, will be also reachable by channels. To prove
this, let M,N € B;,(H),0 < M < 1,0< N <1, and de-
fine channels ®; : B,(H) — By(H), ®n : Br(H) = By(H)
such that for o € D3, we have
@y (o) = Tr(o M)|0)(0] + Tr(o (1 — M))[1)(1],
@y (o) = Tr(o N)|0)(0] + Tr(o (1 — N)IT)(1].
Itis easy to verify that the maps @, @y are quantum channels
and that they are also measurements as they map the state space
Dy to the simplex conv{|0)(0],|1)(1]}. Let p € Dygy, then
we have
Tr(Py ® Py)(P)A) =Tr(p(M @ N — (1 — M) ® N)
= Tr(p(M ® (1 — N)))
+ Tr(p((1 — M) @ (1 — N)))
= E(M,N).
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This proves that any set of correlations and any violation
of CHSH inequality reachable by measurements are also
reachable by quantum channels as a violation of the bound
given by Proposition 25.

To generalize the proposed inequality, one may replace
the projectors |0)(0| and |1) (1] by any pair of effects M,N
B,(H),0 < M <1,0< N <1, and have

A=MON-1-M)QN-MQ1—-N)+(1—-M)
& = N).

From now on, we will consider a special case. Keep dim(H) =
2 and let

[Y ) (| = 5(100)(00] + [11)(00] + [00) (11| + [11){11])

be the maximally entangled state, let U;, U,, Vi, V, be uni-
tary matrices and let Cb{ = oy, dJé = oy, CID% = Oy, CD% =
®y, be unitary channels given by the respective unitary
matrices. We will consider the bipartite biconditional state
(@y,,Dy,) ® (Py,, Py,))(|¥T){¥T|) and we will show that
the correlations for the given bipartite biconditional state are
of a particular nice form. We have

(P, ® Dy, )Y )Y FD = (id @ Py yr) (YYD,

where i,j € {1,2} and for U T denotes the transpose of the
matrix U. For the correlation we have

E(®y,. @y,) = Tr((id ® @y, 7)Y ) (¥ )A)
= L({0IV; U 10) > + [(1V; U] 1) )7
—OIV; U I P = [(1v;Ul10)%). (D)

We will provide an example of a violation of the bound
given by Proposition 25 by incompatible unitary channels.

Example 8. Letdim(H) = 2 and let ¢ € R be a parameter.
Let Uy, U,, Vi, V, be unitary matrices given as

g Lot
l—ﬁl_ly

v (10
Z—Ols

v 1 VO 1
T iro\ 1 —s)

v 1 1 Vo
VTt \Ve 1)

Consider the bipartite biconditional state (®y,,Py,) ®
(P, Dv,)(|¥T)(¥F]). Using Eq. (11), we can obtain
X|y+)(y+| as a function of ¢#. The function is plotted in Fig. 1,
where it is shown that for certain values of ¥ the bipartite
biconditional state violates the bound given by Proposition 25.

It is also easy to see that the bipartite biconditional state
((id,id) ® (id,id))(Jy*) (T |) does not violate the bound given
by Proposition 25 because all of the correlations are the same,
yet according to Proposition 24 we know that it must be a
Bell nonlocal bipartite biconditional state. This shows that
not all Bell nonlocal bipartite biconditional states violate the
inequality given by Proposition 25.
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FIG. 1. The blue solid line is Xy+)y+ as a function of the
parameter ¥ € [1,10] when we consider the bipartite biconditional
state (Py,, Py,) ® (Py,, Py, (| ) (¥ 1]) from Example 8. The red
dashed line corresponds to the Tsirelson bound 2+/2.

One may wonder whether there is or is not a connection
between steering and Bell nonlocality. As we have already
showed in Proposition 22, for measurements Bell nonlocality
implies steering. We will show that for channels the same does
not hold.

Example 9. Let dim(H) = 2. Let py € Dngy be given as
in Example 7 as a partial trace over the state |W)(W|. We
already know that the state py is not steerable by any pair of
channels. Consider the bipartite biconditional state ((id,id) ®
(id,id))(pw), if it is Bell local, then there must be a state
0 € DyeneoHer Such that

Tri3(0) = Tria(0) = Trp3(0) = Tra(0) = pw.

Observe that Tri(o) € Dygren 1s such that Tr3(Tri(o)) =
Tr4(Tr;(0)) = pw which implies that, according to our calcu-
lations in Example 7, we must have

Tri(o) = [W)(W].

According to [56, Lemma 3] this implies that there is a state
o € Dy suchthato = p ® |W)(W|. This implies that we have
Trys(0)=p ® %(2|O) (0] 4+ [1)(1]) which s clearly a separable
state. This is a contradiction as we should have had Try3(c) =
ow, which is an entangled state.

XIV. CONCLUSIONS

We have introduced the general definition of compatibility
of channels in general probabilistic theory through the idea of
conditional channels. We have also shown that a naive idea for
a compatibility test leads to a simple and straightforward for-
mulation of steering and Bell nonlocality. These formulations
of steering and Bell nonlocality are different even when we
consider only measurements instead of channels. Throughout
the paper, we have shown that all of our definitions and results
are in correspondence with the known result for measurements
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and we have also provided several examples and results about
the introduced concepts in quantum theory.

The paper has opened several questions and areas of
research. For example, a possible area of research would be
to look at the structure of conditional states and conditional
channels and to try to connect them to Bayesian theory.

Concerning the compatibility of channels, one may for-
mulate different notions of degree of (in)compatibility or of
robustness of compatibility in general probabilistic theory and
look at their properties, in a similar way as it was already
done in quantum theory [57]. For quantum channels, one may
wonder which types of channels are compatible. This would
generalize the no broadcasting theorem [56,58] which states
that two unitary channels can not be compatible.

One may also consider our formulations of steering and Bell
nonlocality as a case of the problem of finding a multipartite
state with given marginals. Such problems were studied in
recent years [59,60], but not in the form that would be
applicable to the problems of steering and Bell nonlocality
as incompatibility tests. This opens questions as to whether
one may characterize the structure of the cone Q¢p and of
other cones of interest in quantum theory. From a geometrical
viewpoint, this question is closely tied to the question of
existence of other Bell inequalities for channels than the one
we presented. Existence and exact form of the generalized Bell
inequalities are also a very interesting possible area of research.

We may also consider the use of steering and Bell
nonlocality of channels in the context of quantum information
theory and quantum communication. Both steering and Bell
nonlocality of measurement were used to formulate quantum
protocols and it is of great interest whether exploiting the
steering and Bell nonlocality of channels may lead to even
better or more useful applications.

One may also try and clarify the lack of connection between
steering and Bell nonlocality of channels. As we have showed
in Example 9, even if two channels can not steer a state, when
applied to both parts of the state the resulting biconditional
bipartite state may be Bell nonlocal. This may even have
interesting applications in quantum theory of information
as so far steering has been considered to lead to one-side
device-independent protocols that were seen as a middle
step between the original protocol and device-independent
protocol.

It may also be interesting to consider the resource theories
of channel incompatibility, of steering by channels, and of Bell
nonlocality of channels. Several similar resource theories were
already constructed (see [61] for a review).
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