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Site-resolved imaging of single atoms with a Faraday quantum gas microscope
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We demonstrate a quantum gas microscope based on the Faraday effect that does not require a stochastic
spontaneous emission process. We reveal the dispersive feature of this Faraday-imaging method by comparing
the detuning dependence of the Faraday signal with that of the photon scattering rate. In addition, we determine

the atom distribution through a deconvolution analysis, demonstrate absorption and dark-field Faraday imaging,
and reveal the various shapes of the point spread functions for these methods, which are fully explained by
a theoretical analysis. The results constitute an important first step toward ultimate quantum nondemolition
site-resolved imaging and open the way to quantum feedback control of a quantum many-body system with

single-site resolution.
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I. INTRODUCTION

At the heart of quantum information processing lies the
measurement and manipulation of each quantum object in a
quantum many-body system [1]. For ultracold atoms in an
optical lattice, the technique of single-site-resolved imaging
and single-site addressing, called “quantum gas microscopy”
(QGM), has been recently demonstrated for bosons [2-5]
and fermions [6—10]. The development of the QGM tech-
nique enables us to realize various fascinating experiments
to study quantum many-body systems [11-16], which are
almost impossible to perform with other techniques. Current
QGM methods, however, detect atoms by detecting photons
spontaneously emitted from atoms. This process is inherently
stochastic, so the many-body state is inevitably projected onto
a product state of single atoms. In addition, the measurement
induces considerable recoil heating, requiring an elaborate
cooling scheme in a deep optical lattice.

Advanced methods to implement quantum nondemolition
(QND) measurements and quantum feedback control have
been demonstrated for several systems, such as a cavity
quantum electrodynamics (QED) system [18,19], a collective
spin ensemble [20-26], and a circuit QED system [27]. To
realize quantum measurement and control of each atom in an
optical lattice, a new detection method for QGM is required
that does not rely on a destructive fluorescence measurement.
Promising results along these lines have already been reported
in the form of detection of single atoms trapped by a tightly
focused laser beam and those trapped in an ion trap via
dispersive methods (see Refs. [28,29], respectively). Here we
note that, although the use of an optical cavity provides an
intriguing sensitivity for a single atom [30-32], this cannot
simply be combined with a QGM technique because the cavity
spatial mode determines the spatial resolution, so single-site
resolution is not expected.

In this paper, we present a detection method for QGM based
on the dispersive Faraday effect (Faraday QGM) to achieve

“Present address: RIKEN Center for
Science, Hirosawa, = Wako, Saitama
r_yamamoto @scphys.kyoto-u.ac.jp

tPresent address: Department of Physics, Osaka City University,
Sumiyoshi-ku, Osaka 558-8585, Japan.

Matter
Japan;

Emergent
351-0198,

2469-9926/2017/96(3)/033610(7)

033610-1

site-resolved imaging of single isolated atoms in an optical lat-
tice. The observed Faraday rotation angle reaches 3.0(2)° for a
single atom. Contrary to current QGM methods, Faraday imag-
ing allows us to measure the density distribution of a quantum
many-body state without projecting onto a product state over
each site, which allows us to make continuous observations of
multiparticle quantum dynamics [33]. An interesting example
that uses a QND-type measurement is the study of quantum
critical behavior of Bose-Hubbard systems influenced by
measurement backaction [34]. From a technical viewpoint,
the realization of the minimally destructive limit of Faraday
QGM should significantly relax the crucial requirement of
incorporating an elaborate cooling scheme for an extremely
deep optical lattice depth for QGM based on fluorescence de-
tection. This feature can extend QGM to various atomic species
and even to molecules. Furthermore, the Faraday-imaging
technique inherently enables us to measure, in principle, an
arbitrary number of atoms per site without relying on a so-
phisticated bilayer or superlattice configuration to circumvent
parity projection [9,35]. Note that the results reported herein do
not correspond to a QND regime because the atoms experience
absorption in the current experimental conditions.

II. EXPERIMENT

In our experiment, we use bosonic ytterbium (YD) atoms.
First, we prepare a Bose-Einstein condensate (BEC) of '"*Yb
atoms in an optical trap, and then load it into a single layer of a
two-dimensional (2D) optical lattice with lattice spacing of 266
nm. In a previous study, by site-resolved fluorescence imaging,
we observed single isolated atoms with a dual molasses tech-
nique [5]. In the present paper, we detect the polarization ro-
tation of a linearly polarized probe transmitted through atoms
in a 2D optical lattice, as shown schematically in Fig. 1(a).

The polarization rotation signal due to the Faraday effect
for a single atom can be understood as an effect of interference
between a linearly polarized input probe beam Epmbe(r) and an
electric field scattered by a single atom. Based on diffraction
theory [36] and scattering theory [37], the scattered light field
Esc(r) is described as

N B 2Ji(r/o) ey e
Ey(r) =« r/o EO(]—[(ZBB/F)+ 1+i(283/[‘))’
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FIG. 1. Faraday imaging. (a) Schematic of the imaging system.
We detect the polarization rotation of a 399-nm linearly polarized
probe beam transmitted through '7#Yb atoms in a 2D optical lattice. A
polarizing beam splitter (PBS) is situated in front of the CCD camera.
A high-resolution objective with the numerical aperture Ay = 0.75
is fixed just above the glass cell. The PBS angle 6 is set to be
/4 for Faraday imaging. (b) Site-resolved Faraday image of "Yb
atoms. The probe beam is detuned by 285 /1" ~ 3.9 and the intensity
is 1.3x 1072 times the saturation intensity, which corresponds to a
saturation parameter [17] of 0.84x 1073, The measurement duration
is 400 ms. (c) Measured point spread function (PSF) averaged over
about 30 individual single atoms and azimuthal average of the PSF.
The blue line is a fit to Eq. (2) with Ay = 0.49(2).

where §p represents the detuning from resonance. For all
measurements reported herein, we set the frequency of the
probe beam at the center of 1S0-1P (m; = +1) transitions,
unless otherwise noted (see Fig. 5 for the relevant energy
diagram). Thus, the probe beam is detuned equally with respect
to 'Sp-'P,(m; = £1) transitions and is polarized perpendicular
to the quantization axis, and the detuning is provided by an
applied magnetic field (see Appendix A for details). Ey is
the amplitude of the electric field of the input probe beam,
a = —(3n)"/2 Ay /2, where Ay is the numerical aperture of the
objective, n = [1 — (1 — A%)"*(1 — A% /4)]/2 is the photon
collection efficiency of the objective, Ji(x) is the Bessel
function of the first kind, o = (kAy)~" is the diffraction-
limited spatial resolution, k is the wave number of probe
light, and é. is the polarization unit vector for o circularly
polarized light. By using these expressions, the total detected
electric field Egeect(r) after polarizing beam splitter (PBS) is
Egetect(r) = [Epmbe(r) + Esc(r)] - €9, where 0 and éy represent
the angle of the PBS with respect to incident probe polarization
and its unit vector, respectively. In our experimental setup, the
beam waist of the probe beam is ~37 um, which is much
larger than the experimentally measured resolution ey, of
about 120 nm [38], so the probe beam may be considered to be
spatially uniform. The Faraday image of a single atom, with
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the background level normalized to unity, can be described as
Idetect(r) - |Edelect(r)/(E0 CoS 9)|2

3 1+ 285/ tan 6 2J,(r /o) |*
= | YR s e |

Note that this spatial profile of the image of a single atom,
namely, the point spread function (PSF), differs from that of
fluorescence imaging. A fluorescence image records the scat-
tered light intensity proportional to (2J;(x)/x)?. For a Faraday
image at a PBS angle 6 = +r /4, however, the interference
term between the probe light Epmbe(r) and the scattered light

Esc(r), which is proportional to 2J;(x)/x, becomes dominant.
This PSF, which differs from that of a fluorescence image,
appears in Fig. 1(c) and is discussed below.

Note also that our Faraday image is equivalent to phase-
contrast polarization imaging developed in Ref. [39] and can be
used for nondestructive probing of a BEC. However, compared
to the nondestructive imaging of a BEC in which the state is
protected by the large number of atoms in the condensate,
the requirement for nondestructive imaging is much more
stringent and demands single-atom detection by QGM.

Figure 1(b) shows an example of a Faraday image obtained
with the measurement setup shown in Fig. 1(a) and with a
PBS angle 6 = 7 /4. To more easily evaluate the performance
of Faraday QGM, we prepare a sparse cloud of atoms with very
low lattice filling. For this purpose, we transfer a small fraction
of atoms from the ground state 'Sy to the metastable state P,
by irradiation with a low-intensity laser, following which the
remaining atoms in the 'S, state are removed by applying the
resonance light of the 'Sy-'P; transition. Finally, the atoms are
de-excited from the 3P, state to the 'S, state by repumping
[5]. The observed Faraday rotation angle reaches 3.0(2)° for a
single atom with the detuning 265 /1" ~ 3.9 (see Appendix C
for details). Figure 1(c) shows the measured PSF, which is
obtained by averaging over about 30 individual isolated atoms.
The measured PSF is well fit by using Eq. (2), as shown by the
blue solid line in Fig. 1(c).

We determine the atom distribution by deconvolution of the
Faraday images. The basic deconvolution procedure is almost
the same as that used in our previous work on fluorescence
imaging by QGM [5]. For the deconvolution of Faraday
images, we calculate the estimated image intensity at position
7 by using

2)

2

N ©))

Nsite

. Eo(F —7i])-2
Lea(P) = |1+ Apg + Y pr———

Eycos6

where Apg is the difference from unity of the background
level of the Faraday image, and 7; and fB; are the center
position and amplitude, respectively, of the signal per lattice
site i. Figure 2(a) shows a raw image from Faraday QGM, and
Fig. 2(b) shows the reconstructed atom distribution convoluted
with the model PSF. Figure 2(c) shows a histogram of the
fitting parameters S; for each site, where the black dashed line
indicates the threshold for the presence of atoms.

The Faraday signal, which is the interference term in Eq. (2),
is inversely proportional to the detuning (ox1/8p) in the limit
of large detuning. Because the destructive effect of photon
scattering is controlled by the photon scattering rate ., we
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FIG. 2. Deconvolution result of Faraday QGM. (a) Raw Fara-
day image of lattice sparsely filled with atoms. (b) Numerically
reconstructed distribution of atoms on lattice sites. The image is
the convolution of the model PSF of Eq. (2) and the reconstructed
atom distribution. Red squares and gray dotted lines represent the
atoms and the lattice cells, respectively. (c) Histogram of the fitting
parameters f; in each site. A black dashed line shows the threshold
for the presence of atoms. The red solid curve is a fit to the data with a
Gaussian function. We set the threshold value at 2o below the center
of the Gaussian.

compare the Faraday signal to Iy, which is proportional to
1/82% in the limit of large detuning. By using a large detuning,
we improve the ratio of the signal strength to the destructive
effect of photon scattering in Faraday imaging. Figure 3 shows
how the ratio of Faraday-imaging signal strength Sg; to the
fluorescence-imaging signal strength Sg;, depends on detuning
(in arbitrary units). Note that the Faraday-imaging signal
strength Sgy is given by the average signal of the isolated atoms
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FIG. 3. Ratio of signal strength of Faraday imaging Sg to that
of fluorescence imaging Sg;, which is proportional to the photon
scattering rate [ for Faraday imaging. The green squares represent
the data obtained from signals from isolated atoms, and the red circles
represent the ensemble measurements. The solid curve is a fit based
on the weak-excitation approximation, which is plausible in the given
experimental conditions but not in case of far off resonance. Note that
we use the value of « for the effective Ay of 0.49(2) in our setup.

PHYSICAL REVIEW A 96, 033610 (2017)

in Faraday imaging and we use Sg; = f dr[1 — Lgewect(r)]. The
averaged signal from isolated atoms in fluorescence imaging
acquired at the same detuning Sg_ is used to measure the
photon scattering rate I'y.. The ratios obtained in this way are
denoted by green squares. We also plot the ratios obtained
by ensemble measurements as red circles. The experimental
results are consistent with the theoretical prediction shown by
the solid lines and, in particular, increase linearly with the
detuning, which indicates that Faraday imaging allows single-
atom detection with reduced spontaneous photon scattering.
In fact, the saturation parameter at the detuning 265 /1" ~ 4.8
corresponds to 0.6 x 1073, which is almost half of the value for
a typical fluorescence image. This is to be contrasted with the
case of fluorescence imaging where the ratio is constant and
does not improve with detuning.

We now discuss the current limitation of Faraday imaging
and possible remedies. The Faraday signal comes from the
interference between scattered light and probe light. Thus, the
background level of the Faraday signal is sensitive to the tem-
poral fluctuation and the spatial inhomogeneity of the probe
beam intensity and polarization, resulting in a relatively poor
signal-to-noise ratio (SNR). This problem can, in principle,
be solved by careful stabilization of the probe beam in terms
of intensity, polarization, and spatial profile. Note that the
extinction ratio of the polarization analyzer is not crucial in
the Faraday-imaging method proposed herein with a PBS angle
6 = £ /4. In the present paper, the SNR is further limited by
the finite spatial resolution. Therefore, we use a high-intensity
probe light to obtain a better SNR. This causes absorption and
spontaneous emission, which heats the atoms. To maintain the
atoms in the same lattice sites, we irradiate the sample with
cooling light during imaging. In contrast, if we consider the
ideal conditions where Ay = 1 and intensity and polarization
fluctuations are absent, only shot noise remains. However,
we still estimate an SNR ~ 1 for a small number of the
spontaneous photon scattering events during the measurement,
consistent with the previous arguments in different situations
[40,41]. An SNR ~ 1 would limit the applicability of the
method, especially for imaging a dense cloud.

To increase the SNR, we must tolerate a larger number
of photon scattering events and the resulting heating effect.
However, we estimate that this heating effect, although present,
may be kept small enough so that atoms do not escape the
lattice. This approach relaxes the cooling requirement and
the optical lattice depth during imaging, as mentioned above.
As experimentally realistic parameters, we use a detuning
26p/I" = 30 and Ny = 1200 detected photons from the probe
beam, for which shot-noise-limited performance is expected
with the current level of polarization stability. Although
technically challenging, it is also possible to increase the SNR
by using the polarization-squeezed state [42,43], as has been
recently demonstrated in high-sensitivity spectroscopy of a
thermal gas [44]. In the present paper, the detuning 265 /1" is
limited by the amplitude of the applied magnetic field. The
use of the 1So—3P1 transition, which has much smaller I", is an
interesting possibility for a future demonstration of Faraday
imaging at the large detuning 265 /1.

In addition to Faraday imaging with the PBS angle 6 =
/4, we demonstrate a different type of Faraday imaging,
namely, dark-field Faraday imaging (DFFI) [45], for which
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FIG. 4. Site-resolved DFFI and absorption imaging. (a) DFFI (8 = 7/2). Probe beam detuning is 265/I" ~ 3.9 and the intensity is
1.7x 1072 times the saturation intensity, which corresponds to a saturation parameter of 1.1x 1073, (b) Measured PSF averaged over about
30 individual atoms and azimuthal average of DFFI. The green solid line is a fit to Eq. (4). (c) Absorption imaging (6 = 0). The detuning of
the probe beam is 285 /I" ~ 0.76 and the intensity is 4.7 x 107> times the saturation intensity, which corresponds to a saturation parameter of
2.9%x1073. (e) Measured PSF averaged over about 60 individual atoms and azimuthal average of absorption image. The yellow solid line is a
fit to — In [Lgetect ()], Where Lgeret (1) is given by Eq. (2). The duration of each measurement is 400 ms.

6 = /2 in the setup of Fig. 1(a). In this case, PBS reflects
100% of the probe light and only the scattered light is
transmitted by PBS and detected by the CCD camera. This
configuration for DFFI allows us to obtain a background-free
signal similar to a fluorescence signal. Again, we prepare a
sparse cloud of atoms in the same way as for the Faraday
imaging shown in Fig. 1(b). Figure 4(a) shows the DFFI signal
of a site-resolved image of single atoms. Here, the detuning is
26p/I" ~ 3.9, which is the same as thatin Fig. 1(b) for Faraday
imaging. Although this DFFI signal appears quite similar to
that of fluorescence imaging, it originates from a dispersive
interaction, just like the Faraday signal. Figure 4(b) shows the
measured PSF, which is obtained by averaging over about 30
individual atoms. The measured PSF is well fit by

)2
and the green solid line in Fig. 4(b) shows the fit with Eq. (4).
Note that, in the limit of large detuning, the DFFI signal has
a detuning dependence of o 1/ 5123 and is not a nondestructive
measurement. The experimental results show the saturation of
the ratio of the DFFI signal to the photon scattering rate [,
at larger detuning, consistent with theory and indicating that
DFFI has no merit for realizing single-atom detection with
reduced spontaneous photon scattering.

In addition, we demonstrate absorption imaging by using
the PBS angle 8 =0, which is the standard setup for an
ensemble measurement. In this case, similar to Faraday
imaging, the probe light interferes destructively (and also
constructively) with the scattered light. Figure 4(c) shows the
absorption image, which clearly constitutes a site-resolved
image of single atoms. Here, the detuning is 26g/I" ~ 0.76,
which is within the linewidth of the probe transition.
Figure 4(d) shows the measured PSF, which is obtained
by averaging over about 60 individual atoms and which
reveals the interference features similar to the case of Faraday
imaging. Again, we find that our measured PSF is well
fit by — In [Zgetect(r)], as shown by the yellow solid line in
Fig. 4(d), and the peak optical density of PSF reaches 0.20(2),

285/
1+ (285/T)?

2Ji(r/o)
r/o

Ipprr(r) o ( €]

which corresponds to a maximum extinction of 18(1)% by a
single atom. This value is much greater than that obtained in
previous single-atom or -ion experiments [46,47].

III. CONCLUSION

In conclusion, we use the Faraday effect to demonstrate
site-resolved imaging of single atoms. The observed Fara-
day rotation angle reaches 3.0(2)° for a single atom. We
demonstrate the nondestructive nature of this Faraday-imaging
method by investigating the detuning dependence of the signal.
In addition, we demonstrate absorption imaging and DFFI by
QGM and reveal the different shapes of PSFs for these imaging
methods, which are fully explained by theory. These results
constitute an important step toward a QND measurement with
single-site resolution. Furthermore, they should open way for
quantum feedback control of individual atoms in quantum
many-body systems, which should have significant impact on
quantum information processing and the physics of quantum
many-body systems.
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APPENDIX A: LOW-LYING ENERGY LEVELS
OF THE YTTERBIUM ATOM

Figure 5 shows the low-lying energy levels associated
with probing. We apply a magnetic field B to induce the
Faraday effect; B is almost parallel to the z axis, which
is the propagation direction of a probe beam, as shown in
Fig. 1(a). A linearly polarized probe beam is near resonant with
the 'So-'P,(m; = #£1) transition (transition wavelength A =
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FIG. 5. Low-lying energy levels of the "Yb atom relevant for
probing. The frequency of the probe beam is set at the center of
1So-'Pi(m; = 1) and 'Sp-'P;(m; = —1) transitions.

399 nm and natural linewidth I" = 27 x29 MHz). Unless oth-
erwise noted, the measurements in this paper were performed
with the frequency of the probe beam at the center of the
1So-'Py(m; = £1) transitions. Thus, the detuning of the probe
beam with respect to the 150-1P, (my = =£1) transition is Fép.
Here, 85 = g, uup|B|/f is the Zeeman shift in the 'Py(m, =
+1) state due to the magnetic field B, g, is the Lande g factor
of the 'P; state, and 1 5 is the Bohr magneton (Fig. 5). Because
the applied magnetic field is almost parallel to the z axis, we
have negligible excitation in the 1S0-'P(m; = 0) transition.

APPENDIX B: OPTICAL SPECTRA OF FARADAY
IMAGING, DFFI, AND ABSORPTION IMAGING

Figure 6 shows the optical spectra for (a) Faraday imaging,
(b) DFFI, and (c) absorption imaging, where the total count
in each panel is plotted as a function of the detuning of probe
beam &y. Here, a magnetic field of 40 G is applied for Faraday
imaging and DFFI, and one of 8 G is applied for absorption
imaging. The resonance positions are indicated by arrows in
the figure.

The Faraday imaging shows a dispersive frequency depen-
dence around 'Sy-'P;(m ; = £1) resonances 280/ " ~ £3.9),
which can be fit with

. . 2
E E(80)] -
An(50) = [ probej‘ SC(AO)] €y ’ (B1)
Eprobe €9

where . 5

> e, é_
Ew(8 - B
el 0)0(<1+i2(80—53)/F * 1+i2(50+53)/F) .

In Fig. 6(a), the red (blue) curve shows the fit with 8 =
/40 = —m/4).
The DFFI signal can be described by
Aprra(80) o | Eqe(80) - &x /ol
1 1
146280 — 8p)/I"  14+i2(80+ 6p)/I"
(B3)
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FIG. 6. Optical spectra of (a) Faraday imaging (0 = +m/4),
(b) DFFI (6 = 7/2), and (c) absorption imaging (6 = 0). A magnetic
field of 40 G is applied for Faraday imaging and DFFI, and one of
8 G is applied for absorption imaging. The resonance positions are
indicated by arrows in each panel. (a) The red (blue) curve shows
the spectrum with a PBS angle 6 = 7 /4 (—n/4). (b) The solid line
shows the fit with Eq. (B3). The signal strength in each spectrum is
proportional to the total counts for the given image.

The solid line in Fig. 6(b) shows the fit to Eq. (B3).
The absorption image shows a resonance that can be fit to
— In[Ap(§)] with 6 = 0, as shown in Fig. 6(c).
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FIG. 7. Azimuthal average of Faraday rotation angle evaluated
using Eq. (C1). The detuning of the probe light is 265/I" ~ 3.9
with the saturation parameter s399 = 0.84x 1073, The peak Faraday
rotation angle is 3.0(2)°.
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FIG. 8. Effect of probe light for Faraday QGM. (a) Timing for acquiring two consecutive images while varying the probe intensity. The
exposure time and interval time are 400 ms. (b) Measured fidelity normalized by the fidelity with no probe light as a function of probe intensity.
Below the intensity I;, = 2x 1072, the normalized fidelity is almost unity. Note that I; is the saturation intensity of the probe beam.

APPENDIX C: FARADAY ROTATION ANGLE
OF A SINGLE ATOM

The intensity Igeect(r) given in Eq. (2) may also be
described as Igetect(r) = [cos(6 + ¢(r))/ cos 07> by introduc-
ing a position-dependent Faraday rotation angle ¢(r) de-
fined as Eprobe(r) + Eo(r) = Eg(e™®0é, + e=93_)/ /2.
Therefore, ¢(r) can be calculated by using

¢(r) = cos™ {[Igerecr(r) cos* 01"/} — 6.

From the data shown in Fig. 1(c) and by using Eq. (C1) with
6 = /4, we evaluate the spatial distribution of the Faraday
rotation angle of a single atom and its azimuthal average. The
result appears in Fig. 7.

(ChH

APPENDIX D: EFFECT OF A PROBE BEAM FOR
FARADAY QUANTUM GAS MICROSCOPY

Usually, image fidelity can be evaluated by taking two
successive images of the same atoms and comparing the
atom distributions. The fidelity deduced from such a method
includes the fidelity of the deconvolution procedure, which
makes a large contribution to the current Faraday-imaging
technique, especially at low probe intensities. Here, to extract

only the effect of the probe light for Faraday imaging, we
apply a probe pulse with the same detuning as the Faraday
imaging and vary the intensity during the 400-ms interval
between the two images. The timing involved in acquiring two
consecutive images and applying the probe beam is shown
schematically in Fig. 8(a). The two consecutive images to
determine the atom distributions are acquired with the PBS
angle set to /2 (DFFI) to obtain a background-free image
similar to that of fluorescence images. Note that the cooling
light is also applied to suppress the residual heating effect,
as done for Faraday imaging. Figure 8(b) shows the fidelity
normalized by the image with no probe light during two
image cycles. Almost no change appears in the pinned, loss,
and hopping fractions when the probe intensity is less than
2x1072 times the saturation intensity. Note that most of the
measurements in this paper were performed in this regime.
Above this intensity, the loss and hopping fractions increase
almostlinearly. This behavior is reasonable when considered in
terms of the saturation parameter. The observed critical value
corresponds to a saturation parameter of s399 ~ 1073, which
is consistent with that observed in the previous experiment,
where the heating effect of the probe beam was balanced by
cooling.
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