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The regime of strong light-matter coupling is typically associated with weak excitation. With current
realizations of cavity-QED systems, strong coupling may persevere even at elevated excitation levels sufficient
to cross the threshold to lasing. In the presence of stimulated emission, the vacuum-Rabi doublet in the emission
spectrum is modified and the established criterion for strong coupling no longer applies. We provide a generalized
criterion for strong coupling and the corresponding emission spectrum, which includes the influence of higher
Jaynes-Cummings states. The applicability is demonstrated in a theory-experiment comparison of a few-emitter
quantum-dot-micropillar laser as a particular realization of the driven dissipative Jaynes-Cummings model.
Furthermore, we address the question if and for which parameters true single-emitter lasing can be achieved and
provide evidence for the coexistence of strong coupling and lasing in our system in the presence of background

emitter contributions.
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I. INTRODUCTION

Strong coupling (SC) and lasing are usually observed in
disjunct operational regimes: SC in the quantum regime for
weak excitation of a single emitter [1], and lasing using strong
excitation of many emitters, such as an ensemble of atoms, or
a semiconductor gain material, in the weak-coupling regime
[2]. The regime where both effects intermingle is widely
unexplored, but has stirred interest since it was first reported
in a semiconductor nanolaser [3]. SC is generally identified by
the occurrence of two well-separated peaks in the emission
spectrum, as defined by analytic expressions known from
textbooks (e.g., Ref. [4]), in which the spectrum is written
as modulus square of the difference between two poles,
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For a discrete emitter, this is the so-called vacuum-Rabi
doublet—the spectral representation of vacuum-Rabi oscil-
lations that arises from the coherent energy exchange between
light and matter [1,4]. In the presence of dephasing, which
originates from cavity losses, spontaneous emission, and
carrier relaxation processes following excitation, it is known
that strong coupling persists as long as 4g > |I" — x|, where
g is the light-matter coupling strength, « is the cavity loss
rate, and I" gives the total exciton dephasing, before the Rabi
doublet merges into a single line marking the transition to
weak coupling [4].

In this paper, we show that this well-established criterion
and the emission spectrum (1) with poles defined as in
Refs. [4,5] fail to describe the system close to the lasing
threshold due to the onset of stimulated emission. At stronger
excitation, contributions from higher excited states begin
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to matter and their influence also affects the vacuum-Rabi
doublet. This effect is in addition to previous analytic con-
siderations of emission spectra in driven dissipative systems
[6-9]. By extending the Hilbert space beyond commonly
used approximations, we provide a correction term to the
strong-coupling criterion that shifts the strong-to-weak cou-
pling transition to significantly lower excitation powers, in
agreement with a full nonperturbative solution of the driven
dissipative Jaynes-Cummings model.

Our work relates to the quantum regime of SC, which
is between discrete states of the quantized light field and
an electronic transition [1], such as realized in atoms [10],
superconducting circuits [11,12], and semiconductor quantum
dots (QDs) [5,13] coupled to micro- or nanocavities. Their
small mode volume facilitates single-mode lasing with only
a few discrete emitters, allowing one to push the concept of
lasing into the domain of quantum optics. In particular, we
study the ultimate limit of a single-QD laser [14] that has
been pursued [15—17] in analogy to the single-atom laser [18].
In these systems, important questions remain, such as to the
influence of nonresonant background emitters [19-22]. By
combining spectroscopy and autocorrelation measurements
with density matrix calculations, in our joint experimental
and theoretical work we address the following questions: Can
a single quantum emitter provide sufficient gain to achieve
lasing? Which signatures can be used to uniquely identify the
transition from strong to weak coupling? Can SC and lasing
coexist? Answering these questions will strongly advance our
knowledge at the quantum level of light-matter interaction
with an important interdisciplinary impact in quantum optics,
nanophotonics, and the development of ultimate nanolasers.

This paper is structured as follows: In the next section I, we
derive the analytic spectrum for different approximations and
define strong-coupling conditions. In Sec. III, the conditions
for single-QD lasing and strong coupling are discussed. Sec-
tion IV presents the experimental setup and the measurements
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and compares the theoretical findings to the experimental
results. Section V concludes this work.

II. SC CONDITION AND EMISSION SPECTRUM

The underlying quantum mechanical problem is defined
by the model of a two-level emitter coupled to a cavity
photon mode through the Jaynes-Cummings (JC) interaction
as described by the Hamiltonian (in 7 = 1 units)

H = Hy + Hic = w, cfe+ wo bib + g (bTvTC + bch). 2)

The operators b and b' refer to cavity-mode photons and we use
QD notations for the two-level emitter: ¢,ct are the fermionic
annihilation and creation operators for carriers occupying the
upper (conduction-band) level and v, vl for the lower (valence-
band) one, whose energy is taken as zero.

To describe a driven, dissipative laser system, the Hamil-
tonian dynamics is augmented by dissipative processes and
pumping via various Lindblad terms acting on the density
operator p as Lx[p] = %I‘X{ZX/OXT —X'Xp—pXtx),
with 'y the corresponding rate. The time evolution of the
density operator is given by the von Neumann-Lindblad (vINL)
equation

d .
o P = —l[H,,O]Jr;Ex[p], 3)

and the incoherent processes considered in the summation
above are (i) cavity losses, defined by X = b with rate I'y
denoted as «, (ii) exciton decay with X = vfc and rate I'y;, =
y, (iii) pumping, represented by an up-scattering process
with X = c¢'v, T'.i, = P, and (iv) pure dephasing leading to
homogeneous line broadening, defined by X = cfc with the
rate ' i, = .

An analytic expression for the emission spectrum, such as
Eq. (1), and the criterion for SC can only be obtained by using
approximations that limit the Hilbert space to a low-excitation
subspace. We compare the following two approximations:
(i) the three-state approximation (3SA), which reproduces the
well-known expression (1) with poles differing from Ref. [4]
by taking into account pure and excitation-induced dephasing
[7,9]. This approximation considers only states not exceeding
a total excitation of Nex = ¢fc + bTh = 1. Explicitly, these are
the ground state |v,0) and the states with one excitation |c,0)
and |v,1). (i1) The four-state approximation (4SA) is derived
by including the additional state |c,1) with N = 2 in the
derivation, providing corrections that improve the description
of systems driven close to the laser threshold.

The cavity emission spectrum is calculated using the
first-order autocorrelation function of the photon opera-
tors, g5 (t) = lim, o (bT(t") b(t + ")), using the quantum-
regression theorem. The emission spectrum is then given
by the Fourier transform Sj(w)=2Re [;~ gl(,l) t)e''dt =
2Re g,(,l)(w). The peaks of Sp(w) are located at the poles of

gél)(w). As for the conventional 3SA, the existence of poles
at different energies is used in the following to identify SC.
The calculations given in the Appendix lead to the closed
expression for g(w) and thereby the emission spectrum
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(v measured from the cavity frequency),

[—Dx(w) + ¢] D'(w) — 2 g* D(w)K
D(w)D'(w) + 2 g*P D)(w)

g (@) = NG
where  D(w) = Di(w) D2(w) + g7 = (iw — )i — g) +
g%, D'(w) = Dj(w) Dj(w) + g* with Dj(w) =iw— (P +
y 4 «/2), and Dj() = i/ — (P/2 +«), and &’ = w — A.
P=P+ Y + yn collects all the rates contributing to the
exciton dephasing and I' = P + « includes the cavity losses.
Here, A = w. — wy is the detuning. The quantities ¢ and K
are defined as

K A P
p==—(1-2i=) and K= ———. )
2 r P+y+«

The second D)(w)-dependent term both in the numerator
and denominator of Eq. (4) makes the difference between
the three- and four-state approximation. Discarding them, the
3SA result is obtained, with its second-degree denominator
determining the 3SA spectral poles. For convenience, we
provide an analytic, second-degree expression whose roots
approximate the 4SA spectral poles. It is obtained by adding
a correction term C to the 3SA denominator (derivation in the
Appendix),

x(@) = (iw _ %) <iw - g) +g—C, (6)

. _ 282 P(P/2+k—T/4)
with C = Frrie/ TP i THiE The 4SA spectrum has

again the structure of Eq. (1), but with the poles in corrected
positions at the roots of Eq. (6).

III. CONDITION FOR SINGLE-QD LASING AND SC

Ithas been widely discussed that a determination of the laser
transition in high-g lasers is difficult from the input-output
curve alone [23], and the photon autocorrelation function
2@(0) is generally used to identify thermal, coherent, or
single-photon emission in terms of g(0) = 2,1 and <0.5,
respectively. In Fig. 1(a), we show the input-output curve
and g®(0) (black curves) for a single-QD microcavity system
with g/k ~ 0.5, which corresponds to our experiment and is a
value also realized in other studies on QD-microcavity systems
[3,24,25]. As can be seen, the emission saturates before lasing
is reached due to the limited gain that the single emitter can
provide. To attain g*(0) ~ 1 and (ny) = 1 requires at least
g/k > 2 for the single emitter (green curves). While such high
values may be realized via further technological improvements
in terms of ultrahigh-cavity Q factors and significantly larger
light-matter coupling constants [26], this agrees with previous
predictions that with dielectric cavity designs, a single QD
contributes significantly to lasing but additional background
gain is required to reach and overcome the laser threshold
[16,27].

The cavity emission spectra corresponding to the black
curves in Fig. 1(a) are shown in Fig. 1(b) and reveal a transition
from a doublet to a single-peak structure. The merging of the
peaks in the full numerical solution of Eq. (3) (shaded) is well
reproduced by the 4SA given by Eq. (4) (dashed lines), while
the 3SA (solid lines) fails to correctly predict this behavior
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FIG. 1. (a) Input-output curve and (b) calculated cavity emission
spectra for a single-QD microlaser with the parameters of the
experiment (black: A =0, x =0.136, g =0.076,y =0, y, =0 in
ps~!) for the pump rates indicated by the vertical lines in (a) and
(c). The approximate analytical three-state approximation (3SA)
(solid line) and 4SA (dashed line) results discussed in the text
are compared to the numerical spectra (shaded area) obtained by
solving Eq. (3). All shown spectra are normalized to the unity area.
(c) Real parts of the main roots of gl(,l) (w) indicating the transition
from strong to weak coupling. SC persists for all in (b) shown
spectra according to the 4SA condition. In (a), additional results for
a single-QD laser that overcomes the threshold are shown in green
(k =0.05,g=0.1,y =0,y, =0inps™").

within the investigated excitation range. From Eq. (4), we can
directly determine the transition from strong to weak coupling.
The real part of the poles of gél)(a)) is shown in Fig. 1(c).
The 4SA (dashed curve) predicts the transition to take place
at a pump rate that is nearly one order of magnitude lower
compared to the conventional 3SA criterion 4g > |P — k|,
with P the total exciton dephasing in our case (solid curve).

More insight is obtained from a parameter-space map
that shows the three criteria discussed above in terms of
the key system parameter g/« that determines the existence
and perseverance of strong light-matter coupling, and exci-
tation strength P that enters into I' as excitation-induced
dephasing.

The line that separates the strong- and weak-coupling
regime as defined by the merging of the two main spectral poles
of Eq. (4) is represented in Fig. 2 by a dotted line. The red line
marking the pump rate at which (n) = 1 and the g®(0) values
are superimposed as a color map. As a criterion for lasing,
here we use a 3% margin around g®(0) = 1 as indicated by
the contour line. Four regimes can be distinguished in which
either SC lasing, neither, or both is realized. Lasing with only
a single QD is possible for g/k = 2.5. At these large coupling
strengths, lasing generally takes place in the presence of SC,
and lasing in the weak-coupling regime is only realized if the
excitation power is increased further than the threshold value.
For g/k < 2.5, SC of a single emitter and lasing can coexist
if the missing gain is provided by additional background
emitters, as we now discuss in the context of experimental
results.
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FIG. 2. Parameter-space diagram relating the conditions for SC
(dotted line) and lasing (red: (np,) =1, £@(0) as color map) to the
dimensionless light-matter coupling and excitation strength.

IV. THEORY-EXPERIMENT COMPARISON

A. Sample fabrication and experimental setup

We complement our results by spectroscopical investiga-
tions of a @ = 15000 micropillar cavity with a single layer of
self-assembled InGaAs QDs in the center of a GaAs A cavity
[inset of Fig. 3(a)]. We have chosen laterally extended QDs
with an indium content of about 40% and an area density
of 10" c¢cm™2 to foster pronounced cavity-QED effects in
the single-QD regime. The QD microlaser was studied at
cryogenic temperatures using microphotoluminescence (PL)
spectroscopy. We refer to the Appendix for details on the fab-
rication and on the experimental setup. Temperature tuning of
the QD micropillar at low excitation energies reveals a clear an-
ticrossing of a single-QD exciton (X) and the fundamental cav-
ity mode (C) with a vacuum-Rabi splitting of about 60 ueV at
the resonance temperature of 24.6 K (see Appendix for details).
See Ref. [28] for state-of-the-art processing on micropillars.

B. Excitation-power dependence of the
QD-micropillar emission

The excitation-power-dependent evolution of the emis-
sion spectra in Fig. 3(a) demonstrates the disappearance
of the vacuum-Rabi doublet into a single-emission peak
with increasing excitation power, suggesting a transition into
the weak-coupling regime. In addition to the Rabi doublet,
emission from three nonresonant QDs can be seen at negative
detuning (at around —0.5 meV). It is commonly agreed that the
dephasing associated with the scattering grows with increasing
carrier density [29] and is the origin of the line broadening that
ultimately causes the transition to weak coupling [4,30,31]. By
fitting the experimental emission spectra using Eq. (4) for a
fixed set of parameters, taking only into account the respective
excitation power, we can directly evaluate the SC criterion
given by Eq. (6). The real part of the roots of x(w) is shown
as the inset of Fig. 3(c) and reveals that the transition to weak
coupling takes place at about 2 uW.

In the following, we identify the lasing characteristics of our
device by a combined experimental and theoretical analysis
of the emission intensity, autocorrelation function, and
coherence time as a function of pumping. In Figs. 3(b)-3(d),
experimental data are shown. From the autocorrelation
measurements, we identify the regime where the single-QD
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FIG. 3. (a) Excitation-power series of uPL spectra recorded at
resonance. Scanning electron micrograph of a micropillar with a
diameter of 2 um shown as inset. (b)—(g) Laser characteristics
obtained from experiment (left) and theory (right). From top to
bottom, input-output curve, coherence time, and second-order photon
correlation function are shown, respectively, in their combination
providing evidence that the microlaser crosses the transition to
lasing. Experimental coherence times have been obtained by using
Eq. (4) to model the measured spectra, followed by Fourier transform
and integration, T = [ d7|g"(7)|?. Inset: Position of the roots of
Eq. (6) calculated for the corresponding fit parameters.

gain contribution clearly dominates the emission, indicated
by gP(t =0) < 0.5(P < 1 uW). On the other hand, at high
excitation powers, a continuous increase of the output intensity
is observed in Fig. 3(b), which is a signature of background
contributions instead of that of a single, saturable emitter.
We explain this transition by additional emitters present in
the cavity. At low excitation, their excitonic transitions are
detuned from the cavity mode. At intermediate excitation
levels around 1 W, multiexciton transitions become realized
and spectrally overlap with the cavity mode [22], providing
cavity feeding that first leads to not yet fully coherent emission
with photon bunching [g®(0) > 1] before the threshold is
crossed and emission becomes fully coherent [g(0) ~ 1].
An observed increase in coherence time [Fig. 3(c)] is also
indicative for the onset of lasing [23]. The coherence time
is obtained by using Eq. (4) to fit the emission spectra for
a single set of parameters (only P is variable) followed by
Fourier transformation. This parameter set is then used in the
theoretical calculation. More details are given in the Appendix.
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The above discussion on the interplay of single-QD and
background contributions is the foundation for our theoretical
modeling of the few-emitter nanolaser. Most published works
including Ref. [3] use a phenomenological photon-generation
term by means of inverse cavity losses to account for back-
ground effects, which has the difficulty that photons are purely
thermal [27,32]. Instead, we treat background emitters on a mi-
croscopic footing by solving Eq. (3) directly for a few-emitter
system and input parameters taken from the experiment. Due
to the complexity of the calculation, we treat the single-QD
and background-dominated excitation regimes separately: In
the low-excitation regime (P < 0.01/ps), Eq. (3) is solved
for a single emitter, whereas a single QD plus up to seven
transitions of background emitters are explicitly included at
higher excitation (P > 0.02/ps), when higher multiexciton
states acting as gain centers become realized with sufficient
likelihood. The transition depends on the exact mechanism of
the nonresonant coupling, for which we use a fit as it is not
a focus of this work. By including all contributing emitters in
Eq. (3), we are able to correctly account for the properties of
the gain material and, thereby, obtain realistic linewidth and
¢® values in the presence of background effects. Details of
the modeling are given in the Appendix.

Theoretical results are shown in Figs. 3(e)-3(g). The
calculated input-output curve first shows a linear increase,
which arises from the exciton transition of the single QD
(contribution marked in green). When the exciton of the single
QD saturates, multiexciton states of the background emitters
begin to add to the photon emission into the mode (their
contribution is marked in red). The kink in the input-output
curve is, therefore, not related to the B factor (for the strongly
coupled QD, we assume 8 = 1), but arises from the transition
from single-QD to background-dominated emission. Lasing
with g?(0) ~ 1 and a mean photon number (npn) > 1 is
achieved at P & 0.03/ps. In agreement with the data obtained
from experiment, the coherence time reveals a slight increase
at the onset of lasing. For a laser with gain provided by a
QD ensemble, coherence times of about 1 ns are characteristic
[33]. The much shorter coherence times observed here nicely
reflect the small amount of stimulated emission provided by
the combined single-emitter gain and few-emitter background
gain, and the sizable impact of spontaneous emission on the
above-threshold emission characteristics. We point out that the
very good qualitative agreement between microscopic theory
and experiment is obtained by extracting the crucial system
parameters on the basis of Eq. (4) and consistently using
these in the microscopic model. Finally, we note that the laser
threshold is crossed before the poles merge (indicated by the
vertical lines in panels (b)—(g) of Fig. 3), suggesting that SC
is maintained in the presence of lasing in our device.

V. CONCLUSION

In conclusion, our analytical model for the strong-coupling
spectrum allows for a realistic evaluation and characterization
of experiments close to or at the laser threshold. In this regime,
it strongly deviates from textbook equations that fail due to
the onset of stimulated emission. While for a single emitter
lasing in the presence of SC requires g/« ratios exceeding 2,
for QD-microcavity systems, SC can prevail also if lasing is
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driven by cavity feeding of background emitters, as we have
demonstrated for a QD-micropillar laser. At the same time, our
results may initiate studies in systems that allow for a larger
light-matter coupling, such as in superconducting-circuit
QED [11].
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APPENDIX
1. Derivation of the expression for the analytic spectrum

In a rotating-frame picture defined by Hy = wy(cte + bib)
and explicitly writing the Lindblad contribution of the incoher-
ent processes defined before, the equation of motion (EOM)
for the expectation value of an arbitrary operator A reads

% (Ay = —i([A, Acle+ g (bvic+ belv)])
+ g ([6T,A1b + B[ A, b))
+ 2 (lefv, Avle + clufa, vie))
+ g (v'e,Alctv +vic[A, cfo))
% ([cte, Alcte + clefA, cfel). (A1)

Note that the last term can be written in several equivalent
ways, for instance with all the ¢ operators replaced by v
operators, or as y,,/4(0,A o, — A); see, e.g., [34].

The cavity emission spectrum is calculated using the first-
order autocorrelation function of the photon operators,

g (1) = lim (b1 b(t + 1), (A2)

The long-time limit implies that the expectation values are
calculated using the steady-state (SS) density operator pss,
and the correlation function is formally the expectation value
of b(t) using an auxiliary “density operator” pp,

g(0) = (b)), = Tr{py b)), pp = pys b

The emission spectrum is then given by the expression

(A3)

o0
Spy(w) = 2Re / et dr = 2Re g (w).  (A4)
0

The EOM for the evolution of the correlation function (b(?)),,
is obtained from the same Eq. (A1), as for any operator expec-
tation value (quantum regression theorem) [35], irrespective of
the density operator involved in the averages. It is by the initial
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conditions alone that the solution depends on the particular
density operator considered. In the present case, the initial
conditions are expressed as expectation values on the steady-
state density operator, (A(0)), = Tr{pb'A} = (bTA),,.

Low-excitation approximations

The EOM for the quantity of interest, (b(¢)),, generates a
hierarchy of equations for higher operator averages [36,37]. As
mentioned above, the form of these equations is independent
of the density operator, and therefore we drop in the following
the subindex b. Also, for simplicity, the time argument is left
out. One obtains, successively,

%<b> = —ig(vlc) = S (b, (ASa)
%(UTC) = —(; + iA)(vTc) + ig(b(cTc — i),
(A5b)
%(b cfe)y = —igbbclv)y +igbibvie)
- (y n g)w dey+ Py, (AS)

13—}—2/(

%(bfb vie) = —( +iA><b*b vie)

+ig(b'bb(cic —viv)) +ig(bcle), (A5d)

where by P we denoted P + ¥ + v». One can eliminate
averages containing the vfv operator in favor of cfc using
viv=1—cfe.

The chain of EOM is infinite, involving growing products
of operators. In order to obtain a finite, closed set of equations,
some approximations are needed. If the system is not strongly
pumped, it is natural to limit the Hilbert space of the problem
to the low-excited states. This can be done in several ways, as
seen in what follows.

(a) The three-state approximation (3SA). The ground state
of the system consisting of the emitter plus cavity mode, as
described by Hj of Eq. (2), is the state |v,0) with the emitter
in its lower state and no photon in the cavity. No excitation
is present in the system. The states with one excitation are
|c,0) and |v,1), and the vacuum-Rabi oscillation is the energy
exchange between these two. Limiting the Hilbert space to
these three states, i.e., to the states with no more than one
excitation, is the approximation considered here (3SA).

In this case, it is easy to see that (b chc) can be discarded,
as it requires more than one excitation. Thus, in Eq. (A5b),
one has (b (cfc — viv)) = —(b), and Egs. (A5a) and (A5b)
become a closed set of two equations for (b), and (vie). The
two-dimensional evolution problem has the form

(b)
—ig(vie)[’

and the Fourier transform of the time evolution, required by
Eq. (A4), amounts to a matrix inversion problem,

/ |W(1)) e dt = / e 1My (0))dt
0 0

d
W) = MIW), |¥) = (A6)

—(iw+ M) W(©0)). (A7)
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In our case, the matrix to be inverted is

iw—k/2 1 Dy (w) 1
2 SN D - 2 ’
—g i —PJ2 -8 Dy (w)
(A8)
where ' = w — A and P = P+y+y.
The inverse is given by
1 Dy (w) —1
(ia) + M)71 = d—M >
etiw + M) gz Di(w)
(A9)

where the determinant of iw + M is

D(w) = Dy(0) Da() + g2 = (ia) - g) (ia/ - g) + g%

(A10)

The matrix of Eq. (A9) should be applied to the vector of initial
conditions and the result projected on the first component,
corresponding to (b),

(b'b)

M - _ ; -1
V@)= ~(1.01Gw+ M) iy

> . (A11)
SS
The last step is the calculation of the steady-state expectation

values defining the initial conditions. To this end, one has to
examine the chain of EOM associated with the photon number,

9 (b'b) = 2Re{—ig(blvlc)} — « (b'h),

o (Al2a)
%wc) = —2Re{—ig(blvie)} —y (cfe) + P (viv),
(A12b)
%(bTvTc) =—T/2+iA)bvic)
+igb'b(cte —viv)) +iglcle), (A12¢)

where' = P+ =P + ¥ + vi + « sums up all the dephas-
ing processes. Here again the chain is broken by limiting the
Hilbert space to the subspace with no more than one excitation.
Indeed, in this case, (b'hcfc) = 0 and therefore (bThviv) =
(b'h), and one is left with only three unknowns: the photon
number N = (b'b), the exciton population n = (cfc), and the
photon-assisted polarization ¢ = —ig(b'vic). Moreover, in
the steady state, the time derivatives are zero and one is left
with a system of three algebraic equations for these unknowns.
One obtains, for the steady-state values,

_ 28
Y= T12ia

With R having the familiar expression for the spontaneous

emission rate R = 4g°TI"/(I'? 4+ 4A?), eventually one finds

N RP
T RPHy+i)+k(P+y)

2g? A
o=—2 En_E(1-2i2)N.
T+2iAR 2 T

(n — N). (A13)

(Al4)
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Collecting all these results, one obtains

—Dy@)N +¢ T'/2—io —iAk/T
D(w) n D(w)

gV =
(A15)

The factor N is frequency independent and thus is not
influencing the shape of the spectrum. Its presence is related
to our choice of the normalization of the correlation function
2(w). Therefore, one can simplify both Eq. (A15) and
the definition of ¢ in Eq. (A14) by setting N = 1 without
influencing the spectral line shape.

The important feature here is the position of the poles
of gW(w), i.e., the zeros of D(w). These are easily found
analytically as the roots of a second-degree polynomial. The
peaks of S(w), measured from the cavity frequency wj, are
located at the real parts of these roots.

As an example, we consider the resonant case A = 0, in
which the roots w; » of D(w) are given by

~ 2
r | P—« r
=i g2 —i— 44
V2=l Ty <4> 'y T8

Obviously, the existence of two distinct peaks at w = g’ is
conditioned by g’ being real or

(Al6)

4g>|P —«l. (A17)

According to Eq. (A4), the spectrum is given, up to a

normalization factor, by

(T'/2 —iw)D*(w) + (I'/2 + iw)D(w)
D(w)D*(w) '

S(w) = (A18)

With D(w) = —w? —iwl/2+ g% + F/c/4, it is immediate
that the numerator of Eq. (A18) does not depend on w and
therefore the shape of the spectrum is given by

2

1 1P

- (A19)
w — w1 w — Wy

S(w) ~ ‘

D(w) ‘
This expression for the spectral shape is similar to the one
derived in Refs. [4,38], which is also obtained using only the
three lowest-excited states. Our result is slightly more general,
as it includes the presence of pumping.

(b) The four-state approximation (4SA). Instead of limiting
the Hilbert space to states with up fo one excitation, one can
consider the subspace with up to one photon, which means
taking into account a fourth state, namely, |c,1). This improves
the approximation without including a higher rung of the
JC ladder, so that it still deals only with the vacuum-Rabi
oscillations.

Now the expectation value (bcfc) is not discarded from
the picture and additional EOM have to be considered. It
is the terms containing b b in Egs. (A5c) and (A5d) which
vanish since they require two photons to be annihilated. As a
consequence, the whole set of Eqs. (AS) is now a closed system
for four unknowns. We choose them as (b), — ig(vfe), (bcfe),
and —ig(b'hvfc) and denote the four-dimensional vector
having these components by |W). Its time evolution is
generated by a four-dimensional matrix M. As before, we

023806-6



STRONG LIGHT-MATTER COUPLING IN THE PRESENCE ...

need the inverse of a matrix, which now has the form

D) 1 0 0
2 2
. _ | —¢ Dy(w) 2% 0
lo+M=1| p 0 D -1 |
0o 0 g D

(A20)

with Dj(w) = iw — (P +y +k/2), Dj(®) = ie/ — (P/2 +
k), and Di(w), D>(w) as previously defined. Considering the
matrix as split into 2 x 2 blocks; the upper-left one is the
same as discussed above in 3SA. The lower-right block
is quite similar, with the determinant given by D'(w) =
D|(w)D(w) + g>. The simple, block-diagonal picture is
perturbed by the presence of the off-diagonal blocks. The
latter are sparse, so that the total determinant can be easily
calculated:

det(iw + M) = D(w)D'(w) + 2 g* P D(w). (A21)

The expression of g(V(w) is a four-dimensional analog of
Eq. (All),

gP(w) = —(1,0,0,0(iw + M)~ W (0)). (A22)

J

RP
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This time the components of |W(0)) are the steady-state
values of N = (b'b), ¢ = —ig(bTvic), K = (bTbcic), and
A= —ig(bTbt bvic), calculated in the 4SA. It is immediate
that the last component X is zero in this approximation, so that
the calculation of g(V(w) involves only three matrix elements
of the cofactor of iw + M. One obtains

[~ Dy(®)N + ¢] D'(0) — 2 g°Dy(@)K
D(w)D'(w) + 2 g*P D)(w)

It is obvious that the last terms in both the numerator and
denominator of Eq. (A23) make the difference between 4SA
and 3SA. Without them, one recovers the result of Eq. (A15).

Having included the fourth state |c,1), the system of
Egs. (A12) is no longer closed and has to be supplemented.
Indeed, now K = (b'b cfc) cannot be discarded and its EOM
has to be added,

gV (w) = (A23)

) R
Euﬁb cfe) = 2Re{ig (bbb vic))

—(y +1)b'bele)y + P(bThvlv). (A24)

Here the first term is negligible since it contains two photonic
creation operators and the system becomes closed. Its solution
in the steady state now reads

K

N= RP+y+i)+k(P+y)—2RP(P+Y)/(P+y+k)

The photon number N is modified with respect to its 3SA value
by the last term in the denominator. It should be noted that the
above expression for N coincides with the lowest truncation
of its continued fraction expansion, r; = 0, in Eq. (A6) of
[39]. As in the 3SA case, N plays the role of a normalization
constant and can be taken equal to 1 bothin Eq. (A23) and in the
expressions for ¢ and K in Eq. (A25). This is the normalization
convention used in Eqs. (4) and (5).

The positions of the spectral peaks are given by the roots
of the denominator of Eq. (A23), which is now a four-degree
polynomial. In the limit P — 0, two of the four zeros are
the roots of D(w) as in 3SA, while the other two are new
and correspond to the zeroes of D’(w). Since they evolve
continuously with increasing P, one can trace back which
of them started as roots of D(w) and which stem from the
new roots. We call the former the “main” roots since it turns
out that the spectrum is essentially determined by them. The
other, “secondary” roots give rise to small corrections. Their
contribution is not even systematically positive, so there is no
bona fide spectrum associated with them. It should be noted
that in the resonant case, the denominator of Eq. (A23) is
a polynomial with real coefficients in the argument z = iw,
and therefore the roots z are either real or pairwise complex
conjugated. In the latter case, in the w plane, the roots have
the real parts equal and of opposite sign, and the imaginary
parts coincide. This is seen in Fig. 4 for low pump values and
corresponds to the strong-coupling regime. Later, the real parts
merge in zero and the imaginary parts start taking different
values (weak coupling).

It is seen that new dephasing terms, contained in D (w) and
D/(w), are bigger than those in D(w) and D,(w) because a

1 2'A N, K P N. (A25)
= — — 11— , = .
¢ 2 r P+vy+«

(

larger product of operators in the expectation values comes
with stronger dephasing. As a consequence, the pumping
interval of strong coupling is expected to be overestimated
by the 3SA. This is confirmed in Fig. 4.

Focusing now on the main poles, it would be desirable to
obtain them at least approximately as the roots of a second-
degree polynomial. This would not only simplify the search for
their positions, but would also allow a more direct comparison

0.05

0.00

Re(w)

-0.05

0.0

-0.2

Im(w)

-0.4

-0.6 & N | N | L
10° 107 10" 10°
Pump rate (1/ps)

FIG. 4. The (a) real and (b) imaginary parts of the two main roots
(solid red line) obtained by 4SA. For comparison, the 3SA roots are
also shown (dashed blue line). It is seen that the merging of the peaks
occurs earlier in 4SA than in 3SA. The parameters used are A = 0,
k =0.136, g = 0.076, y = 0.1, and y, = 0, all in ps~! units.
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FIG. 5. (a) The real and (b) imaginary parts of the two main roots
(solid red line) obtained by 4SA, in comparison with the roots of
Eq. (A28). The parameters are the same as in Fig. 4 (dashed blue line).

with the 3SA result and point out the correction terms. We
describe below a scheme for reaching this aim, in the case of
resonance.

To this end, we rearrange the equation

D(w)D'(w) +2 g*P D(w) = 0, (A26)

in a way that separates it into the 3SA denominator D(w) plus
a “correction,”
2¢°PDj(w
D(w) + 28 P2 _ (A27)
D'(w)
This suggests a self-consistent scheme, in which the argument
w in the correction term is a constant updated at each iteration.
As the starting point, one may choose for this constant the value
of the average @ = —iI'/4 of the 3SA roots. The resulting
second-degree polynomial is

2¢’PDL(®)
D(w) + W
o . K . ﬁ 2
= |:(ta)— 5)(1(0— 3) +8 ]
—2g2P P/2-|—K~— r/4 7
(P+y+k/2—T/4)(P/2+Kk —T/4)+ g2

(A28)

and its roots already provide a good approximation for the
main roots of 4SA, as seen in Fig. 5. Therefore, there is no
need for additional iterations. Of course, the accuracy of the
approximation might depend on the parameters and a careful
examination of the various cases should be performed. The
correction introduced in Eq. (A28) goes in the direction of
replacing g2 by a smaller quantity, and thus it reduces the
domain of strong coupling.

2. Sample fabrication and experimental setup

The QD-micropillar laser is based on a planar microcavity
structure grown by molecular beam epitaxy. The central layer

PHYSICAL REVIEW A 96, 023806 (2017)

is composed of a single layer of Ing4GapsAs quantum dots
located in the center of a one-A-thick GaAs cavity layer. On top
(bottom) of the GaAs cavity, 26 (30) pairs of AlAs/GaAs layers
act as highly reflective distributed Bragg-reflecting mirrors.
The investigated micropillar with a diameter of 1.8 um
was realized by high-resolution electron-beam lithography
and plasma etching [40]. Optical studies were performed at
cryogenic temperatures using a helium flow cryostat with
a standard high-resolution confocal microphotoluminescence
(uPL) setup. The measured signal was collected by an
objective with a numerical aperture of 0.4 and dispersed by
a spectrometer with a resolution of 25 peV and a fiber-based
Hanbury-Brown and Twiss (HBT) configuration with a total
temporal resolution of about 500 ps. A frequency-doubled
Nd:YAG laser at 532 nm in continuous-wave (cw) mode was
used for optical excitation.

3. Fits to the experimental spectra

We used a least-squares optimization to fit the model of
the 4SA to the data to estimate the coupling constant g. To
convert the measured power to a pump rate, we assumed a
linear dependence: Pj/ps = power Pw. The parameter apower
can only be fitted to the data when we fit all the spectra of
the power-dependent measurement at once. That means that
the fit parameters for g, yu, ¥, K, Qpower Were kept the same
for all spectra. Only a scaling factor for the intensity and an
offset for the central position of the peak were varied from
spectra to spectra. We introduced the individual scaling factor
for the intensity to take the off-resonantly coupled QDs into
account because the 4SA was derived for only a single QD in
resonance with the cavity mode. To limit the number of free
parameters even further, we estimated x from the linewidth
of the cavity separately at high-excitation power with no
particular QD tuned in resonance. The value for y,, was taken
from [41] as a typical value for QD-emitter pure dephasing at
25 K.

A selection of fits to the measured spectra throughout the
whole excitation range is shown in Fig. 6.

4. Temperature tuning of the emission from
the QD-micropillar system

In Fig. 7, we show results under temperature tuning of the
QD micropillar at low-excitation energies. A clear anticrossing
of a single-QD exciton (X) and the fundamental cavity mode
(C) with a vacuum-Rabi splitting of about 60 peV is revealed
at the resonance temperature of 24.6 K. The experimental
results from Sec. IV have been obtained at the resonance
temperature. To compensate for laser-induced heating and
to maintain the resonance condition, the temperature of the
sample was slightly readjusted during the measurement series.

5. Autocorrelation measurements

HBT autocorrelation measurements are limited by the total
temporal resolution of the setup, which must be sufficient
to resolve the autocorrelation function with respect to the
delay time t between two emission events. In the regime of
antibunching, the T dynamics takes place on the time scale
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FIG. 6. Selection of the measured spectra shown in Fig. 1(b),
together with the fits as obtained from the 4SA.

of the emitter’s cavity-enhanced emission lifetime, whereas in
the thermal regime, it is determined by the coherence time, as
shown in Figs. 3(b) and 3(f).

The measured signal (g{2),.) consists of the ideal signal
( gi(jgal) thatis convoluted with a Gaussian function with the area
normalized to one and a width (full width at half maximum) of
the total temporal resolution. To determine the g?(z = 0), we
have to fix the lifetime or coherence time. Hence we estimate
the range of the expected lifetimes and coherence times.
The spontaneous lifetime (7;) of a QD exciton into a cavity
mode can be calculated by [36]

k+T
2g2

For the parameters discussed above, we estimate a lifetime
of 7; & 10 ps. Measurements performed on cavity structures
featuring comparable values for the Q factor and g show a
lifetime of about 7; &~ 20 ps [42] for a QD exciton in the strong-
coupling regime. In the case of a QD spectrally detuned from
the cavity mode, the lifetime increases with respect to the
resonant case. The maximum coherence time was measured to
be of the order of 35 ps [Fig. 3(b)]. We expect the lifetime and

T =

Polariton
@ Exciton
@ Cavity
26
g L
Q251
2
© L
g
g4
(5}
— L
23
|
1.3274 1.3275 1.3276 1.3277
Energy (eV)

FIG. 7. Temperature dependence of low-excitation uPL spectra
showing the tuning of the single-QD exciton through resonance of
the micropillar cavity, performed at 0.04 W excitation power.
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coherence time of our strongly coupled QD to be in the range
of 10 to 35 ps.

6. Details of the model with background emitters

To account for exciton and higher multiexciton states
commonly found in solid-state QD emitters, we typically
model each QD by considering several confined single-particle
states for electrons and holes [27]. For such a system, the
increasing size of the Hilbert space with emitter number limits
calculations to ~4 QDs [32]. To be able to evaluate the
equations for more emitters, we use an effective model where
we consider only the resonant transitions with the cavity mode
of each emitter, where each transition is then described in
terms of a two-level system. For QD 1, of which the exciton
transition is strongly coupled to the mode, the two-level system
accounts for the exciton to the ground-state transition that is
driven by the pump rate P, = P.

From the constant antibunching observed in the experiment
at low excitation, we conclude that background effects appear
only at elevated pumping. While detuned emitters are excited
by the incoherent pumping, their exciton transition is too far
detuned from the cavity mode to be coupled. As shown in
Refs. [19,22], large detunings to the mode are easily bridged
by the appearance of dense-lying multiexciton states. In our
model, we account out of a multitude of possible transitions
for one that is resonant with the mode. We consider up to seven
additional background emitters. For these QDs 2-8, the two
levels then account for the transition between this multiexciton
state and a state from the manifold of multiexciton states
with one excitation less. At high excitation, these multiexciton
transitions are mainly responsible for the emission properties
and properly treated in our formalism.

To describe the switch-on behavior of the detuned emitters
in the regime of intermediate excitation powers, we use
a simple phenomenological model that accounts for (1)
the higher-order pump dependence typical for multiexciton
transitions at least oc P? and (2) the presence of multiexciton
states if the emitter is driven beyond the saturation of the
exciton transition Psft. Above, weuse P,_g = a P2 witha < 1.
Below, carrier occupations in the background emitters are too
low for multiexciton states to form and their effect is negligible.
We point out that the exact way in which background emitters
begin to contribute in this transition region is not our topic of
investigation, and neither in the low- nor in the high-excitation
regime are the numerical results influenced by this procedure.

We point out that our model is based on explicit assump-
tions on the experimental situation, which due to limited
computational resources are impossible to model on a fully
microscopic level. Nevertheless, it captures the main elements
of a single-QD microcavity system in the strong-coupling
regime and in the presence of detuned background emitters that
provide additional gain required to reach lasing, and it does so
under full consideration of the light-matter interaction required
to model the coherent strong-coupling regime. Thereby, we
can offer an interpretation of the physics underlying the
experiment that is in excellent qualitative agreement with
several observables at the same time.

The spontaneous-emission spectra that are obtained from
the numerical solution of the von Neumann equation for the
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FIG. 8. Spontaneous-emission spectra obtained from a solution
of Eq. (3) for a resonant single QD and six detuned background
emitters (solid lines), together with the analytic expressions used in
Fig. 2(c). Parameters as in Fig. 2(c) with an additional homogeneous
dephasing of y;, = 30 ueV. All of the shown spectra are normalized
to unity area.

single QD plus 6 background emitters are shown in Fig. 8.
A homogeneous dephasing of 30 ueV has been added [41]
to match the situation in the experiment, which is performed
at 25 K. The coherence time shown in Fig. 3(f) has been
obtained from these spectra. The increase in coherence time
due to the onset of lasing is reflected in a linewidth narrowing
at the highest pump rate, which is absent in the single-QD case
shown in Fig. 1(b).

7. Comparison of spectra in the different approximations

Spectra in the strong-coupling regime are often described
in terms of a superposition of two Lorentzian lines. Both for
assessing the relevance of the strong-coupling regime in a
given situation and in order to correctly fit experimental data, it
is important to use a model that captures the essential physics
in that regime. The approximation of two separate Lorentz

PHYSICAL REVIEW A 96, 023806 (2017)
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FIG. 9. Comparison of different fits to the numerically calculated
cavity emission spectrum at (a) low and (b) high excitation.

peaks is only applicable under weak excitation and in an
environment where the light-matter coupling strength greatly
exceeds the strength of any dissipative channels. Therefore,
it is generally not suited for driven QD-microcavity systems,
where excitation-induced dephasing alone can be significant.

To illustrate the difference between various models in use,
we compare in Fig. 9 the numerical spectrum for a single
QD and the parameters used in Fig. 1(b) to different analytical
expressions for the two cases of weak and strong excitation. At
low excitation, the full numerical solution of the von Neumann
equation (3) (black) is well described by the commonly used
3SA (red). Considering an additional state in the 4SA (dashed)
only leads to a minor correction. The situation is very different
at high excitation, where the 3SA and 4SA differ completely
in their prediction about strong coupling and peak splitting.
In using the commonly used 3SA in such a regime as a fit to
experimental data, one would obtain parameters that do not
correctly relate to the experiment. Interestingly, this deviation
between the 3SA and 4SA is not related to pump-induced
dephasing, which is accounted for in both cases, but arises
from the truncation of the Hilbert space.

A fit using two Lorentzian lines (green) is inaccurate even
at low excitation due to the presence of dissipation in the
QD-microcavity system.

[1] G. Khitrova, H. M. Gibbs, M. Kira, S. W. Koch, and A. Scherer,
Nat. Phys. 2, 81 (20006).

[2] S. M. Ulrich, C. Gies, S. Ates, J. Wiersig, S. Reitzenstein, C.
Hofmann, A. Loffler, A. Forchel, F. Jahnke, and P. Michler,
Phys. Rev. Lett. 98, 043906 (2007).

[3] M. Nomura, N. Kumagai, S. Iwamoto, Y. Ota, and Y. Arakawa,
Nat. Phys. 6, 279 (2010).

[4] H. J. Carmichael, Statistical Methods in Quantum Op-
tics 2: Non-Classical Fields, 2008 ed. (Springer, Berlin,
2007).

023806-10


https://doi.org/10.1038/nphys227
https://doi.org/10.1038/nphys227
https://doi.org/10.1038/nphys227
https://doi.org/10.1038/nphys227
https://doi.org/10.1103/PhysRevLett.98.043906
https://doi.org/10.1103/PhysRevLett.98.043906
https://doi.org/10.1103/PhysRevLett.98.043906
https://doi.org/10.1103/PhysRevLett.98.043906
https://doi.org/10.1038/nphys1518
https://doi.org/10.1038/nphys1518
https://doi.org/10.1038/nphys1518
https://doi.org/10.1038/nphys1518

STRONG LIGHT-MATTER COUPLING IN THE PRESENCE ...

[5] J. P. Reithmaier, G. S¢k, A. Loffler, C. Hofmann, S. Kuhn, S.
Reitzenstein, L. V. Keldysh, V. D. Kulakovskii, T. L. Reinecke,
and A. Forchel, Nature (London) 432, 197 (2004).

[6] E. del Valle and F. P. Laussy, Phys. Rev. A 84, 043816 (2011).

[7] E. del Valle, F. P. Laussy, and C. Tejedor, Phys. Rev. B 79,
235326 (2009).

[8] E. P. Laussy, E. del Valle, and C. Tejedor, Phys. Rev. Lett. 101,
083601 (2008).

[9] P. Yao, P. K. Pathak, E. Illes, S. Hughes, S. Miinch, S.
Reitzenstein, P. Franeck, A. Loffler, T. Heindel, S. Hofling, L.
Worschech, and A. Forchel, Phys. Rev. B 81, 033309 (2010).

[10] F. Bernardot, P. Nussenzveig, M. Brune, J. M. Raimond, and S.
Haroche, Europhys. Lett. 17, 33 (1992).

[11] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.-S. Huang,
J. Majer, S. Kumar, S. M. Girvin, and R. J. Schoelkopf, Nature
(London) 431, 162 (2004).

[12] H. Wang, M. Hofheinz, M. Ansmann, R. C. Bialczak, E. Lucero,
M. Neeley, A. D. O’Connell, D. Sank, J. Wenner, A. N. Cleland,
and J. M. Martinis, Phys. Rev. Lett. 101, 240401 (2008).

[13] T. Yoshie, A. Scherer, J. Hendrickson, G. Khitrova, H. M. Gibbs,
G. Rupper, C. Ell, O. B. Shchekin, and D. G. Deppe, Nature
(London) 432, 200 (2004).

[14] S. Noda, Science 314, 260 (2006).

[15] Z. G. Xie, S. Gotzinger, W. Fang, H. Cao, and G. S. Solomon,
Phys. Rev. Lett. 98, 117401 (2007).

[16] S. Reitzenstein, C. Bockler, A. Bazhenov, A. Gorbunov, A.
Loffler, M. Kamp, V. D. Kulakovskii, and A. Forchel, Opt.
Express 16, 4848 (2008).

[17] M. Nomura, N. Kumagai, S. Iwamoto, Y. Ota, and Y. Arakawa,
Opt. Express 17, 15975 (2009).

[18] J. McKeever, A. Boca, A. D. Boozer, J. R. Buck, and H. J.
Kimble, Nature (London) 425, 268 (2003).

[19] M. Winger, T. Volz, G. Tarel, S. Portolan, A. Badolato, K. J.
Hennessy, E. L. Hu, A. Beveratos, J. Finley, V. Savona, and A.
Imamoglu, Phys. Rev. Lett. 103, 207403 (2009).

[20] S. Ates, S. M. Ulrich, A. Ulhaq, S. Reitzenstein, A. Loffler, S.
Hofling, A. Forchel, and P. Michler, Nat. Photon. 3, 724 (2009).

[21] N. Chauvin, C. Zinoni, M. Francardi, A. Gerardino, L. Balet, B.
Alloing, L. H. Li, and A. Fiore, Phys. Rev. B 80, 241306 (2009).

[22] A. Laucht, M. Kaniber, A. Mohtashami, N. Hauke, M. Bichler,
and J. J. Finley, Phys. Rev. B 81, 241302 (2010).

[23] W. W. Chow, F. Jahnke, and C. Gies, Light: Sci. Appl. 3, €201
(2014).

[24] A. Majumdar, A. Rundquist, M. Bajcsy, and J. Vuckovic¢, Phys.
Rev. B 86, 045315 (2012).

PHYSICAL REVIEW A 96, 023806 (2017)

[25] M. Lermer, N. Gregersen, F. Dunzer, S. Reitzenstein, S. Hofling,
J. Mgrk, L. Worschech, M. Kamp, and A. Forchel, Phys. Rev.
Lett. 108, 057402 (2012).

[26] Y. Ota, S. Iwamoto, N. Kumagai, and Y. Arakawa, Phys. Rev.
Lett. 107, 233602 (2011).

[27] C. Gies, M. Florian, P. Gartner, and F. Jahnke, Opt. Express 19,
14370 (2011).

[28] C. Schneider, P. Gold, S. Reitzenstein, S. Hofling, and M. Kamp,
Appl. Phys. B 122, 19 (2016).

[29] A. V. Uskov, 1. Magnusdottir, B. Tromborg, J. Mgrk, and R.
Lang, Appl. Phys. Lett. 79, 1679 (2001).

[30] S. Miinch, S. Reitzenstein, P. Franeck, A. Loffler, T. Heindel, S.
Hofling, L. Worschech, and A. Forchel, Opt. Express 17, 12821
(2009).

[31] 1. Favero, A. Berthelot, G. Cassabois, C. Voisin, C. Delalande,
P. Roussignol, R. Ferreira, and J. M. Gérard, Phys. Rev. B 75,
073308 (2007).

[32] M. Florian, P. Gartner, C. Gies, and F. Jahnke, New J. Phys. 15,
035019 (2013).

[33] S. Ates, C. Gies, S. M. Ulrich, J. Wiersig, S. Reitzenstein, A.
Loffler, A. Forchel, F. Jahnke, and P. Michler, Phys. Rev. B 78,
155319 (2008).

[34] A. Auffeves, D. Gerace, J.-M. Gérard, M. F. Santos,
L. C. Andreani, and J.-P. Poizat, Phys. Rev. B 81, 245419
(2010).

[35] C. Gardiner and P. Zoller, Quantum Noise A Handbook of
Markovian and Non-Markovian Quantum Stochastic Methods
with Applications to Quantum Optics (Springer-Verlag, Berlin,
2004).

[36] C. Gies, J. Wiersig, M. Lorke, and F. Jahnke, Phys. Rev. A 75,
013803 (2007).

[37] M. Kira and S. W. Koch, Semiconductor Quantum Optics
(Cambridge University Press, New York, 2011).

[38] H. J. Carmichael, R. J. Brecha, M. G. Raizen, H. J. Kimble, and
P. R. Rice, Phys. Rev. A 40, 5516 (1989).

[39] P. Gartner, Phys. Rev. A 84, 053804 (2011).

[40] S. Reitzenstein and A. Forchel, J. Phys. D 43, 033001
(2010).

[41] G. Ortner, D. R. Yakovlev, M. Bayer, S. Rudin, T. L. Reinecke,
S. Fafard, Z. Wasilewski, and A. Forchel, Phys. Rev. B 70,
201301 (2004).

[42] K. Miiller, K. A. Fischer,
K. G. Lagoudakis, T. Sarmiento,
Borish, and . Phys. Rev.
(2015).

A. Rundquist, C. Dory,
Y. A. Kelaita, V.

Vuckovié, X 5, 031006

023806-11


https://doi.org/10.1038/nature02969
https://doi.org/10.1038/nature02969
https://doi.org/10.1038/nature02969
https://doi.org/10.1038/nature02969
https://doi.org/10.1103/PhysRevA.84.043816
https://doi.org/10.1103/PhysRevA.84.043816
https://doi.org/10.1103/PhysRevA.84.043816
https://doi.org/10.1103/PhysRevA.84.043816
https://doi.org/10.1103/PhysRevB.79.235326
https://doi.org/10.1103/PhysRevB.79.235326
https://doi.org/10.1103/PhysRevB.79.235326
https://doi.org/10.1103/PhysRevB.79.235326
https://doi.org/10.1103/PhysRevLett.101.083601
https://doi.org/10.1103/PhysRevLett.101.083601
https://doi.org/10.1103/PhysRevLett.101.083601
https://doi.org/10.1103/PhysRevLett.101.083601
https://doi.org/10.1103/PhysRevB.81.033309
https://doi.org/10.1103/PhysRevB.81.033309
https://doi.org/10.1103/PhysRevB.81.033309
https://doi.org/10.1103/PhysRevB.81.033309
https://doi.org/10.1209/0295-5075/17/1/007
https://doi.org/10.1209/0295-5075/17/1/007
https://doi.org/10.1209/0295-5075/17/1/007
https://doi.org/10.1209/0295-5075/17/1/007
https://doi.org/10.1038/nature02851
https://doi.org/10.1038/nature02851
https://doi.org/10.1038/nature02851
https://doi.org/10.1038/nature02851
https://doi.org/10.1103/PhysRevLett.101.240401
https://doi.org/10.1103/PhysRevLett.101.240401
https://doi.org/10.1103/PhysRevLett.101.240401
https://doi.org/10.1103/PhysRevLett.101.240401
https://doi.org/10.1038/nature03119
https://doi.org/10.1038/nature03119
https://doi.org/10.1038/nature03119
https://doi.org/10.1038/nature03119
https://doi.org/10.1126/science.1131322
https://doi.org/10.1126/science.1131322
https://doi.org/10.1126/science.1131322
https://doi.org/10.1126/science.1131322
https://doi.org/10.1103/PhysRevLett.98.117401
https://doi.org/10.1103/PhysRevLett.98.117401
https://doi.org/10.1103/PhysRevLett.98.117401
https://doi.org/10.1103/PhysRevLett.98.117401
https://doi.org/10.1364/OE.16.004848
https://doi.org/10.1364/OE.16.004848
https://doi.org/10.1364/OE.16.004848
https://doi.org/10.1364/OE.16.004848
https://doi.org/10.1364/OE.17.015975
https://doi.org/10.1364/OE.17.015975
https://doi.org/10.1364/OE.17.015975
https://doi.org/10.1364/OE.17.015975
https://doi.org/10.1038/nature01974
https://doi.org/10.1038/nature01974
https://doi.org/10.1038/nature01974
https://doi.org/10.1038/nature01974
https://doi.org/10.1103/PhysRevLett.103.207403
https://doi.org/10.1103/PhysRevLett.103.207403
https://doi.org/10.1103/PhysRevLett.103.207403
https://doi.org/10.1103/PhysRevLett.103.207403
https://doi.org/10.1038/nphoton.2009.215
https://doi.org/10.1038/nphoton.2009.215
https://doi.org/10.1038/nphoton.2009.215
https://doi.org/10.1038/nphoton.2009.215
https://doi.org/10.1103/PhysRevB.80.241306
https://doi.org/10.1103/PhysRevB.80.241306
https://doi.org/10.1103/PhysRevB.80.241306
https://doi.org/10.1103/PhysRevB.80.241306
https://doi.org/10.1103/PhysRevB.81.241302
https://doi.org/10.1103/PhysRevB.81.241302
https://doi.org/10.1103/PhysRevB.81.241302
https://doi.org/10.1103/PhysRevB.81.241302
https://doi.org/10.1038/lsa.2014.82
https://doi.org/10.1038/lsa.2014.82
https://doi.org/10.1038/lsa.2014.82
https://doi.org/10.1038/lsa.2014.82
https://doi.org/10.1103/PhysRevB.86.045315
https://doi.org/10.1103/PhysRevB.86.045315
https://doi.org/10.1103/PhysRevB.86.045315
https://doi.org/10.1103/PhysRevB.86.045315
https://doi.org/10.1103/PhysRevLett.108.057402
https://doi.org/10.1103/PhysRevLett.108.057402
https://doi.org/10.1103/PhysRevLett.108.057402
https://doi.org/10.1103/PhysRevLett.108.057402
https://doi.org/10.1103/PhysRevLett.107.233602
https://doi.org/10.1103/PhysRevLett.107.233602
https://doi.org/10.1103/PhysRevLett.107.233602
https://doi.org/10.1103/PhysRevLett.107.233602
https://doi.org/10.1364/OE.19.014370
https://doi.org/10.1364/OE.19.014370
https://doi.org/10.1364/OE.19.014370
https://doi.org/10.1364/OE.19.014370
https://doi.org/10.1007/s00340-015-6283-x
https://doi.org/10.1007/s00340-015-6283-x
https://doi.org/10.1007/s00340-015-6283-x
https://doi.org/10.1007/s00340-015-6283-x
https://doi.org/10.1063/1.1401778
https://doi.org/10.1063/1.1401778
https://doi.org/10.1063/1.1401778
https://doi.org/10.1063/1.1401778
https://doi.org/10.1364/OE.17.012821
https://doi.org/10.1364/OE.17.012821
https://doi.org/10.1364/OE.17.012821
https://doi.org/10.1364/OE.17.012821
https://doi.org/10.1103/PhysRevB.75.073308
https://doi.org/10.1103/PhysRevB.75.073308
https://doi.org/10.1103/PhysRevB.75.073308
https://doi.org/10.1103/PhysRevB.75.073308
https://doi.org/10.1088/1367-2630/15/3/035019
https://doi.org/10.1088/1367-2630/15/3/035019
https://doi.org/10.1088/1367-2630/15/3/035019
https://doi.org/10.1088/1367-2630/15/3/035019
https://doi.org/10.1103/PhysRevB.78.155319
https://doi.org/10.1103/PhysRevB.78.155319
https://doi.org/10.1103/PhysRevB.78.155319
https://doi.org/10.1103/PhysRevB.78.155319
https://doi.org/10.1103/PhysRevB.81.245419
https://doi.org/10.1103/PhysRevB.81.245419
https://doi.org/10.1103/PhysRevB.81.245419
https://doi.org/10.1103/PhysRevB.81.245419
https://doi.org/10.1103/PhysRevA.75.013803
https://doi.org/10.1103/PhysRevA.75.013803
https://doi.org/10.1103/PhysRevA.75.013803
https://doi.org/10.1103/PhysRevA.75.013803
https://doi.org/10.1103/PhysRevA.40.5516
https://doi.org/10.1103/PhysRevA.40.5516
https://doi.org/10.1103/PhysRevA.40.5516
https://doi.org/10.1103/PhysRevA.40.5516
https://doi.org/10.1103/PhysRevA.84.053804
https://doi.org/10.1103/PhysRevA.84.053804
https://doi.org/10.1103/PhysRevA.84.053804
https://doi.org/10.1103/PhysRevA.84.053804
https://doi.org/10.1088/0022-3727/43/3/033001
https://doi.org/10.1088/0022-3727/43/3/033001
https://doi.org/10.1088/0022-3727/43/3/033001
https://doi.org/10.1088/0022-3727/43/3/033001
https://doi.org/10.1103/PhysRevB.70.201301
https://doi.org/10.1103/PhysRevB.70.201301
https://doi.org/10.1103/PhysRevB.70.201301
https://doi.org/10.1103/PhysRevB.70.201301
https://doi.org/10.1103/PhysRevX.5.031006
https://doi.org/10.1103/PhysRevX.5.031006
https://doi.org/10.1103/PhysRevX.5.031006
https://doi.org/10.1103/PhysRevX.5.031006



