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Estimating temperature via sequential measurements
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We study the efficiency of estimation procedures in which the temperature of an external bath is indirectly
recovered by monitoring the transformations induced on a probing system that is put in thermal contact with
the bath. In particular we compare the performances of sequential measurement schemes—where the probe is
initialized only once and measured repeatedly during its interaction with the bath—with those of measure and
re-prepare approaches where instead, after each interaction and measurement stage, the probe is reinitialized into
the same fiduciary state. From our analysis it is revealed that the sequential approach, while being in general not
capable of providing the best accuracy achievable, is nonetheless more versatile with respect to the choice of the
initial state of the probe, yielding on average smaller indetermination levels.

DOI: 10.1103/PhysRevA.96.012316

I. INTRODUCTION

Accurate temperature readings at nanoscales find appli-
cations in several research areas, spanning from materials
science [1–3], medicine and biology [4,5], to quantum ther-
modynamics [6–8], where it is crucial for controlling the
performance of quantum thermal devices. Interest in this
field is also motivated by recent developments in nanoscale
thermometry such as carbon nanothermometers [9], diamond
sensors [10], and scanning thermal microscopes [11]. Here we
shall focus on a thermometric task where the temperature of
a sample characterized by a large number of subcomponents,
also called reservoir, is indirectly recovered by monitoring a
small probe that is put in thermal contact with the reservoir,
see Fig. 1. Specifically the setting we consider is related to
quantum thermometry, which aims to use low-dimensional
quantum systems (say qubits) as effective thermometers to
minimize the undesired disturbance on the sample; see, e.g.,
Refs. [12–14] and references therein. From a theoretical point
view, the standard approaches to this kind of problem typically
start from three hypotheses:

(i) The reservoir is in a thermal state.
(ii) The probing system interacts for enough time with the

bath so as to reach thermal equilibrium.
(iii) There are independent and identically distributed (IID)

measurements; i.e., the experimentalist has at his disposal a
certain number of probes, prepared in the same input state,
which interact with the bath and are measured independently.
Equivalently the experimentalist might reinitialize the state of
the single probe after each measurement stage.

Recently Correa et al. [12] proved that under these three
assumptions, optimal thermometers correspond to employing
atoms with a single energy gap and maximally degenerate
first excited levels. On the other hand, if the interaction time
with the reservoir is not long enough to allow complete
thermalization of the probe, i.e., hypothesis (ii) is missed, the
maximal thermal sensitivity of the setup is reached by initial-
izing the probes in their ground states. Even more fundamental
limitations emerge in the low-temperature regime, in which the
thermalization process might be prevented by strong enough
correlations between the probe and the sample [14].

*Corresponding author: antonella.depasquale@sns.it

In this work we will concentrate on the drawbacks related
to the IID assumption [hypothesis (iii)]. In particular, the
arbitrary initialization of independent probing systems at
the beginning of the estimation procedure, or of a single
probe at disposal after each measurement process, might
encounter some obstructions, due to fundamental or practical
reasons. One way to circumvent such difficulty is to rely
on sequential measurement schemes (SMSs) [15–19], where
repeated consecutive measurements are performed on a single
probe while it is still in interaction with the bath without
reinitializing it. The performance of an SMS will be therefore
compared with the IID protocol in different specific situations,
taking the Fisher information (FI) [20–25] as the figure of merit
for the corresponding temperature estimation accuracies. Quite
interestingly we will find that while in most cases optimality
is attained by the IID approach, the SMS is more versatile
because it is less affected by the choice of the initial state of
the probe. This phenomenon can be ascribed to the fact that
in the SMS approach the probe is forced to gradually lose
the memory of the initial condition, moving toward a fixed
point configuration, which keeps track of the bath temperature.
Hence, the recursive character of the SMS allows the probing
system to “adapt” to the reservoir, in such a way that even a
nonoptimal initialization of the probe can in the end provide a
relatively good estimation of the temperature.

This paper is organized as follows. In Sec. II, after briefly
describing the mathematical model for the bosonic reservoir,
we will present the IID and SMS strategies and show how to
compute the FI in the two cases for generic measurements.
A specific family of them will be selected in Sec. III, where
we will also provide a numerical comparison between the two
estimation schemes. Conclusions and final remarks are given
in Sec. IV.

II. MODEL

Consider a bosonic thermal reservoir B of unknown
temperature T , which we aim to recover by monitoring the
relaxation dynamics induced on a probe Q, acting as a local
thermometer in contact with B, see Fig. 1. In particular,
for simplicity, we have chosen as a probe a simple two-
level system (qubit) and describe the dynamical evolution it
experiences when in contact with B via a standard Markovian
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FIG. 1. Schematic visualization of an indirect estimation of
the temperature of a bath B via the measurements on a probing
system Q.

Bloch master equation [26,27]. Accordingly introducing the
Pauli operators σx , σy , and σz, and the associated spin-flip
operators σ± = (σx ± iσy)/2, the density matrix ρ(t) of Q
will obey the following differential equation:

dρ(t)

dt
= L(ρ(t)), (1)

where L is the superoperator

L(· · ·) = − i

2
�[σz,(· · ·)]−

+
∑
s=±1

γs

(
σ−s(· · ·)σs − 1

2
[σsσ−s ,(· · ·)]+

)
, (2)

with [(· · ·),(· · ·)]± being the commutator (−) and anticommu-
tator (+) brackets. In this expression � is the characteristic
frequency of Q, while γ+ and γ− are the relaxation constants
associated with the decay and excitation processes, respec-
tively, given by

γ+ = (1 + Nth)γ, γ− = Nthγ, (3)

where γ is a temperature-independent parameter that gauges
the strength of the Q-B interactions, while Nth is the average
thermal number of the bosonic bath excitations, which are at
resonance with the probe, and is responsible for imprinting the
bath temperature T into ρ(t), i.e., given by

Nth = 1

eβh̄� − 1
, β = 1/(kBT ), (4)

with kB being the Boltzmann constant. Our goal is to
determine the value of the temperature T by monitoring
the evolution of Q induced by the thermalization process
described by the master equation (1) [28]. Adopting the
positive operator-valued measure (POVM) formalism [29], we
select a family of completely positive quantum maps {Ms}
fulfilling the normalization condition

∑
s Ms = I, with I

being the identity superoperator. When applied to a generic
state ρ of Q this measurement provides the outcome s = ±1
with probability

P (s|ρ) = Tr[Ms(ρ)], (5)

while inducing the following instantaneous quantum jump on
the density matrix of Q:

ρ → Ms(ρ)

P (s|ρ)
. (6)
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FIG. 2. Schematic representation of an estimation strategy of the
bath temperature based on an IID detection scheme. Thermalization
processes are represented by the rectangular elements; measurement
stages by the circular ones. The time intervals of the thermalization
events described by the maps eτL are assumed to be uniform and
identical to τ , while the measurement events described by the maps
Ms are assumed to be instantaneous. After each detection the probe
state is discarded and reinitialized into the input state ρ0. The solid
blue box represents a classical data processing which aims to produce
an estimation of the temperature T from the measurement outcomes
{s1,s2, . . . ,sn}.

We then analyze two alternative scenarios. The first one
corresponds to organizing n detection events associated with
the selected POVM in an IID detection scheme as shown in
Fig. 2. Here one tries to recover the bath temperature T by
repeating n times the same experiment consisting in three
basic steps, within hypothesis (iii):

(1) Initialization of the probing system Q in a selected input
state ρ0.

(2) Evolution of Q according to Eq. (1) for a time interval
τ long enough to preserve the Markovian approximation,
obtaining

ρ(τ ) = eτL(ρ0). (7)

(3) Measurement of the selected POVM on the outcome
state of the probe in Eq. (7).

As a result, one obtains an n-long sequence of outcomes
�s = (s1,s2, . . . ,sn) distributed according to the probability

P
(n)
IID(�s |ρ0; τ ) =

n∏
j=1

P (sj |ρ(τ )), (8)

with P (sj |ρ(τ )) as in Eq. (5).
The second scenario we consider is the SMS scheme

of Fig. 3, where after having initialized Q into the input
state ρ0, we let Q interact with B while we perform n

measurements described by a family of completely positive
maps {Ms} at regular time intervals τ without re-preparing Q
after each measurement. Accordingly, indicating with sj the
j th measurement outcome, every τ the system evolves one
step ahead along the sequence of density matrices ρ0, ρ

[s1]
1 ,

ρ
[s1,s2]
2 , . . . ,ρ[s1,...,sn]

n generated by the stochastic process (6),
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FIG. 3. Same as Fig. 2, but for the SMS detection scheme. At
variance with the IID scheme in Fig. 2, the state of the probe after
the detection is not discarded or reinitialized. Instead it undergoes
a series of subsequent thermalization events (rectangular elements)
followed by measurements (circular elements).

i.e.,

ρ
[s1]
1 =

(
Ms1 ◦ eτL)

(ρ0)

Tr
[(
Ms1 ◦ eτL

)
(ρ0)

] (t = τ ),

ρ
[s1,s2]
2 =

(
Ms2 ◦ eτL)(

ρ
[s1]
1

)
Tr

[(
Ms2 ◦ eτL

)(
ρ

[s1]
1

)] (t = 2τ ),

...

ρ[s1,...,sn]
n =

(
Msn

◦ eτL)(
ρ

[s1,...,sn−1]
n−1

)
Tr

[(
Msn

◦ eτL
)(

ρ
[s1,...,sn−1]
n−1

)] (t = nτ ), (9)

where the symbol “◦” represents the composition of superoper-
ators and where we assume to neglect the time required by each
measurement process. Each of the normalization coefficients
entering the above expressions gives the probability that
a certain outcome takes place at each measurement step.
Therefore the probability that after n steps we obtain a certain
string �s = (s1,s2, . . . ,sn) of results is given by the product of
the normalization coefficients

P
(n)
SMS(�s |ρ0; τ ) =

n∏
j=1

P
(
sj

∣∣ρ[s1,...,sj−1]
j−1 (τ )

)

=
n∏

j=1

Tr
[(
Msj

◦ eτL)(
ρ

[s1,...,sj−1]
j−1

)]
, (10)

or equivalently,

P
(n)
SMS(�s |ρ0; τ ) = Tr

[(
Msn

◦ eτL ◦ Msn−1 ◦ eτL

◦ · · · ◦ Ms1 ◦ eτL)
(ρ0)

]
, (11)

with ρ
[s1,...,sj−1]
j−1 (τ ) = eτL(ρ

[s1,...,sj−1]
j−1 ) being the evolution from

ρ
[s1,...,sj−1]
j−1 under the action of the process (1) for time τ .

In both the IID and SMS scenarios detailed above, all
the information one can recover about T is stored in the
statistical distribution of the associated outcome strings �s.

A fair comparison between these two detection strategies
can hence be obtained by invoking the Cramér-Rao bound
[20–24]. It establishes that the minimum value of the rms
error �T (n) one can get when trying to estimate the parameter
T from a sequence of n outcomes �s distributed according to
the probability P (n)(�s) is given by the inverse square root of
the associated FI

F (n) =
∑

�s

1

P (n)(�s)

(
∂P (n)(�s)

∂T

)2

, (12)

i.e.,

�T (n) � 1√
F (n)

. (13)

Accordingly larger values of F (n) indicate the possibility of
reaching higher levels of estimation accuracy. For the IID
strategy this implies

�T
(n)

IID � 1√
F (n)

IID(ρ0; τ )
= 1√

nF(ρ(τ ))
, (14)

the n−1/2 scaling being the trademark of the IID procedure.
Indeed the following identity holds:

F (n)
IID(ρ0; τ ) =

∑
�s

1

P
(n)
IID(�s |ρ0; τ )

(
∂P

(n)
IID(�s |ρ0; τ )

∂T

)2

= nF(ρ(τ )), (15)

where

F(ρ(τ )) =
∑

s

1

P (s|ρ(τ ))

(
∂P (s|ρ(τ ))

∂T

)2

(16)

is the FI of the probability (5) associated with the state (7). For
the SMS strategy, instead, the Cramér-Rao bound yields

�T
(n)

SMS � 1√
F (n)

SMS(ρ0; τ )
, (17)

with

F (n)
SMS(ρ0; τ ) =

∑
�s

1

P
(n)
SMS(�s |ρ0; τ )

(
∂P

(n)
SMS(�s |ρ0; τ )

∂T

)2

(18)

being the FI associated with the probability (11), which, at
variance with Eq. (15), in general does not exhibit the same
linear scaling with respect to n.

In the next section we shall study the behavior of func-
tionals (15) and (18) for fixed choices of the POVM operators
Ms and for fixed values of the number of the iterations n.
In particular, we shall focus on the functional dependence of
these quantities with respect to the input state ρ0 of the probe.

III. COMPARING IID AND SMS STRATEGIES

In what follows we consider detection procedures which
try to recover T by monitoring, with a certain accuracy, the
populations of the energy levels of the probe. To describe
the measurement process we select the following family of
completely positive quantum maps

Ms(· · ·) = Ms(· · ·)M†
s (s = ±), (19)
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with

M+ = 
+ cos ϕ + 
− sin ϕ,

M− = 
+ sin ϕ + 
− cos ϕ, (20)

where 
± = (1 ± σz)/2 are the projectors on the eigenvectors
of the qubit Hamiltonian 1

2 h̄�σz of the probe Q and where
the parameter ϕ ∈ [0,π/4] gauges the effectiveness of the
measurement as well as the disturbance it induces on Q.
Specifically, for ϕ = 0 the selected POVM corresponds to
a projective measurement which induces stochastic jumps
[Eq. (6)] into the probe energy eigenstates. As ϕ increases, the
sharpness of the detection decreases to the extent that for ϕ =
π/4 no information on Q is gathered and the transformations
(6) result in the identity mapping, i.e., M± = I/

√
2, and after

each measurement step, one gets s = ± with equal probability
1/2 irrespective of the state of the probe.

With this choice from Eqs. (5) and (7) we obtain

P (s|ρ(τ )) = [1 + s〈σz(τ )〉 cos 2ϕ]/2, (21)

so that Eq. (16) becomes

F(ρ(τ )) = cos2 2ϕ

1 − 〈σz(τ )〉2 cos2 2ϕ

(
∂〈σz(τ )〉

∂T

)2

, (22)

where for a generic t � 0, 〈(t)〉 is a shorthand notation
to represent the expectation value of the operator  on the
evolved state of the probe at time t under the thermalization
map, i.e.,

〈(t)〉 := Tr[ρ(t)] = Tr[etL(ρ0)]. (23)

Explicit values of the above quantities can be obtained by
direct integration of the equation of motion (1), which implies

〈σz(τ )〉 = e−γ τ coth βh̄�

2 〈σz(0)〉

− (
1 − e−γ τ coth βh̄�

2
)

tanh
βh̄�

2
. (24)

Similarly, from Eq. (10) we get

P
(n)
SMS(�s |ρ0; τ ) = 1

2n

n∏
j=1

[1 + sj 〈σz(τ )〉j cos 2ϕ], (25)

where for j = 1, . . . ,n we define

〈σz(τ )〉j := Tr
[
σze

τL(
ρ

[s1,...,sj−1]
j−1

)]
, (26)

which reads as in Eq. (24) with 〈σz(0)〉 replaced by
Tr [σzρ

[s1,...,sj−1]
j−1 ].

Replacing Eq. (22) into Eq. (15), and Eq. (25) into Eq. (18)
we can now study the FI of the two procedures for different
choices of the POVM parameter ϕ and for different values
of the iterations n. In particular in the following sections
we shall focus on the dependence upon the input state ρ0

of the probe Q. For the sake of simplicity and without loss
of generality, the times t (or τ ) will be parametrized in units
of the coupling constant γ , and the bath temperature T in units
of the qubit energy gap h̄�/kB . We anticipate that for both
SMS and IID cases, the FI exhibits a functional dependence
upon T , which presents a single peak and vanishes in the limit

of zero and infinite temperature. On one hand, these last facts
can be justified by recalling that, as evident from Eq. (12), FI
is an increasing functional of the first derivative in T of the
probability distribution P (n)(�s). Accordingly it accounts for
the sensitivity of the probing system Q under small variations
of the bath temperature (see also Ref. [13]). In other words, the
more the final state of the qubit is affected by slight variations
of the bath temperature T , the higher are the values of the
associated FI. At zero temperature, the bosonic bath B is frozen
in its ground state, a situation which is almost unaltered even
if one increases T by an infinitesimal amount δT . In this case
Q is almost insensitive to the small variations in T , yielding a
vanishingly small value of FI. An analogous scenario emerges
in the opposite limit of infinite temperature, where all the
energy levels of the bath B are equally populated, a situation
which for all practical purposes is basically unaltered by
infinitesimal changes of the order of δT . On the other hand,
the presence of a single maximum in the T dependence of the
FI can be finally linked to the structure of the thermometer
spectrum characterized by a single energy gap, a fact which
was also pointed out in Ref. [12] for the specific case of
projective measurements (ϕ = 0) and ρ0 = 
−.

A. Projective measurements, ϕ = 0

We start by considering the case in which the measurement
operators (20) reduce to rank-one projectors on the ground and
excited energy levels, M− = 
− and M+ = 
+, respectively.
In Figs. 4(a) and 4(b) we set τ = 4γ −1 and plot F (n)

IID(ρ0; τ )
and F (n)

SMS(ρ0; τ ) for n = 3 and n = 7, respectively.
In our analysis we introduce a uniform sampling of the input

probe state ρ0, induced by the Haar measure over the unitary
group acting on the Hilbert space associated with the balanced
purification [30]; that is, we sample pure states |�0〉 uniformly
on an extended Hilbert space HQ ⊗ HQ′ = C2 ⊗ C2, on
which any mixed states of the qubit probe Q can be purified, to
get input probe states through ρ0 = TrQ′ |�0〉〈�0|, i.e., through
the partial trace over the auxiliary Hilbert space HQ′ (notice
that, since the FI is nonlinear with respect to the probe input
state ρ0, the average of the FI with respect to different instances
of ρ0 will not coincide with the value that this functional
assumes on the average state).

Coming back to the our numerical results, from the Cramér-
Rao bound (13) [and therefore from Eqs. (14) and (17)] it
follows that the uppermost and lowest solid lines in Fig. 4
refer to the optimal and worst choices of the input state
ρ0, which in both schemes we have numerically proved to
coincide with the ground state and with the first excited level,
respectively. This result can be interpreted by noticing that in
our protocol the mechanism underling the reconstruction of
the bath temperature relies on a continuous energy exchange
between the probe and the reservoir. In this sense the ground
state is the most sensitive to temperature fluctuations. A less
clear scenario will emerge in Sec. III B for ϕ �= 0, due to the
loss of information induced by nonprojective measurements.
In between, the dashed lines refer to the average values of the
FI over the sampled input probe states ρ0, which for instance
correspond to the physical situations in which the experimenter
is not able to completely control the probe preparation stage.
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FIG. 4. FI associated with the IID and SMS procedures where the POVM defined in Eqs. (19) and (20) represents a projective measurement
(ϕ = 0) on the probe qubit Q. The panels refer to different values of the number of repetition n and of the interaction time τ : panels (a) and
(c) refer to n = 3 with τ = 4γ −1 and τ = 9.5γ −1, respectively, while (b) and (d) refer to n = 7 with τ = 4γ −1 and τ = 9.5γ −1. Thick (black)
lines correspond to the IID protocol while the thin (red) ones refer to the SMS (the region corresponding to the SMS protocol is shaded). In
both cases, the uppermost and lowest solid lines refer to the optimal and worst choices of the input state ρ0, while the dashed lines in between
refer to the average of the FIs over a uniform (Haar) sampling of the balanced purification of the input state (see the main text). Notice that for
shorter τ [panels (a) and (b)] the advantage of the SMS scheme over the IID is more pronounced when n = 7, while for long interaction times
[(c) and (d)] all the curves collapse to a single one.

If we initialize Q in the ground state ρ0 = 
− (upper solid
lines), F (n)

IID(ρ0; τ ) coincides with the so-called quantum Fisher
information (QFI), giving the highest achievable accuracy for
the bath temperature reconstruction through a qubit probe [18].
With the same choice of ρ0 also F (n)

SMS(ρ0; τ ) gets its maximum
value, but the IID strategy always slightly outperforms the
SMS strategy, i.e., F (n)

IID(ρ0; τ ) > F (n)
SMS(ρ0; τ ).

For nonoptimal input states, an interesting phenomenon is
observed: for all bath temperatures the SMS protocol, both on
average and in the worst-case scenario, offers a better perfor-
mance with respect to the IID protocol. Notice also that the gap
between the FIs by the optimal and worst choices of the input
state shrinks with n more rapidly in the SMS protocol than in
the IID scheme, see Fig. 5. Stated differently, the SMS protocol
is less affected by the choice of the input probe state, thus
providing a higher versatility with respect to the standard IID
measurement scheme [for the sake of clarity let us underline
that these results refer to the specific model in Eq. (2)].

Finally, for sufficiently long interaction times between the
measurements, τ � γ −1, the four curves collapse, thus giving
the same accuracy irrespective of the chosen protocol and input
probe state: see Figs. 4(c) and 4(d). This is a consequence of the
fact that in this regime the mapping in Eq. (7) ensures complete
thermalization of Q by bringing it into the fixed point ρth =
e−βh̄�σz/2/ Tr[e−βh̄�σz/2] independently of the input state.

B. Nonprojective measurements, ϕ �= 0

When setting ϕ �= 0 the POVM (20) describes nonprojec-
tive noisy measurements, which are less informative but also
less disruptive of the state of the probe Q.

As evident from Fig. 6, for fixed choices of ρ0, n, and τ ,
the accuracy of the procedure degrades as ϕ increases, both in
the IID and in the SMS scenario. In Fig. 7 we present instead

n
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FIG. 5. �F (n)
SMS and �F (n)

IID are the max-min band widths of the
FI associated with the choice of the input states in the SMS and
IID schemes. Here we plot their ratio as a function of the number
of measurements n performed on the probe. It results that �F (n)

SMS

shrinks more rapidly than its counterpart for the IID scheme.
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FIG. 6. FI for the (a) IID and (b) SMS procedures by setting n = 3, ρ0 = 
−, and τ = 9.5γ −1. The three curves in each panel correspond
to the FIs by different strengths of the measurements, setting in Eqs. (19) and (20) for the POVM ϕ = 0, π/8, π/6, from the uppermost
curve to the lowermost curve. The case ϕ = π/4 corresponds to the random completely uninformative measurement and yields F (n)

IID(ρ0; τ ) =
F (n)

SMS(ρ0; τ ) = 0 for all n and T .

a comparison between the sensitivities of the two approaches
with respect to the choice of the input state ρ0 focusing on the
case of ϕ = π/8.

Differently from the projective measurement case discussed
in Sec. III A, we see that if the interaction time between the
thermometer and the bath is sufficiently small, τ � 2.5γ −1, the
SMS performs better than the IID scheme (at least for certain
values of the bath temperature T ), even for the optimal input
states. See Figs. 7(a) and 7(b). Once more we interpret this
result as a consequence of the fact that in the SMS procedure
and at variance with the IID scheme, the probe is forced to
adapt to the bath: in the case of the noisy POVM analyzed

here and in the presence of a small interaction interval τ ,
this mechanism is powerful enough to give an advantage also
in terms of the maximum sensitivity achievable. Besides this
peculiar effect, we see that the SMS still proves to be also
more versatile than the IID scheme since it provides a better
performance not only on average but also for the worst possible
choice of the input state.

IV. CONCLUSIONS

In this work we focused on the problem of determining the
temperature of an external reservoir via the measurements on
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FIG. 7. FI associated with the IID and SMS procedures for the case in which the POVM defined in Eqs. (19) and (20) represents a
nonprojective measurement (ϕ = π/8) on the probe qubit Q. We have used the same convention as in Fig. 4 in order to distinguish the curves
corresponding to the IID protocol and SMS procedures, computed for different values of the interaction time τ [τ = 0.7γ −1, 1.5γ −1, and 4γ −1

in panels (a), (b), and (c) respectively], and fixing the number of repetitions to n = 3. Notice that for sufficiently small interaction times the
SMS performs better than the IID scheme for certain values of T , even for the optimal input states.
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a probe Q that is put in thermal contact with the reservoir
and plays the role of thermometer. In this framework we
compare the performances of two alternative scenarios: the
IID scheme, where Q is measured and re-prepared a certain
number of times, and the SMS [15–18] where instead the same
detections are performed but in sequence without intermediate
state reinitializations. The aim of the analysis is to study the
dependence of these procedures with respect to the choice of
the input state ρ0 of Q. Our findings, while deriving from a
specific model (i.e., a qubit probe in thermal contact with a
bosonic reservoir monitored via a noisy POVM which reads
the populations of its energy levels), are indicative of the
fact that the SMS approach is more versatile than the IID
approach with respect to ρ0. This is due to two facts, which
emerge for all values of T . On the one hand the SMS scheme
provides a smaller gap with respect to the IID one between
estimation accuracies associated with the optimal and worst
choices of the probe input state. On the other hand, if we
average the FI over all possible initializations of Q, thus
simulating the physical conditions in which the experimenter
does not have a complete control at this stage of the estimation
protocol, we get higher values for the SMS scheme than

for its IID counterpart. This can be associated with the fact
that in the SMS Q is slowly drifting toward a fixed point
configuration independently of the input state we have selected
[18]. Therefore at variance with the IID configuration, one
expects that in the SMS approach there would be no really
“bad” choices for ρ0 : the reservoir will “guide” any possi-
ble input toward a relatively good configuration, protecting
hence the estimation procedure from unwanted initialization
errors.
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