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Hidden long-range order in a spin-orbit-coupled two-dimensional Bose gas
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A spin-orbit-coupled two-dimensional Bose gas is shown to simultaneously possess quasi- and true long-range
order in the total and relative phase sectors, respectively. The total phase undergoes a Berenzinskii-Kosterlitz-
Thouless transition to a low-temperature phase with quasi-long-range order, as expected for a two-dimensional
quantum gas. Additionally, the relative phase undergoes an Ising-type transition building up true long-range
order, which is induced by the anisotropic spin-orbit coupling in combination with spin-dependent particle-
particle interactions. Based on the Bogoliubov approach, expressions for the total- and relative-phase fluctuations
are derived analytically for the low-temperature regime. Numerical simulations of the stochastic projected
Gross-Pitaevskii equation give a good agreement with the analytical predictions.
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I. INTRODUCTION

Spatial dimensionality and interactions play crucial roles
in the physics of phase transitions. The governing paradigm is
the Hohenberg-Mermin-Wagner theorem [1,2], which asserts
that a uniform infinite system with short-range interaction
possessing continuous symmetries cannot exhibit long-range
order (LRO) at finite temperatures in d � 2 dimensions. In
the context of Bose gases, this implies the nonexistence of
Bose-Einstein condensation (BEC) in dimension d � 2 in
the thermodynamic limit. Instead, a two-dimensional (2D)
Bose gas can develop a quasi-LRO in the low-temperature
phase, characterized by an algebraically decaying correlation
function, and undergoes a phase transition to the high-
temperature phase, where the correlation between particles
decays exponentially. This mechanism is known as the
Berezinskii-Kosterlitz-Thouless (BKT) transition [3–6].

Recent advances in the manipulation of ultracold atoms
have made it possible to study uniform 2D quantum degenerate
gases [7,8] and thus it is timely to probe the unexplored
aspects of two-dimensional phase transitions. To this end,
we are particularly interested in the condensation of spin-
orbit-coupled pseudospin-1/2 Bose gases [9], which have
attracted a great deal of attention in recent years [10–23].
The spin-orbit coupling (SOC) here refers to a synthetic gauge
field originating from the laser-assisted coupling between the
atomic center-of-mass motion and the internal degrees of
freedom [9,10,24]. Synthetic SOC in ultracold gases has so far
been realized in one-dimensional (1D) [9] and 2D form [25,26]
and has become a tunable resource [27], with more exotic
realizations proposed [28,29]. For an ideal two-component
Bose gas, the presence of SOC can enhance the density of
states at low energies, making the system more susceptible to
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both quantum and thermal fluctuations and thus preventing the
atoms from condensing [14–16]. On the other hand, the inter-
atomic interactions can stabilize the condensate, and enhanced
condensation due to SOC was found in superfluid Fermi gases
[30–32]. It is thus anticipated that the competition between
fluctuations and interactions in the presence of SOC can
drastically affect the mechanism of the BEC phase transition.
Recently the thermal properties of spin-orbit-coupled 2D Bose
gases have been investigated and extended scenarios of BKT
physics reaching from relative suppression of superfluidity
to fractionalized vortex phases have been predicted [17,20]. In
these studies, the corresponding effective theories were derived
in terms of the total-phase degree of freedom by integrating out
the relative-phase counterpart. Since the variables representing
respectively the total- and relative-phase sectors are entwined
via SOC, a more complete picture of the nature of the
superfluid phase transition can be obtained by considering all
degrees of freedom. The aim of the current work is to address
this issue.

In this paper we study the low-temperature properties of a
spin-orbit-coupled two-dimensional Bose gas in the plane-
wave phase with Bogoliubov theory and simulations with
the stochastic projected Gross-Pitaevskii equation (SPGPE)
[33–36]. We find that quasi-long-range order in the total phase
of the pseudospin- 1

2 superfluid coexists with true long-range
order of the relative phase between the two spin components.

The organization of this paper is as follows. In Sec. II, the
exact solutions to Bogoliubov–de Gennes equations pertinent
to the low-lying excitations of a 2D Bose gas with anisotropic
SOC are presented, which reveal the low-temperature proper-
ties of the gas. In Sec. III, two-point correlation functions of
the total- and relative phases are calculated both analytically
and numerically. Based on the analytical results in Sec. II,
close-form expressions of the phase correlation functions
are derived. Meanwhile, to explore the essence of BEC
phase transition in the current system on an ab initio basis,
we perform SPGPE simulations to evaluate the correlation
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functions over a wide range of temperatures. The attributes of
phase transitions in the total- and relative phases are verified
according to the behavior of the correlation functions and
the underlying physics is addressed. Concluding remarks are
given in Sec. IV, including a discussion on the experimental
implementation for measuring the hidden LRO of the system.
Finally, auxiliary calculations and derivations are placed in the
Appendix.

II. FORMULAS

The system under study is described by the Hamiltonian

Ĥ =
∫

d2r

[
�̂

†
Ĥsp�̂ + g11

2
(�̂†

1�̂1)2 + g22

2
(�̂†

2�̂2)2

+ g12�̂
†
1�̂1�̂

†
2�̂2

]
, (1)

where �̂ = (�̂1,�̂2)T is the two-component spinor field
operator and Ĥsp = −h̄2∇2/2m + κxp̂xσ̂x + κyp̂yσ̂y is the
single-particle Hamiltonian with κx,y the spin-orbit coupling
strengths along different directions and σ̂x,y are the Pauli ma-
trices. The inter- and intraspecies atomic interaction strengths
are characterized by g12 and gii (i = 1,2), respectively. For
simplicity, we will assume that the intra-species interactions
are identical, i.e., g11 = g22 ≡ g, and note that g12 � g is a
necessary condition to obtain a miscible ground state. It is
worth mentioning that for the fully anisotropic SOC (κx = 0 or
κy = 0) the SOC term in Eq. (1) can be gauged away when all
coupling constants are equal (g12 = g) leading to trivial results.
In the following we will therefore assume g12 < g (strictly
smaller), and the spin-dependence of the coupling constants
will be relevant for the physical outcomes. The assumption
g12 � g11 = g22 is a good approximation to the situation in
experiments with 87Rb [9].

Diagonalizing the single-particle Hamiltonian yields two
dispersion branches, ε± = p2/2m ± (κ2

xp2
x + κ2

yp2
y)1/2, and

the corresponding eigenvectors, φ±
k = (1, ± eiϕk )Teip·x/h̄/

√
2,

where ϕk = arg(κxpx + iκypy) [37]. For anisotropic SOC
(κx �= κy) the single-particle ground state lies in the
lower branch, and is twofold degenerate at k =

±mκxex (±mκyey) for |κx | > |κy | (|κx | < |κy |). On the
other hand the single-particle ground state is infinitely
degenerate on the Rashba ring of radius |p| = mκ in momen-
tum space for isotropic SOC (|κx | = |κy | ≡ κ).

For an interacting gas, depending on the interatomic
interaction strengths, the ground state phases are characterized
by the plane waves corresponding to the minima of the
single-particle dispersion. For g > g12, the ground state is a
single plane-wave (PW) state while for g < g12 the ground
state is a standing wave created by the superposition of two
plane waves carrying opposite momenta [37]. In the following
calculation, we shall work in the dimesionless units where
the length, time, and energy are scaled by ah = √

h̄/mω0,
1/ω0, and h̄ω0, respectively, with m the atomic mass and
ω0 the transverse trapping frequency. In the following, the
dimensionless interatomic interaction strengths and SOC
strengths are denoted by g̃ij and κ̃x,y , respectively.

Within the framework of mean-field theory, the dynamics
of Bose gases is determined by the Gross-Pitaevskii energy
functional E[�∗,�] = ˆ〈H 〉, where the Bose fields in Eq. (1)
are replaced by the complex classical-field wave functions,
�j = 〈�̂j 〉. The Gross-Pitaevskii equation, ih̄∂t�j = Lj�j ,
can be derived via the Hartree variational principle (see the
Appendix). For definiteness and to assure the validity of the
mean-field approach, we will consider anisotropic SOC and
focus on the PW state in what follows, which avoids the
degeneracies and ambiguities of scenarios with higher sym-
metry [15]. At zero temperature, the PW state wave function is
�0 = (�0

1 ,�0
2 )T = √

ne−iκ̃xx(1,1)T where we assume that the
condensation occurs at p = (−|κ̃x |,0) and n is the total particle
density. Furthermore, the PW state is characterized by a
nonvanishing pseudospin density, S = ∑

α,β �∗
ασ αβ�β , along

x direction, S0 = nex . To investigate the low-lying excitations,
we adopt the Bogoliubov formulation where the total wave
function is decomposed as �j = e−iμt e−iκ̃xx(�0

j + δ�j ) with
μ the chemical potential and δ�j the low-lying excitation. In-
serting δ�j = ∑

q(uq
j e

i(q·r−ωt) − v
q∗
j e−i(q·r−ωt))/

√
A, where

A is the area of system and ω is the excitation energy
of the mode with momentum q, into the Gross-Pitaevskii
equation yields the Bogoliubov–de Gennes equation (also see
the Appendix)

⎛
⎜⎜⎜⎜⎝

L0 − κ̃xqx −g̃n g̃12n + hsoc − κ̃2
x −g̃12n

g̃n −L0 − κ̃xqx g̃12n h∗
soc + κ̃2

x − g̃12n

g̃12n + h∗
soc − κ̃2

x −g̃12n L0 − κ̃xqx −g̃n

g̃12n hsoc + κ̃2
x − g̃12n g̃n −L0 − κ̃xqx

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

u
q
1

v
q
1

u
q
2

v
q
2

⎞
⎟⎟⎟⎠ = ω

⎛
⎜⎜⎜⎜⎝

u
q
1

v
q
1

u
q
2

v
q
2

⎞
⎟⎟⎟⎟⎠, (2)

whereL0 = q2/2 + g̃n + κ̃2
x , hsoc = κ̃xqx − iκ̃yqy , and u

q
j , v

q
j satisfy the normalization condition

∑
j |uq

j |2 − |vq
j |2 = 1. For the

fully anisotropic SOC (κ̃y = 0), Eq. (2) is solved with the two distinct energy dispersion relations of the excitation:

ω
q
t =

√(
ξ

q
t

)2 − (g̃ + g̃12)2n2, (3)

with ξ
q
t = q2/2 + (g̃ + g̃12)n and the eigenvector δ�

q
t ∼

(uq
t ,v

q
t ,u

q
t ,v

q
t )T;

ωq
r = −2qxκ̃x +

√(
ξ

q
r
)2 − (g̃ − g̃12)2n2, (4)

with ξ
q
r = q2/2 + (g̃ − g̃12)n + 2κ̃2

x and the eigenvector
δ�q

r ∼ (uq
r ,v

q
r , − u

q
r , − v

q
r )T.

Equation (3) represents a gapless mode corresponding to
the total-phase excitation that is immune to SOC. On the
other hand, Eq. (4) indicates a mode corresponding to the
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relative-phase spin excitation where the effect of SOC acts
to open a gap but also shift the minimum of the dispersion.
For nonvanishing κy the eigenenergies and eigenvectors can
be calculated numerically and the above conclusion remains
valid.

III. RESULTS AND DISCUSSIONS

To study the phase fluctuations in the spin-orbit-coupled
Bose gas, the Bose field can be expressed as [38]

�̂ =
(

�̂1(r′)
�̂2(r′)

)
= √

neiφ̂t(r′)
(

eiφ̂r(r′)

e−iφ̂r(r′)

)
, (5)

where φ̂t,r denote the total- and relative-phase operators,
respectively, and we have neglected the density fluctuations.
For small fluctuations, Eq. (5) can be expanded to the first
order which gives φ̂t,r = ∑

q[(U q
t,r +V q

t,r)α̂
q
t,r − H.c.]/2i

√
n,

where α̂
q
t,r (α̂q†

t,r ) is the annihilation (creation) operator that
destroys (creates) the excitation in the corresponding branch
ω

q
t,r and (U q

t,r,V
q
t,r) = (uq

t,r,v
q
t,r)e

iq·r/
√

A is the amplitude
of Bogoliubov excitation. In the linear approximation, the
total- and relative-phase operators are decoupled and can
be expressed in terms of the excitations δ�

q
t and δ�q

r ,
respectively. The two-point phase correlation functions are
given by

Gt,r(r′,r′′) = 〈eiφ̂t,r(r′)−iφ̂t,r(r′′)〉 = e−〈(�φt,r)2〉/2, (6)

where 〈· · · 〉 denotes the ensemble average and �φt,r =
φ̂t,r(r′) − φ̂t,r(r′′). The thermal average can be expressed in
terms of the Bogoliubov amplitudes

〈(�φt,r)
2〉 =

∫
d2q

πn

(
N

q
t,r + 1

2

)(
u

q
t,r + v

q
t,r

)2
sin2 q · r

2
, (7)

where N
q
t,r = 1/[exp(ωq

t,r/T ) − 1] is the Bose-Einstein distri-
bution function with T the temperature measured in units
of h̄ω0/kB . Due to translational invariance the averaged
phase fluctuations and the correlation function only depend
on the separation |r| = |r′ − r′′|. The Bogoliubov amplitudes
in the integrand are (uq

t + v
q
t )2 = [ξq

t + (g̃ + g̃12)n]/2ω
q
t and

(uq
r + v

q
r )2 = [ξq

r + (g̃ − g̃12)n]/2(ωq
r + 2κ̃xqx). The total-

phase fluctuation shown in Eq. (7) exhibits an infrared
divergence similar to that of a 2D scalar Bose gas. Accordingly,
the total-phase correlation function is shown in Fig. 4 in the
Appendix. In the thermodynamic limit it is expected that
the long-range correlation lim|r|→∞ e−〈(�φr)2〉/2 would be de-
stroyed by the total-phase fluctuations, leading to the BKT-type
physics which is characterized by the quasi-LRO as discussed
in Ref. [17]. The BKT transition temperature for the 2D scalar
Bose gas is given by T ∞

BKT,scalar = 2πh̄2n/{mkB ln[(380 ±
3)/g̃0]} with g̃0 the dimensionless interaction strength [39,40].
Comparing the excitation spectrum of the 2D scalar Bose gas
with the in-phase excitation energy ω

q
t , the BKT transition

temperature T ∞
BKT for the total-phase degree of freedom can

be estimated by replacing g̃0 with g̃ + g̃12. On the contrary
the fluctuation 〈(�φr)2〉 is suppressed due to the gapped
and anisotropic excitation energy, leading to the existence of
true LRO in the relative-phase correlation. The relative-phase
fluctuations evaluated from Eq. (7) are shown in Fig. 1.
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FIG. 1. Relative-phase fluctuations from Bogoliubov theory at
two different temperatures. Panels (a) and (d) show the relative-
phase fluctuations 〈(�φr)2〉 from Eq. (6) where the axes denote the
separations x = x ′ − x ′′ and y = y ′ − y ′′. A plateau is seen to develop
at large separation. The fluctuations 〈(�φr)2〉 are also shown in panels
(b) and (e) while panels (c) and (f) depict the correlation function Gr

from Eq. (7). The magenta (grey) lines are plotted along the x-axis
and black lines along the y-axis for panels (b), (c), (e), and (f). The
temperature is set to T/T ∞

BKT ≈ 0.44 for panels (a), (b), (c) and to
T/T ∞

BKT ≈ 1.33 for panels (d), (e), (f), and μ = 13, g̃12/g̃ = 0.9 and
(κ̃x ,κ̃y) = (1,0).

Plateaus of constant fluctuation and correlation are visible
at a separation |r| larger than ≈ 4 = 4κ̃−1

x ≈ 20ξ , where
ξ = 1/

√
2μ is the zero-temperature healing length in scaled

units. It is remarkable that the length scale for plateau
formation is independent of temperature while the magnitude
decreases with increasing temperature. Additionally, the effect
of anisotropic SOC appears in the spatial variation at short
length scales as clearly seen in Fig. 1.

To verify the analytical prediction, we numerically calculate
the first-order correlation functions by evolving the stochastic
projected Gross-Pitaevskii equation [33–36]

d�j = P{−iLj�jdt + �(μ −Lj )�jdt + dWj }, (8)

where P is the projection operator restricting the evolution to
the region of E < εcut, μ is the chemical potential, � is the
growth rate, and dWj is the complex white noise satisfying
the fluctuation-dissipation relation 〈dW ∗

j (r′,t)dWk(r′′,t)〉 =
2�T δ(r′,r′′)δjkdt . The phase correlation function of Eq. (6)
can be numerically computed via the expression Gt, r(r′,r′′) =
1
Ns

∑Ns

j=1 exp[iφt,r(r′,tj ) − iφt,r(r′′,tj )], where tj is a set of Ns

times at which the field is sampled after the system reaches
equilibrium [6,33]. In the numerical simulation, we consider
the parameters μ = 13, εcut ≈ 42, g̃12/g̃ = 0.9, and (κ̃x,κ̃y) =
(1,0) at various temperatures. To obtain an equilibrated sample
for calculating the correlation function, we let the system
evolve for a sufficiently long time (�1/�) and then take 103

samples to implement the averaging.
Figure 2 depicts the total-phase profile and correlation at

various temperatures. At low temperatures the total-phase ex-
hibits the periodic structure shown in Fig. 2(a), a consequence
of the PW state entailing the phase factor e−2iκ̃xx . At high
temperatures, the increasing thermal fluctuations smear out the
quasiperiodic structure in Fig. 2(a) and results in a fluctuating
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FIG. 2. Total phase from stochastic simulations of Eq. (8).
Panels (a) and (b) depict the snapshot of the total-phase profile
arg(�1) + arg(�2) at T/T ∞

BKT ≈ 0.44 and 1.33 respectively. The
correlation function Gt(|r′ − r′′|) is shown on a doubly-logarithmic
scale in panels (c) and (d). Dots represent numerical data and solid
lines are algebraic fits for the lower temperatures in panel (c) and
exponential fits in panel (d). The temperatures are T/T ∞

BKT ≈ 0.44
(blue, top), 0.67 (orange, middle), 0.78 (black, bottom) in panel (c),
and 1.33 (green, top), 1.56 (magenta, middle) and 1.78 (red, bottom)
in panel (d).

total-phase profile as shown in Fig. 2(b). Further analyses of
the total-phase correlation are shown in Figs. 2(c) and 2(d).
For T < T ∞

BKT, the results are consistent with algebraic decay
of the correlation function while for T > T ∞

BKT the correlation
function decays exponentially, a defining feature of the BKT
transition.

The relative-phase profiles and the correlation functions
are shown in Fig. 3. Unlike the total-phase case, thermal
fluctuations in relative-phase sector are suppressed in the
low-temperature regime, as shown in Fig. 3(a), and the
corresponding correlation function shown in Fig. 3(c) develops
a plateau structure at large separation, implying an established
LRO. On the other hand, the strong thermal fluctuations in
the high-temperature regime completely randomize the phase
distribution, leading to an exponentially decaying correlation
function, as shown in Fig. 3(d). The value of phase correlation
decreases with increasing temperature and eventually vanishes
for T > T ∞

BKT, as shown in Figs. 3(d) and 3(e). We note that
in Fig. 3(c) the correlation function exhibits oscillations at
small separation along the x direction. This qualitatively agrees
with the oscillations in Figs. 1(c) and 1(f), which can be
attributed to the anisotropic SOC. We note that the analytical
and numerical calculations for the LRO are in close agreement
at low temperatures, but inconsistent at high temperatures
where Bogoliubov theory is expected to be inapplicable. In
Figs. 1(f) and 3(d), the analytical calculation predicts a nonzero
value whereas the numerical one gives a zero value. This
discrepancy is attributed to the fact that Bogoliubov theory
is poorly justified outside the perturbative low-temperature
regime.
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FIG. 3. Relative phase from stochastic simulations. Panels (a)
and (b) depict the snapshots of the relative-phase profile arg(�1) −
arg(�2) at T/T ∞

BKT ≈ 0.44 and 1.33 respectively. The correlation
function Gr is plotted in panels (c) and (d) along the SOC direction.
While plateaus are reached in (c) for T/T ∞

BKT ≈ 0.44 (blue, top),
0.67 (orange, middle), 0.78 (black, bottom), the correlation function
quickly decays to zero for the higher temperatures T/T ∞

BKT ≈ 1.33
(green, solid line), 1.56 (magenta, dashed line) and 1.78 (red, dotted
line) in panel (d). Panel (e) shows the plateau values for the phase
correlation Gr(|x ′ − x ′′| → ∞) versus temperature.

We have shown that LRO does exist in the relative-phase
sector. But would it imply the existence of an otherwise
different form of BEC? To address this problem, we inspect the
single-particle density matrix (SPDM) for the two-component
system defined in analogy with the scalar BEC (see the Ap-
pendix). Retaining the phase fluctuations, the matrix elements
of the generalized SPDM can be presented as a 2-by-2 matrix:

ρ(r′, r′′) = n

⎡
⎣ e− 〈(�φt )2〉

2 − 〈(�φr )2〉
2 e− 〈(�φt )2〉

2 − 〈(�+φr )2〉
2

e− 〈(�φt )2〉
2 − 〈(�+φr )2〉

2 e− 〈(�φt )2〉
2 − 〈(�φr )2〉

2

⎤
⎦, (9)

where �+φr = φ̂r(r′) + φ̂r(r′′) (see the Appendix). The matrix
elements of Eq. (9) represent various correlations between
atomic fields at different locations, where the diagonal
elements denote the prototypal SPDMs corresponding to
components 1 and 2 respectively. Note that all matrix elements
in Eq. (9) contain the prefactor e−〈(�φt)2/2〉, which vanishes at
large distances. As a result, the off-diagonal long-range order
does not extend to the matrix elements of the SPDM implying
that there is no macroscopic eigenvalue and hence the 2D
spin-orbit-coupled Bose gas does not exhibit BEC, according
to a well-known criterion for BEC [41].
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As the orientation of local spin density S is determined by
the relative phase between the components of �̂, the LRO
discussed above manifests a “spin-spin” correlation. As far
as the PW phase is concerned, an anisotropic SOC is bound
to result in two degenerate lowest energy states characterized
by two counteroriented planar spins, ±S0, respectively. This
configuration features a 2D Ising-type ground state in the
relative-phase sector and is protected by the energy gap in
the dispersion, ωq

r . It exhibits LRO by spontaneously breaking
Z2 symmetry at finite temperatures. Our numerical simulations
suggests that the Ising-type and BKT transitions occur at the
same temperature T ∞

BKT, and the system simultaneously builds
up the quasi- and true LROs in the total- and relative-phase
sectors, correspondingly, when T < T ∞

BKT. It is interesting
to point out that a similar Ising-type phase transition was
predicted to arise in the 2D polar spin-1 condensate subject
to finite quadratic Zeeman energy [42]. For isotropic SOC, the
2D spin- 1

2 Bose gas was shown to undergo the BKT transition
at T = 0 [17,20], suggesting that at any nonzero temperatures
the LRO in the relative-phase sector would be destroyed by
the substantially intensified fluctuations due to the infinitely
degenerate ground state.

IV. CONCLUSIONS

We theoretically approach the problem of BEC phase
transition in a 2D Bose gas subjected to anisotropic SOCs.
By pinpointing the behavior of correlation functions, we
verify that the total phase undergoes a conventional BKT
transition, characterized by quasi-LRO, whereas the relative
phase undergoes an Ising-type transition establishing true
LRO.

It should be noted that we have used a generic SOC
Hamiltonian in our model rather than the experimentally
realized one which has different orientation to the spin-
quantization axis and contains extra Rabi and Zeeman terms
[9]. Nonetheless, 2D generalization of the spin-orbit-coupled
Bose gas in Ref. [9] is shown to possess excitation spectra
similar to those in our case [43], and this promises to observe
the described phenomena in our study.

Finally, we briefly account for the idea of probing the hidden
LRO in the relative phase by means of atomic interferometry.
After the optical pumping by a π/2 pulse [44,45], the resultant
density of each component becomes

n± = 1
2 (�1 ± �2)∗(�1 ± �2). (10)

The relative phase φr can be extracted from the density fringes
f which is expressed in terms of n±,

j = n+ − n−
2(n+ + n−)

≈ 1

2
cos φr. (11)

The information of the relative phase can be measured through
j and the relative-phase correlation can be evaluated.
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APPENDIX

Bogoliubov–de Gennes equation. In the the mean-field
approximation, the energy functional of the spin-orbit-coupled
2D Bose gas is

E[�∗,�] =
∫ [

�∗
(

− h̄2

2m
∇2 + κxp̂xσ̂x + κyp̂yσ̂y

)
�

+g11

2
|�1|4 + g22

2
|�2|4 + g12|�1|2|ψ2|2

]
d2r,

(A1)

where � = (�1,�2)T, κx,y are the strengths of SOC, σ̂x,y

are the Pauli matrices, and gij are the nonlinear interaction
strengths. In the following, we consider the case g11 = g22 ≡
g. The dynamics is described by the GP equation which can
be derived via the Hartree variational principle ih̄∂t�j =
δE/δ�∗

j = Lj�j with Lj the GP evolution operator which
takes the form

ih̄∂t�1 =
(−h̄2

2m
∇2 + gρ1 + g12ρ2

)
�1

+
(

h̄

i
κx∂x − h̄κy∂y

)
�2,

ih̄∂t�2 =
(−h̄2

2m
∇2 + gρ2 + g12ρ1

)
�2

+
(

h̄

i
κx∂x + h̄κy∂y

)
�1, (A2)

where ρj = |�j |2 is the density of j th component. In the
following calculation, we shall work in the dimensionless
units that the length, time, and energy are scaled by ah =√

h̄/mω0, 1/ω0, and h̄ω0, respectively, with m the atomic
mass and ω the transverse trapping frequency. In the following,
the dimensionless interatomic interaction strengths and SOC
strengths are denoted by g̃ij and κ̃x,y , respectively.

For g > g12, the ground state is a single plane-wave (PW)
state while for g < g12 the ground state is the standing-wave
state which is the superposition of two plane waves carrying
two opposite momenta [37]. Here we focus on the PW state
only that the ground-state wave function is �0 = (�0

1 ,�0
2 )T =√

ne−iκ̃xx(1,1)T where we assume the condensation at p =
(−|κ̃x |,0). To investigate the low-lying excitations, we adopt
the Bogoliubov formulation that the total wave function
is decomposed as �j = e−iμt e−iκ̃xx(�0

j + δ�j ) with μ the
chemical potential and δ�j the low-lying excitation. We
substitute the Bogoliubov decomposition into Eq. (A2) and
retain the correction up to the first order. As a result, the
chemical potential is determined by the zeroth-order equation

μ = (g̃ + g̃12)n − κ̃2
x

2
, (A3)
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and the first-order equation takes the form

i∂t δ�1 =
(−∇2

2
+ iκ̃x∂x + 2g̃n + g̃12n + κ̃2

x

2
− μ

)
δ�1 + g̃nδ�∗

1 + g̃12nδ�2 + g̃12nδ�∗
2 +

(
κ̃x

i
∂x − κ̃y∂y

)
δ�2 − κ̃2

x δ�2,

i∂t δ�2 =
(−∇2

2
+ iκ̃x∂x + 2g̃n + g̃12n + κ̃2

x

2
− μ

)
δ�2 + g̃nδ�∗

2 + g̃12nδ�1 + g̃12nδ�∗
1 +

(
κ̃x

i
∂x + κ̃y∂y

)
δ�1 − κ̃2

x δ�1.

(A4)

Expanding the deviation as δ�j = ∑
q(uq

j e
i(q·r−ωt) − v

q∗
j e−i(q·r−ωt))/

√
A with A the area of the system and ω the excitation

energy of the mode with momentum q and substituting into Eq. (A4) yields the Bogoliubov–de Gennes equation⎛
⎜⎜⎜⎜⎝

L0 − κ̃xqx −g̃n g̃12n + hsoc − κ̃2
x −g̃12n

g̃n −L0 − κ̃xqx g̃12n h∗
soc + κ̃2

x − g̃12n

g̃12n + h∗
soc − κ̃2

x −g̃12n L0 − κ̃xqx −g̃n

g̃12n hsoc + κ̃2
x − g̃12n g̃n −L0 − κ̃xqx

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

u
q
1

v
q
1

u
q
2

v
q
2

⎞
⎟⎟⎟⎟⎠ = ω

⎛
⎜⎜⎜⎜⎝

u
q
1

v
q
1

u
q
2

v
q
2

⎞
⎟⎟⎟⎟⎠, (A5)

whereL0 = q2/2 + g̃n + κ̃2
x , hsoc = κ̃xqx − iκ̃yqy , and u

q
j ,v

q
j

satisfy the normalization condition
∑

j |uq
j |2 − |vq

j |2 = 1. For
the fully anisotropic SOC (κ̃y = 0), Eq. (A5) can be diagonal-
ized analytically which yields two distinct dispersion relations
for the excitation modes:

ω
q
t =

√(
ξ

q
t

)2 − (g̃ + g̃12)2n2, (A6)

ωq
r = −2qxκ̃x +

√(
ξ

q
r
)2 − (g̃ − g̃12)2n2 (A7)

with the corresponding eigenvectors

δ�
q
t = 1

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

√
ξ

q
t

ω
q
t

+ 1√
ξ

q
t

ω
q
t

− 1√
ξ

q
t

ω
q
t

+ 1√
ξ

q
t

ω
q
t

− 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, δ�q
r = 1

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

√
ξ

q
r +ω

q
r +2qx κ̃x

ω
q
r +2qx κ̃x√

ξ
q
r −ω

q
r −2qx κ̃x

ω
q
r +2qx κ̃x

−
√

ξ
q
r +ω

q
r +2qx κ̃x

ω
q
r +2qx κ̃x

−
√

ξ
q
r −ω

q
r −2qx κ̃x

ω
q
r +2qx κ̃x

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(A8)

where ξ
q
t = q2/2 + (g̃ + g̃12)n

and ξ
q
r = q2/2 + (g̃ − g̃12)n +

2κ̃2
x . The bosonic field can be expressed in the form

[38]

�̂(r) =
(

�̂1(r)

�̂2(r)

)
= eiφ̂t(r)

( √
n + δn1(r)eiφ̂r(r)

√
n + δn2(r)e−iφ̂r(r)

)
, (A9)

where φ̂t(r) and φ̂r(r) are respectively the total and relative
phase fluctuations. Therefore for small fluctuations we have
[expanding Eq. (A9) to first order]

φ̂t ≈ 1

4in1/2
[(δ�̂1 − δ�̂

†
2) − H.c.],

φ̂r ≈ 1

4in1/2
[(δ�̂1 − δ�̂2) − H.c.], (A10)

where φ̂t(r) and φ̂r(r) are Hermitian operators. In the linear
approximation, the total and relative phase operators are
decoupled and can be respectively expressed in terms of the

excitations δ�
q
t and δ�q

r , by writing δ�̂
q
t = (δ�̂q

1, t, δ�̂
q
2, t)

T

and δ�̂
q
r = (δ�̂q

1, r, δ�̂
q
2, r)

T
. Express the fluctuations as

δ�̂1, t(r) = δ�̂2, t(r) = 1√
A

∑
q

[
u

q
t e

iq·rα̂q
t − v

q∗
t e−iq·rα̂q

t
†]

=
∑

q

[
U q

t (r)α̂q
t −V q∗

t (r)α̂q
t
†],

δ�̂1, r(r) = −δ�̂2, r(r) = 1√
A

∑
q

[
uq

r e
iq·rα̂q

r − vq∗
r e−iq·rα̂q

r
†]

=
∑

q

[
U q

r (r)α̂q
r −V q∗

r (r)α̂q
r
†], (A11)

where (uq
t ,v

q
t ) = (

√
ξ

q
t

ω
q
t

+ 1,

√
ξ

q
t

ω
q
t

− 1), (uq
r ,v

q
r ) =

(
√

ξ
q
r +ω

q
r +2qx κ̃x

ω
q
r +2qx κ̃x

,

√
ξ

q
r −ω

q
r −2qx κ̃x

ω
q
r +2qx κ̃x

), α̂
q
t,r (α̂q

t,r
†) is the

annihilation (creation) operator that destroys (creates)
the excitation in the corresponding branches ω

q
t,r, and

(U q
t,r,V

q
t,r) = (uq

t,r,v
q
t,r)e

iq·r/
√

A.
The two-point phase correlation functions are given by

Gt,r(r′,r′′) = 〈eiφ̂t,r(r′)−iφ̂t,r(r′′)〉 = e−〈(�φt,r)2〉/2, (A12)

|r'-r''|
100 101

G
t(|

r'-
r''

|)

10-0.7

10-0.5

10-0.3

10-0.1

FIG. 4. Total-phase correlation functions based on Eq. (A12).
Blue (top) and red (bottom) dots indicate the total-phase correlation
functions evaluated at temperatures T/T ∞

BKT ≈ 0.44 and 1.33 respec-
tively. The linearity of the curves implies a power-law behavior.
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where 〈· · · 〉 denotes the ensemble average and �φt,r =
φ̂t,r(r′) − φ̂t,r(r′′). The thermal average can be expressed in
terms of the Bogoliubov amplitudes

〈(�φt,r)
2〉 =

∫
d2q

πn

(
N

q
t,r + 1

2

)(
u

q
t,r + v

q
t,r

)2
sin2 q · r

2
,

(A13)

where N
q
t,r = 1/(eω

q
t,r/T − 1) is the Bose-Einstein distri-

bution function, T is the temperature measured in
units of h̄ω0/kB , r = r′ − r′′, and (uq

t + v
q
t )2 = [ξq

t +
(g̃ + g̃12)n]/2ω

q
t and (uq

r + v
q
r )2 = [ξq

r + (g̃ − g̃12)n]/2(ωq
r +

2κ̃xqx). Evidently, the total-phase correlation functions so
obtained are nothing but precisely the case of a 2D scalar
Bose gas, which entails a power-law decay irrespective of

temperature [38], as shown in Fig. 4 where the functions are
plotted on a doubly logarithmic scale.

Density matrix. For quasicondensates, the density fluctu-
ation is negligible that the density matrix can be expressed
as

ρ(r′, r′′) = n

[
〈ei[φ1(r′)−φ1(r′′)]〉 〈ei[φ1(r′)−φ2(r′′)]〉
〈ei[φ2(r′)−φ1(r′′)]〉 〈ei[φ2(r′)−φ2(r′′)]〉

]

= n

[
e−〈�φ2

1 〉/2 e−〈�φ2〉/2

e−〈�φ2〉/2 e−〈�φ2
2 〉/2

]
, (A14)

where φ̂j = φ̂t + (−1)j−1φ̂r, �φj = φj (r′) − φj (r′′), and
�φ = φ1(r′) − φ2(r′′). Accordingly, the phase fluctuations are
explicitly expressed as

(�φ1)2 = (�φt)
2 + (�φr)

2 + 2[φ̂t(r′)φ̂r(r′) + φ̂t(r′′)φ̂r(r′′) − φ̂t(r′)φ̂r(r′′) − φ̂t(r′′)φ̂r(r′)],

(�φ2)2 = (�φt)
2 + (�φr)

2 − 2[φ̂t(r′)φ̂r(r′) + φ̂t(r′′)φ̂r(r′′) − φ̂t(r′)φ̂r(r′′) − φ̂t(r′′)φ̂r(r′)],

(�φ)2 = (�φt)
2 + (φ̂r(r′) + φ̂r(r′′))2 + 2[φ̂t(r′)φ̂r(r′) − φ̂t(r′′)φ̂r(r′′) − φ̂t(r′)φ̂r(r′′) + φ̂t(r′′)φ̂r(r′)]. (A15)

Equation (A14) can be simplified as

ρ(r′, r′′) = n

[
e−〈(�φt)2/2〉e−〈(�φr)2/2〉 e−〈(�φt)2/2〉e−〈(�+φr)2/2〉

e−〈(�φt)2/2〉e−〈(�+φr)2/2〉 e−〈(�φt)2/2〉e−〈(�φr)2/2〉

]
, (A16)

where �+φr = φ̂r(r′) + φ̂r(r′′) and the full density matrix
consists of block matrices. The ensemble average of the
cross terms in Eq. (A15) vanish since 〈α̂q

t α̂
q
r 〉 = 〈α̂q†

t α̂
q
r 〉 =

〈α̂q†
t α̂

q†
r 〉 = 〈α̂q

t α̂
q†
r 〉 = 0. Following the same procedure of

deriving Eq. (A13), the expectation value of (�+φr)2 is

〈(�+φr)
2〉 =

∫
d2q

πn

(
Nq

r + 1

2

)(
uq

r + vq
r

)2
cos2 q · r

2
,

(A17)

where 〈(�+φr)2〉 is maximized at r = 0. Therefore in the
thermodynamics limit, the off-diagonal elements of the block
matrices vanishes when |r′ − r′′| → ∞ since all the block
matrices contain the same prefactor e−〈(�φt)2/2〉 which would
destroy the off-diagonal LRO. The absence of off-diagonal
LRO of the full density matrix Eq. (A14) indicates that the 2D
SO-coupled Bose gas could not undergo the Bose-Einstein
condensation even though the relative-phase sector could
possess a true long-range order.
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[28] B. M. Anderson, G. Juzeliūnas, V. M. Galitski, and I. B.
Spielman, Phys. Rev. Lett. 108, 235301 (2012).

[29] B. M. Anderson, I. B. Spielman, and G. Juzeliūnas, Phys. Rev.
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