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We theoretically investigate charge migration following prompt double ionization. Thereby, we extend the
concept of correlation-driven charge migration, which was introduced by Cederbaum and coworkers for single
ionization [Chem. Phys. Lett. 307, 205 (1999)], to doubly ionized molecules. This allows us to demonstrate
that compared to singly ionized molecules, in multiply ionized molecules, electron dynamics originating from
electronic relaxation and correlation are particularly prominent. In addition, we also discuss how these correlation-
driven electron dynamics might be evidenced and traced experimentally using attosecond transient absorption
spectroscopy. For this purpose, we determine the time-resolved absorption cross section and find that the correlated
electron dynamics discussed are reflected in it with exceptionally great detail. Strikingly, we find that features in
the cross section can be traced back to electron hole populations and time-dependent partial charges and hence,
can be interpreted with surprising ease. By taking advantage of element-specific core-to-valence transitions even
atomic spatial resolution can be achieved. Thus, with the theoretical considerations presented, not only do we
predict particularly diverse and correlated electron dynamics in molecules to follow prompt multiple ionization

but we also identify a promising route towards their experimental investigation.

DOLI: 10.1103/PhysRevA.95.053411

I. INTRODUCTION

The dynamics of electrons govern elementary processes
such as chemical reactions and charge transport in molecules,
biological systems, and solid-state samples. The observation
and understanding of these processes is the central goal of
ultrafast science. With the advent of attosecond pulses, it
is becoming possible to steer and to probe these electron
dynamics on their natural timescale [1,2]. In this context,
of particular interest is charge migration which represents a
potentially ultrafast and efficient first step of a charge transfer
which can occur even prior to the onset of a significant
nuclear motion. Charge migration in molecules can take place
whenever a coherent superposition of multiple electronic states
is prepared. So far, this has been achieved by ionization with at-
tosecond pulses [3] and by strong-field ionization [4] whereby
the dynamics triggered could be well understood on the basis of
a single active particle picture. Still an outstanding issue of at-
tosecond physics is correlation-driven charge migration [5,6]
representing a charge transfer mechanism that occurs solely
due to electron correlation and orbital relaxation. The experi-
mental demonstration of the process, however, is still lacking.

In this context, we address two unresolved aspects:
First, we present a so far outstanding extension of the
concept of correlation-driven charge migration [S] towards
multiply ionized molecules. This allows us to demonstrate the
particular prominence of a specific class of correlation-driven
processes that can follow the emission of multiple electrons
but which are absent in singly ionized closed-shell molecules.
These pure electron dynamics discussed can occur in many
situations in which multiple electrons are promptly removed
from a molecule, i.e., when the electron removal occurs during
a time span that is short compared to the dynamical timescales
associated with valence excitations. Such situations can be the
consequence of attosecond ionization which can be induced
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by either attosecond light pulses or by strong-field ionization
[7-9]. Importantly, prompt removal of multiple electrons can
also be the result of electronic decay processes that follow for
instance inner-shell ionization. Core-hole lifetimes associated
with secondary electron emission are usually on the order
of a few femtoseconds and can be as short as a few hundred
attoseconds. Therefore, also secondary electron emission in
the course of an electronic decay can represent a prompt double
ionization event which will be ensued by the kind of electron
dynamics that are discussed in this work. The second aspect
discussed concerns the experimental tracing of such often
rather involved electron dynamics that are due to electron
correlation and relaxation. In light of the availability of
attosecond pulses, the detection and experimental investigation
of correlation-driven electron dynamics can be anticipated
for the near future. However, even for simple systems,
the interpretation of attosecond experiments is usually
complicated [10]. Therefore, the tracing of correlated electron
dynamics in molecules appears currently still an outstanding
problem. Here, we address this important issue constructively
by presenting theoretical predictions concerning attosecond
transient absorption spectroscopy (ATAS) applied to correlated
electron dynamics in a molecule. With this, we provide
evidence that ATAS is particularly suitable for this objective.

Among those techniques which have been proposed for
monitoring ultrafast electron dynamics [11-16], ATAS [7,17-
19] stands out since it combines high spectral and high
temporal resolution. So far, it has already been successfully
applied to the electron dynamics in atoms [7,17,20-23] as
well as to the dynamics in solid state systems [24,25]. An
application to correlated electron dynamics in polyatomic
molecules, however, has not yet been conducted and it has
not been clear to which extent ATAS can be used to gain
insight into correlation-driven dynamics which can be rather
complex involving very many electronic states.

©2017 American Physical Society
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Here, we demonstrate that when spectrally resolved, the
time-resolved absorbance allows surprisingly intuitive and
highly detailed insight into correlated electron dynamics in
molecules. Concretely, we demonstrate that features in the
ATA spectra can be directly related to quantities such as partial
charges and orbital populations so that intuitive insight into
the valence electron dynamics can be obtained. Remarkably,
we find that ATAS allows one to differentiate dynamics that
originate from different excitation classes and thus offers
exceptionally detailed insight. Moreover, when the element
specificity of core-to-valence transitions can be exploited,
even atomic spatial resolution can be achieved. Hence, for
molecules for which this is possible, charge transfer processes
can be traced in real space.

These very promising results concerning ATAS applied
to involved electron dynamics in molecules, we identify a
promising route for future experiments and theoretical studies
aiming at the real-time dynamics of ultrafast charge transfer
processes triggered by electron correlation as well as nuclear
motion [26].

II. CORRELATION-DRIVEN CHARGE MIGRATION
FOLLOWING DOUBLE-IONIZATION

Charge migration following ionization can be triggered
by short ionizing light pulses, which prepare the ion in a
coherent superposition of several electronic states. For closed-
shell molecules, which represent the vast majority of stable
molecules, the ground state can usually be well approximated
by the Hartree-Fock determinant so that ionization caused by
a perturbation that is represented by a one-particle operator
such as light, predominantly prepares a superposition of
one-hole (1H) configurations, i.e., states that result from the
annihilation of an electron from a Hartree-Fock orbital from
the Hartree-Fock ground-state determinant.

Notably, those 1H configurations that represent states, in
which the hole is in an outer-valence orbital, are usually
excellent approximations to exact eigenstates of the ionic
Hamiltonian. This is due to the fact that 1H configurations are
not directly coupled with each other and that situations where
outer-valence 1H configurations are significantly coupled to
higher excitation classes [27,28] are rather the exception
than the rule [6,29-33]. As a consequence, outer-valence
single ionization of closed-shell molecules typically initiates
dynamics of a single (quasi-) particle, i.e., a single electron
hole.

Inner-valence 1H configurations, however, are usually sig-
nificantly coupled by the residual electron-electron interaction,
i.e., the difference of the mean-field potential associated
with the Hartree-Fock ground state and the bare Coulomb
interaction, to the two-hole one-particle (2H1P) configurations
[6,29-33] so that inner-valence ionization can be followed by
dynamics involving more than a single particle, which can
usually not be described by single-determinant approaches.

In this work, we extend this concept of correlation-driven
charge migration to the dynamics that follow double ion-
ization. Therefore, we consider the field-free time evolution
of two-hole configurations, i.e., states that result from the
annihilation of two electrons from Hartree-Fock orbitals from
the Hartree-Fock ground state. The electron dynamics that

PHYSICAL REVIEW A 95, 053411 (2017)

follow the preparation of such a state are solely due to the
residual electron-electron interaction. It is important to note
that since the Schrodinger equation is a linear equation, the
mechanisms described are still operating when an ionization
process (e.g., two-photon absorption or secondary electron
emission associated with a molecular Auger decay) prepares a
superposition of 2H configurations. Therefore, the conclusions
drawn from our calculations are not exclusively valid for the
initial states considered, but they apply to coherent electron
dynamics following double ionization in general. Importantly,
in contrast to 1H configurations, the residual electron-electron
interaction couples 2H configurations directly. Namely, the
off-diagonal Hamiltonian matrix elements of 2H configura-
tions are given by Coulomb integrals that can be identified as
the repulsive Coulomb interaction of two electron holes.

Note that these kinds of processes, which arise from this
hole-hole interaction, are specific to multiply ionized systems;
in singly ionized closed-shell molecules, they are absent. It is
important to note that they give rise to a particular promi-
nence of correlation-driven electron dynamics in multiply
ionized molecules. As demonstrated in the following, this is
manifested by the fact that the prompt removal of multiple
electrons from outer-valence orbitals can initiate diverse and
correlated electron dynamics. As in singly ionized molecules,
the residual electron-electron interaction can also cause the
promotion of electrons to initially unoccupied orbitals giving
rise to additional dynamics. For low ionization energies, this is
predominantly due to the coupling of the 2H configurations to
the three-hole-one-particle (3H1P) configurations. To provide
a transparent picture of the diverse dynamics that are driven
by the residual electron-electron interaction, we perform two
kinds of calculations—one concerning the dynamics that are
solely driven by the hole-hole repulsion. For this purpose, the
time-dependent electronic wave function is expanded in terms
of 2H configurations:

W) =Y aij(t)cic;| D). )
i<j

Here, ¢;,c; denote annihilation operators of Hartree-Fock spin
orbitals and |®() denotes the Hartree-Fock ground state of the
neutral closed-shell molecule. In a second kind of calculation,
the promotion of an electron to initially unoccupied orbitals is
incorporated. For this purpose, we expand the wave function
in terms of the 2H configurations and the 3H1P configurations:

(@) =) aij(t)cic;|Po)

i<j
+ )Y o sckeicil o). 2)
a i<j<k

The propagation in time of the initial states considered was
performed with the exact field-free Hamiltonian restricted
to the respective configuration space. Details concerning the
numerical treatment are described in the Appendix.

III. ATTOSECOND TRANSIENT ABSORPTION
SPECTROSCOPY

ATAS is based on the transmission of a spectrally broadband
attosecond probe pulse with central photon energies suitable

053411-2



CORRELATION-DRIVEN CHARGE MIGRATION FOLLOWING ...

for the excitation of an electron from an inner shell to the
valence shell. After the transmission through the sample under
investigation, the pulse is spectrally dispersed and analyzed.
This allows one to monitor the valence electron dynamics with
both high temporal and high spectral resolution. When applied
to molecules, strong atomic localization of the inner-shell
orbitals and element-specific inner-shell orbital energies make
atomic resolution possible [16,34]. In the work presented,
the theoretical ATA spectra are obtained by following the
procedure given in Ref. [35] in the short-pulse approximation
(i.e., the probe pulse is assumed to be a § pulse). Assuming
unaligned molecules, we consider an orientation-averaged
cross section. Details concerning the numerical treatment are
given in the Appendix. As a specific example, we consider the
C,H,4BrI molecule. Since the iodine-4d to valence transitions
and the bromine-3d to valence transitions are energetically
well separated, ATAS allows for this molecule insight into
the valence electron dynamics with atomic spatial resolution.
That is, the dynamics that occur locally at the iodine and
bromine atoms, respectively, can be resolved. In the ATA
spectra presented in the following, features that occur at photon
energies in the region from 46-67 eV involve only final
states that are associated with the promotion of an electron
from an iodine-4d-type orbital to the valence shell. As in
Ref. [36] where a similar molecule is subject to core-to-
valence spectroscopy, we refer to this spectral region as the
iodine window. For the same reason, the region of 67-80 eV
is referred to as the bromine window, since there only
transitions to final states are relevant that are associated with
the promotion of an electron from the bromine-3d-type inner
shell to the valence shell.

IV. SPECIFIC EXAMPLES

In the following, aspects regarding correlation-driven dy-
namics in doubly ionized molecules and their manifestation in
the time-resolved absorption cross section are exemplified con-
sidering correlation-driven processes in the C,H4BrlI dication.

A. Outer-valence double ionization

First, we consider electronic wave packets produced via
outer-valence double ionization. Specifically, the situation is
considered where two electrons are suddenly removed from
the highest occupied molecular orbital (HOMO) of C,Hy4Brl.
In the calculations artificially restricted to the two-hole
configuration subspace, the resulting dynamics are governed
by the coherent superposition of two dicationic eigenstates
(see Fig. 1):

W (1)) = 0.74 x e B W) 4+ 0.57 x e "B |W,) ..

3)
with E; — E, = 1.58eV. Both states are superpositions of
mostly two spin-adapted singlet 2H configurations:

V) = 0.74 x JHOMO,HOMO)
+0.51 x |[HOMO,HOMO —6)... 4)

|W,) = 0.57 x [HOMO,HOMO)
—0.69 x [HOMO,HOMO — 6)....  (5)
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FIG. 1. (a), (b) Spectral decomposition (thick, red bars) of the 2H
configuration, in which both holes are in the HOMO orbital, within
the respective approximation. (a) Only the subspace spanned by the
2H configurations is considered. (b) The 3HIP configurations are
included in the calculation. Thin, gray bars represent the weight of
2H configurations in the dicationic eigenstates. (d), (e) Isosurfaces of

the molecular orbitals most prominently involved in the dynamics.

That is, the dynamics are associated with oscillatory hole
populations of the HOMO and the HOMO-6. Noting that the
HOMO is primarily localized at the iodine atom whereas the
HOMO-6 is mostly localized at the C,Hy4 group [see Fig. 1(e)],
the dynamics correspond to an oscillation of a hole between
the iodine atom and C,H, group with a period of ~2.6 fs.
This charge oscillation driven by the hole-hole interaction is
reflected in the time-resolved absorption cross section in the
iodine window [see Fig. 2(a)]. In fact, integration of the cross
section over the iodine window (~46—67 eV) yields a quantity
that is proportional to the partial charge of the iodine atom
(see Fig. 3). In the bromine window (~67-80 eV), however,
no signal is observable, reflecting the fact that the charge
dynamics are restricted to the iodine atom and the C,Hy group.

Remarkably, when including particle-hole excitations in
the calculation, it becomes apparent that even though the
electrons are removed from the outer-valence shell where these
processes are typically assumed to be of minor importance
[6,29-33], they noticeably affect the dynamics [see Fig. 1(b)
and Fig. 2(b)] and give rise to prominent additional features
in the time-resolved absorption cross section. Besides the
dominant feature at ~53 eV, which is already present when
the calculations are restricted to the 2H subspace, at ~61 eV
and ~77 eV new features arise [see Fig. 2(b)]. The feature
at 61 eV is within the iodine window (~46-67 eV) and
therefore can be related to charge dynamics at the iodine
atom. As the feature at ~53 eV, it is a result of the
coherent population of the two most prominently populated
states.

In contrast to the feature at ~53 eV, which reflects the
hole dynamics that originate from the hole-hole repulsion,
however, it monitors the charge dynamics that are associated
with the 3HIP component of the wave function. This is
indicated by the fact that the final states involved in the feature
are predominantly constituted by 3H1P configurations (i.e.,

053411-3



HOLLSTEIN, SANTRA, AND PFANNKUCHE

80

bromine window

absorption cross section (Mb)

q‘qinF window

46

01 2 3 4 5 6 7 8 9 10
time (fs)
(@)

PHYSICAL REVIEW A 95, 053411 (2017)

"% 24
e}
£ )
H
o 203
—_ = C
d 5 |12
> 1la ]
g _ 22
wn
53 2 o
c o 8 v
g = 5
[e] = =
< 56 ° 435
c —
L= 1<)
-8 o &
©
- -4
46012345678910
time (fs)
(b)

FIG. 2. The time-resolved absorption cross section for the situation where at t = 0, the 2H configuration is prepared in which both holes
are in the HOMO. (a) In the calculation, only the subspace spanned by the 2H configurations is taken into account. (b) 3H1P configurations

are included in the calculation.

the weight of 3HIP configurations in these final states is
larger than >0.9). Moreover, it reflects the time-dependence
of the iodine partial charge that is obtained from the 3H1P
component of the wave function (see Fig. 4). The feature in
the bromine window at ~77 eV can be related to a coherent
superposition of the most prominently populated state with
a double ionization potential (DIP) of 27.7 eV and a group
of dicationic states with dominant 3H1P character (i.e., the
weight of 3H1P configurations in these states is larger than
0.9) and DIPs on the order of ~34.5 eV. The associated energy
difference of 6.7 eV is manifested in the oscillation of the cross
section with a period of ~610 as. Hence, this signal at 77 eV
is caused by the charge dynamics that occur locally at the
bromine atom resulting from particle-hole excitations.
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FIG. 3. The time-dependent partial charges (dashed lines) ob-
tained by Lowdin population analysis [37] in units of the elementary
positive charge and the cross section o in arbitrary units integrated
over selected spectral regions (solid lines with markers) perfectly
reflecting the hole charge dynamics (see text).

B. Inner-valence double ionization

When electrons are emitted from inner-valence orbitals,
particle-hole excitations dominate the subsequent electron
dynamics in the ionic system. For single ionization, this
situation has been termed “breakdown of the molecular orbital
picture of ionization” [38,39], which is characterized by the
population of many ionic eigenstates with rather low 1H
weight. In the following, we consider the analogous situation
for double ionization (see, for instance, Ref. [40]) realized by
a sudden removal of two electrons from the HOMO-5 [see
Fig. 5(a)]. The hole population dynamics [see Fig. 5(b)] that
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FIG. 4. The time-dependent difference iodine partial charge A Q
[AQ = Q(t) — Q(r = 0); Q denotes here the iodine partial charge
determined by Lowdin population analysis] obtained from the
3H1P component (dashed, green curve) and, respectively, the 2H
component (solid, blue curve) of the coherent superposition of the
two dicationic eigenstates that are predominantly populated when the
2H configuration is prepared in which both holes are in the HOMO-5
orbital.
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FIG. 5. (a) Spectral decomposition (thick, red bars) of the spin-
adapted two-hole configuration in which both electron holes are
in the HOMO-5 orbital ((HOMO — 5,HOMO-5)) and the weight
of the 2H configurations in the dicationic singlet eigenstates (thin,
gray bars). (b) The time-dependent populations of Hartree-Fock
orbitals by electron holes following the preparation of the state
|[HOMO — 5,HOMO-5). (c)—(f) The isosurfaces of the molecular
orbitals most prominently populated by electron holes in the course
of these dynamics, cf. (b).

follow the preparation exhibit a repopulation of the HOMO-5
by an electron, an according depopulation of the HOMO-1
and HOMO-2 on a few-fs timescale (~5 fs) and a very fast
depopulation of the HOMO-4 within only 300 as. These
dynamics can be observed in the time-resolved absorption
cross section (see Fig. 6). The HOMO-5 is delocalized
throughout the whole molecule [see Fig. 5(f)] so that its
depopulation can be observed at photon energies in both the
iodine window at ~56 eV and the bromine window at ~72 eV.
It turns out that the cross section integrated from 55-60 eV
and from 70-72 eV, respectively, shows a similar trend as
the hole population of the HOMO-5. However, as shown

bromine window

S
absorption cross section (Mb)

1 ’iodine window

%1 2 3 45 6 7 8 9 10
time (fs)

FIG. 6. The time-resolved absorption cross section for the situa-
tion where at t = 0, the two-hole configuration is prepared in which
both holes are in the HOMO-5. Particle-hole excitations are taken into
account. Black bars at the right side of the panel reflect the weight of
the transitions involved.
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FIG. 7. The time-resolved absorption cross section ¢ in arbitrary
units (see Fig. 6) integrated over selected spectral regions (blue, solid
curve) and time-dependent hole populations (red, dotted curves) for
the situation where at ¢ = 0, the two-hole configuration is prepared
in which both holes are in the HOMO-5. The time-dependent
populations of Hartree-Fock orbitals by electron holes are reflected
in the piecewise integrated absorption cross section (see text).

in Fig. 7(c) and Fig. 7(d) excellent agreement is obtained
in both cases rather with the sum of the hole populations
of the HOMO-5 and the HOMO-4 and not solely the hole
population of the HOMO-5. This can be attributed to the very
similar character of these two orbitals. That is, both orbitals
are completely delocalized throughout the whole molecule so
that both orbitals have large overlap with both the bromine and
the iodine atom.

In contrast, the HOMO-1 and the HOMO-2 can be distin-
guished since the HOMO-1 is almost exclusively localized
at the iodine atom whereas the HOMO-2 is localized at
the bromine atom. Their populations are correlated with the
features in the ATA spectrum at ~52 eV and at ~73 eV,
respectively. The very prominent population of the HOMO-1
is proportional to the absorption cross section integrated over
the very prominent feature at 50-54 eV whereas the population
of the HOMO-2 is proportional to the cross section integrated
from 72-75 eV (see Fig. 7).

Remarkably, while the complicated substructure of the fea-
ture at ~50-54 eV reflects the involvement of many dicationic
eigenstates and rather complicated electron dynamics, the hole
dynamics can rather simply be extracted from the ATA spectra.
In this context, it should be noted that in an experiment, the
substructure is likely to be subject to broadening due to nuclear
motion [41]; information about the hole dynamics, however,
might be still obtained by integration over the feature.

Notably, features associated with the emission of radiation
(i.e., features where the absorption cross section is negative)
known from atomic ATA spectra [35] are missing. This appears
to be related to the involvement of very many transitions with
only slightly different transition energies. The overlap of these

053411-5



HOLLSTEIN, SANTRA, AND PFANNKUCHE

many lifetime-broadened transition lines apparently causes a
primarily positive cross section.

To conclude, we have demonstrated that in contrast to single
ionization, for double ionized molecules, correlation-driven
charge migration is particularly prominent, and exceptionally
rich electron dynamics can already follow outer-valence
double ionization. By showing that these dynamics can be
well monitored by ATAS, we have also presented theoretical
predictions concerning ATAS applied to the correlated electron
dynamics in a polyatomic molecule. Our findings suggest that
even in the situation where the electron dynamics are strongly
correlated, features appearing in the time-resolved absorption
cross section reflect the charge flow in the molecule in time
and—when it is possible to make use of the element specificity
of core-to-valence transitions—also in space. Compared to
other more natural approaches to resolve electron dynamics
with spatial resolution such as time-resolved x-ray scattering
[42,43] or electron diffraction [44], the ATA spectra allow
easy and intuitive access to the electron dynamics. Moreover,
we find that ATAS allows one to differentiate the dynamics
associated with the population of different excitation classes
not only when these dynamics are spatially separate but
even when they affect the same atom. The surprisingly
straightforward interpretability of the ATA spectra and the
fact that ATAS is already feasible [7,8], makes ATAS, in
our opinion, the most promising technique for monitoring
correlated electron dynamics in complex molecular systems.
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APPENDIX A: VALENCE ELECTRON DYNAMICS:
NUMERICAL APPROACH

Here, we provide information concerning the computa-
tional method employed for the description of the valence
electron dynamics investigated. In the situations considered,
the initial state of the valence electrons of the dication is a
two-hole configuration:

[t = 0)) = cicj| Do),

where |®() denotes the Hartree-Fock ground state and c;c;
denote annihilation operators of Hartree-Fock spin orbitals.
In the absence of the residual electron-electron interaction,
these states would be eigenstates of the dicationic Hamiltonian
so that the subsequent dynamic—if existing—is the result
of the mutual interaction of the electrons captured in the
dicationic molecule. Here, our starting point for the theoretical
description and the numerical treatment of the valence electron
dynamics that follow the preparation is the representation
of the electronic wave function in terms of a configuration
interaction expansion:

W) = a; j(t)eic;|Po)

i<j

+ Z Z af"jyk(t)cic,vc‘,-c”d)o) e

a i<j<k

(A

(A2)

PHYSICAL REVIEW A 95, 053411 (2017)

Here, . .. stands for higher excitation classes such as the 4H2P
configurations (i.e., chZcicjckcmDo)), the SH3P configura-
tions and so on until one ends up with the full-CI expansion.
An approximation of this wave function by an expansion
that is restricted to the two-hole configurations c;c;|®o) is
possible when the valence electron dynamics are governed by
the dynamics of the two induced electron holes.

W) ~ Y i j(t)cic;| D).

i<j

(A3)

However, electron correlation and orbital relaxation can in
general result in the promotion of electrons to initially
unoccupied orbitals (virtual orbitals). As indicated in Eq.
(A2), excitations of electrons to virtual orbitals can be taken
into account by including systematically higher excitations
classes such as the 3HI1P configurations cj cjckcr|®Po), the
4H2P configurations and so on until one ends up with a
fully correlated description of the electron dynamics (full-CI).
In this work, we restrict our considerations to those effects
in which at maximum a single electron is promoted to the
virtual orbitals. Accordingly, with the 2H configurations as
reference states, we consider a time-dependent multireference
configuration interaction singles expansion in the form of:

(@) ~ ) i j(t)eic;| Do)

i<j

+ Z Z “?.j,k(t)clcicjck@o)-

a i<j<k

(A4)

With this, insight into final state correlation and relaxation
can be obtained systematically by variation of the number of
virtual orbitals taken into account. When no virtual orbitals are
included in the calculation, an approximation in the form of
Eq. (A3) is obtained whereas correlation and orbital relaxation
effects associated with the promotion of a single electron
to the virtual orbitals are taken into account when a finite
number of virtual orbitals are included. In order to obtain
approximations of the exact wave function in the form of the
wave functions given in Eq. (A4), we propagate the initial
state numerically exactly within the respective subspace. That
is, the time-evolved states were determined by:

[y (@) = ey =0),

where H denotes the Hamiltonian matrix restricted to the
respective subspace. When the initial state is represented in
terms of the eigenvectors |/) of H as denoted in Eq. (A6)

Wt =0) = all),
1

(AS5)

(A6)

the time-evolved state can be obtained by:

W) =Y are B I). (A7)
1

Here, the coefficients «; are the expansion coefficients of the
initial state expanded in dicationic eigenstates |/) and E; are
the corresponding energies. In the situations considered, the
subspace dimensions are on the order of 200-10000 so that
dicationic eigenstates can be obtained by full diagonalization
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of the Hamiltonian matrix using LAPACK [45]. The Hartree-
Fock orbitals, the one-particle integrals of the kinetic energy
and, the core potentials, which are needed for the calculation of
the many-body Hamiltonian matrix elements, are taken from
the quantum chemistry software MOLCAS [46]; the Coulomb
matrix elements are obtained from the LIBINT library [47]. For
the iodine atom and the carbon atom, we employed effective
core potentials and associated basis sets from [48] (iodine),
[49] (carbon), and, respectively, [50] (bromine) whereas for
the hydrogen atoms 6-31 G basis sets were employed. The
molecular geometries were determined by MOLCAS on the
Hartree-Fock SCF wave function level.

APPENDIX B: TIME-RESOLVED ATTOSECOND
TRANSIENT ABSORPTION CROSS SECTION

For a numerical determination of the time-resolved absorp-
tion cross section, we applied the theory of attosecond transient
absorption spectroscopy developed in Ref. [35]. According
to Ref. [35], for molecules that are oriented, the attosecond
transient absorption cross section can be obtained in the
short-pulse approximation and by using Beer’s law by:

4w : .
oz(w,t) = —Im E ajeErl g e Ert
c
LI

x Y (I Z|F)F|Z|I')
F

1
Here, Z is the component of the electric dipole operator along
the laser polarization. In the situation where the molecules
are completely unaligned (here, this situation is assumed), the
cross section can be obtained by averaging over all possible
orientations with respect to the laser polarization:

w /4 2
o(w,t) = ;Im/ / d¢dBOsin(0)
o Jo

% § :a?elEltal/e_lE[,t

Lr

x 3 {112,(6.9)R|F)(F12.0.$)RII')
F

1 1
X | = + =
(EF—EI—Q) E};—E}—i—w)
_ UX(CUJ) +UY(w7t)+OZ(w’t)

(B2)

Here, é,(6,¢) is the radial unit vector and R is the electric
dipole operator. ox,0y,0 are the cross sections, according to
Eq. (B1), obtained for three orthogonal polarization directions.

The inner-shell vacancies decay within a few femtoseconds
(see, for instance, Ref. [51]). For this reason, we assign the
final states a finite lifetime L, which enters Eq. (B1) in

T’
form of complex final state energies Er = Ep — % Here,
we assumed a decay width of the inner-shell vacancies on
the order of the atomic one, i.e., I' ~ 100 meV. For the

discussion in the paper, this appears to be reasonable whereas
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for a direct comparison with experimental data more accurate
values might be employed. The final core excited states are
approximated as the valence excited states, i.e., they are
approximated in terms of 2H configurations and 2H and
3H1P configurations, respectively. This procedure allows us
to describe in particular the dominant features in the cross
section, which arise due to the presence of electron holes. To
reduce the computational effort, the configuration subspaces
are constructed such that at maximum a single hole is in an
inner-shell orbital. Since in the situations considered, states
with a double ionization potential (DIP) larger than 50 eV
are insignificantly populated (i.e., their populations are on
the order of 0.001 and smaller), for a significant reduction
in computation time, we restricted the sum in Eq. (B1) to

80#VO=0#VO=1#VO=2#VO=3#VO=4

)

s
24 —
373 c
T 20.3
(@]

>
) 16 Q
[} 12 »
[7)]
o °
c (@]
) c
e 3
[ o
—49
o
©

84 8048048048048

time (fs)

(a)

80#VO=0#VO=1#VO=2#VO=3¢¢VO=4

photon energy (eV

64 8048048048048

time (fs)

(b)

FIG. 8. The time-resolved absorption cross section in dependence
of the number of virtual orbitals (VO) that are included in the
calculation. Here, the situations are considered where (a) two
electrons are removed from the HOMO and (b) two electrons are
removed from the HOMO-5. Already by inclusion of two virtual
orbitals, the features discussed arise. In the paper, we showed the
time-resolved absorption cross section obtained from calculations in
which four virtual orbitals were included.
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those states with a DIP lower than 50 eV. We also restrict
the sum over the final states |F) to those states that are
relevant in the spectral region considered (that is, for photon
frequencies ranging from wy,i, = 46eV to wnx = 80eV), i.e.,
those states | F) for which the condition wpin < |EF — Ef| <
omax 18 fulfilled for all populated dicationic eigenstates |[).
Furthermore, final states | F') for which the transition weights
lae; |2|(1| Z| F)|? for all populated dicationic eigenstates | /) fall

PHYSICAL REVIEW A 95, 053411 (2017)

below 1078 (in atomic units) are found to be irrelevant for the
spectra determined and are consequently excluded from the

calculation. ) o ]
The features caused by particle-hole excitations discussed

appear already when only two virtual orbitals are taken into
account—increasing the number of included virtual orbitals
from 2 to 4 reveals only small changes (see Fig. 8) but no new
features arise.
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