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Attempts to find a quantum-to-classical correspondence in a classically forbidden region leads to nonphysical
paths involving, for example, complex time or spatial coordinates. Here, we identify genuine quasiclassical paths
for tunneling in terms of probabilistic correlations in sequential time-of-arrival measurements. In particular, we
construct the postselected probability density P, (x,7) for a particle to be found at time 7 in position x inside
the forbidden region, provided that it later crossed the barrier. The classical paths follow from the maximization
of the probability density with respect to . For almost monochromatic initial states, the paths correspond to
the maxima of the modulus square of the wave function |y (x,7)|* with respect to T and for constant x inside
the barrier region. The derived paths are expressed in terms of classical equations, but they have no analogs in
classical mechanics. Finally, we evaluate the paths explicitly for the case of a square potential barrier.
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I. INTRODUCTION

Quantum tunneling highlights a key difference between
classical and quantum physics. While a classical system may
be restricted in a region of the classical state space, the
corresponding quantum system explores the totality of the state
space, traversing even the classically forbidden regions. The
quantum-to-classical correspondence in tunneling systems is
restricted to the classically allowed regions. Looking for such a
correspondence in the forbidden regions leads to “paths” that
involve either complex time or complex spatial coordinates,
i.e., no physical paths.

In this article, we identify actual classical paths that provide
an approximate quasiclassical description of tunneling. We
achieve this by constructing the postselected probability
density P, (x,7) for a particle to be found at time 7 in
position x, provided that it was detected on the other side
of the barrier at some later time. The probability density is
constructed using the quantum temporal probabilities (QTP)
description of tunneling [1]. We identify tunneling paths from
the maxima of the probability density Py (x,T).

The simplest correspondence between classical paths
and quantum evolution follows from the Wentzel-Kramers-
Brillouin (WKB) method [2]: the classical Hamilton-
Jacobi equation emerges from an approximate solution to
Schrodinger’s equation. However, this correspondence fails
at the classically forbidden region. In Feynman’s path-integral
reformulation of quantum mechanics, tunneling is described
in terms of Euclidean instantons [3], i.e., “paths” defined
with respect to imaginary time. Alternatively, one can express
tunneling in terms of complex-time paths [4], or in terms of
complex-valued solutions to the classical equations of motion
[5-7]. However, none of the paths above is meaningful as a
path in the phase space of the classical system or is compatible
with a space-time description.

One consequence of the lack of classical quantum corre-
spondence in tunneling is an ambiguity in the definition of
tunneling time, i.e., the time that it takes a quantum particle
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to tunnel through the classically forbidden region. The search
for an answer to this question originates from the early days of
quantum mechanics [8,9] and it has led to several different
candidates for the tunneling time rather than to a single
expression derived unambiguously from first principles (for
reviews, see Refs. [10,11]).

In this paper, we derive the paths associated tunneling
by following a procedure for deriving classical equations
for quantum systems that has been outlined by Gell-Mann
and Hartle [12]. Classical equations are defined in terms
of probabilistic correlations between measurement records
obtained at different moments of time. Such equations are
classical in the sense that they are deterministic, for example,
differential or integrodifferential equations. However, they
may not be classical in the sense of corresponding to classical
physics. For this reason, they are denoted as quasiclassical. It
turns out that the quasiclassical paths for tunneling systems that
we derive in this paper have no analog in classical mechanics.

We find the quasiclassical equations for tunneling particles
by constructing the postselected probability density Py (x,T)
that was referred to earlier, and maximizing it with respect to
. It is important to note that the position x in P, (x,7) is
a fixed parameter designating the location of the detector in
the classically forbidden region, and the time 7 is a random
variable. Thus, P, (x,7) is maximized with respect to t,
while keeping x fixed. The more familiar case of maximizing
probabilities with respect to x for fixed t leads to values of x
outside the classically forbidden region and, thus, cannot lead
to effective equations for tunneling.

Thus, the key point in our approach is that the time 7 is
treated as a random variable because the postselected proba-
bility density P, (x,7) is defined in terms of time-of-arrival
measurements, and not the usual von Neumann measurements.
To this end, we employ the QTP description of tunneling
systems [1], generalized for sequential measurements [13].
The probability density P, (x,7) is a linear functional of a
four-point function of the associated quantum fields.

The QTP method provides a general procedure for con-
structing probabilities associated to temporal observables, i.e.,
time variables whose value can be determined in specific
experiments. It was first developed in order to address the
time-of-arrival problem [14,15], and it has been applied to
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the temporal description of tunneling [1,16], to nonexponen-
tial decays [17], and to relativistic quantum measurements
[14,18,19]. The key idea is to distinguish between the roles
of time as a parameter in Schrodinger’s equation and as a
label of the causal ordering of events [20,21]. This important
distinction leads to the definition of quantum temporal observ-
ables. In particular, we identify the time of a detection event
as a coarse-grained quasiclassical variable [12] associated
with macroscopic records of observation. The time variables
correspond to macroscopic observable magnitudes, such as the
coincidence of a detector “click” with the reading of a clock
external to the system.

The quasiclassical equations for tunneling turn out to be
particularly simple for initial states that are well localized in
momentum. They are obtained from the maximization of the
modulus square | (t,x)|> of the wave function with respect
to T and for fixed x inside the classically forbidden region.
Maximization leads to a functional relation for the detection
time t as a function of the position x: 7 = t(x). If the
function t(x) is invertible, it defines a path x(t) in the classical
forbidden region. This is the case for tunneling in the square
potential barrier that is analytically tractable. Interestingly,
the WKB approximation turns out to be insufficient for the
evaluation of the quasiclassical equations derived here.

The structure of this paper is the following. In Sec. II,
we summarize the QTP description tunneling. In Sec. III,
we derive the postselected probability density Py (x,7). In
Sec. IV, we derive the quasiclassical equations and specialize
to the case of the square potential barrier where the solutions to
the equations are exact. In Sec. V, we summarize and discuss
our results. In the appendixes, we elaborate on the probabilities
associated to sequential time-of-arrival measurements and we
discuss the WKB approximation.

II. BACKGROUND
A. QTP time-of-arrival probabilities

In this section, we present the main results of the QTP
method for tunneling [1], also setting up the notation to be
used in later sections.

Let H be the Hilbert space associated to a particle in
one dimension, described by a Hamiltonian h. We denote
the generalized eigenstates of the Hamiltonian as |a) and the
eigenfunctions as f,(x).

The QTP method requires the introduction of quantum
fields even for nonrelativistic particles, so we extend the
description on the Fock space F associated to H. For
the purposes of this paper, it makes no difference whether
the particles are bosons or fermions, so we arbitrarily choose
fermions. The annihilation and creation operators on F, ¢,
and 6:&, respectively, satisfy the canonical anticommutation
relations

(Cartn) = 10],6)) =0, {C0r8}) = bab. ()
The Heisenberg picture field operators are defined as

Pt =" falr)e "¢,

Ploen =) fraoeel. )

We denote the vacuum state of F by |0).
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Given aninitial state |V') € JF, the probability that a detector
located at x = L records a particle within the time interval
[t,t +dt]is P(L,t)dt, where P(L,t) is a linear functional of
a two-point correlation function [14,19]:

P(L,1) = c/dsg(s)(wOWT(L,z — %)?(L,t 1 %)I%L
3)

In Eq. (3), C is a normalization constant; g(s) is an even
function that is peaked around s = 0 and depends upon the
detailed properties of the detector.

The composite operator ¥(x,r) is a local functional of
the quantum fields ¥ (x) and ¥f(x) and originates from the
interaction Hamiltonian between the particles and the detector.
In what follows, two forms of ?(x) are relevant:

(1) Y(x,) = ¥(x,t) describes a process in which the
particle is absorbed during detection.

2) )A’(x,t) = I/A/T(x,l)l/,}(x,l‘) describes a process in which
the particle is scattered during detection.

Choosing case 1 above, of detection by absorption, and for

a single-particle state \ilo =, 1ﬂ0062|0), Eq. (3) becomes
1
P(LH=CY. g[i(ea - eao] JalL) £3(L)

x e ey 4)

where g is the Fourier transform of g(s).

B. Time-of-arrival probabilities in a tunneling system

Next, we specialize to a setup relevant to tunneling. We
consider a single-particle Hamiltonian
N
h=_—+V@®), 4)
2m
where V(x) is a potential that vanishes for x ¢ [—a,a], it is
everywhere non-negative, and it is parity symmetric: V(x) =
V(—x). The last two assumptions are not essential, but they
remove technical complications that are peripheral to the main
aims of this paper.

The Hamiltonian / has double degeneracy for each positive
value of energy €. We denote the generalized eigenvectors as
|k,£), where k = ~/2me > 0,and we write fi+(x) = (x|k,%).
The eigenfunctions f; (x) behave as e’** for x > a and the
eigenfunctions f;_(x) as e ~'** for x < —a.

In a parity-symmetric potential, (k,+|k,—) =0 and
Ji—(x) = fr+(—x); thus, we only need to specify the functions

Jrs:

\/szﬂ(e"k"‘ + Rpe ), x < —a
fra(x) = e FiO(X) —a<x<a (6)
\/#z—nTke”"‘, X > da.

T is the transmission amplitude and R; the reflection
amplitude for a right-moving particle.

We consider an initial wave function yy(x) localized to
the left (x < —a) of the barrier region and with support only
on positive momenta. Then (y|k,—) >~ 0 and (k, + |¢g) =~
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Wo(k), the Fourier transform of yy(x). We also assume that the
detector is on the other side of the barrier,

dkdk/ ~ 7 T ok ’
P(L,1) = C/ > Ti Ty 8l (ex + €x)/21o(k) g (K)

Tm
x i k=R)L—ile—ep)r )
where €, = %

Equation (7) is physically meaningful for r > 0 but is also
defined for r < 0. With the initial state yy(x) considered here,
the values of P(L,t) fort < 0 are strongly suppressed. Hence,
we can evaluate the total probability of detection, Pi(L), by
integrating ¢ over the full real axis, to obtain

28 (,f") Do ®)

As can be seen by examining the case of V(x) = 0, the
quantity g(e;)/k is proportional to the absorption rate o (k) of
the detector (number of detected particles modulo number of
incoming particles momentum p). Assuming an ideal detector,
with the same absorption rate for all momenta, g(ex) ~ k =
/2me,. We choose the proportionality coefficient so that
Pot(L) = 1 for V(x) = 0 [1]. Then, we derive the probability
density for the time of arrival for tunneling particles,

dkdk' .
P(L)= [ S TT}

X ei(k—k’)L—i(Ek—ek/)t' (9)

Pmt:Cm/ dk|Tk|
0

€ + €
m

Yo(k)irg (k")

J
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The total detection probability is then
Pa= [ kTPl (10)
0

and can be expressed as (Wo|T14 W), where the positive
operator

f, = fdk|Tk|2|k><k| (11)

is defined on the subspace of states with positive momentum
and corresponds to the event of detection.

III. POSTSELECTED DETECTION PROBABILITY

In this section, we construct the probability density asso-
ciated to a measurement in the forbidden region, postselected
so that only particles that have crossed the barrier are taken
into account. We consider two successive time-of-arrival
measurements, one by a detector in the forbidden region and
one outside the barrier (x > a).

We construct the joint probability P(x,t;L,t) that the
detector at x will first record a particle at time 7 and then
the detector at L will detect the particle at time ¢ > 7. It is
a linear functional of a four-point function of the associated
fields:

) 5t S1 o F S2\ & S2\ a S1
P(x,t;L,t) = C | dsidsyg(s1)g(s2)(WolY, x,r—; Y, L,t—E Y, L’t+5 Y x,t—}-E [Wo). (12)

In Eq. (12), C is a normalization constant, the functions g;(s) are versions of the function g(s) of Eq. (3) that characterize each
detector, and ¥; are Heisenberg-picture composite operators that are local functionals of the quantum fields v (x,7) and ¥/f(x,1).
For a derivation of Eq. (12), see Refs. [13,19], and for an earlier form, Ref. [18]. Note that Eq. (12) involves averaging over the
temporal and not the spatial coordinates. Temporal averaging is essential for the definition of probabilities in the QTP method.
This is not the case for spatial averaging. It is usually subsumed under the effects of temporal averaging and can be omitted for
simplicity.

A second measurement on a particle is only possible if the first measurement does not annihilate the particle. Hence, the
interaction between the particle and the first detector must describe scattering rather than absorption, ) (x) = I}T(x,t)l/?(x,t).
There is no constraint for the second measurement, so we consider detection by absorption, ?g(x,t) = &(x,t).

As in Sec. II B, we consider a single-particle initial state localized to the left of the barrier and with support only on positive
momenta. Equation (12) yields

1 , -
Px,t; L,t) = /dkdk/f[L,t —T;X; E(Gk + ekr)]fk+(x)fkr+(x)e_’(€*_ek')rwo(k)lﬁg(k/), (13)
where
I~ 1 / S [1 —i(ex—e€t
F(L,t;x; E)y=C | dkdk'g, §(€k+€k—2E) & E(Ek—i-fk/) e T

X [fir (L) [ () + fi (D) [ QOIS (L) fir () + [ (L) fro—(x)] (14)

is a kernel containing information about the propagation from the first to the second detector.
We use Eq. (6) for f;+(L)in Eq. (14). For positive 7, integration over k suppresses terms of the form exp[+i(kL + i€y )t], and
we obtain

Fraxe=c [ S B(ek te - 2E>}gz[%<ek + e;@)]e"“‘““*”@’
) TS0 + Rfy ONT fies (0 + R fi ()] (s)
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We choose functions g; that correspond to ideal detectors. As in Sec. Il B, we consider g>(¢) ~ +/€. The function g, implements
energy conservation on the first detector. In Appendix A, it is shown that the condition §; ~ €;,8(€; — €;) corresponds to a detector
with negligible energy loss due to scattering. We choose the coefficient C, so that the total probability [ dr [ dt P(x,t;L,t) is
unity for free particles [13]. Then, Eq. (15) simplifies to

€ + € 32 M (k) L—i ,
F(L,t;x;E) = /dkdk/( ) 5[§(ek +€) — Ei|e’( ~ROLite—e)r
m

X [Tic £ (0) + Rie fi CONT fio () + Ry fie ()] (16)

The probability density (13) has to be supplemented with probabilities associated to the events that one or the other of the
detectors has not recorded particles. This is necessary for the consistent probabilistic description of the system, because the
values ¢ and t for the time of arrival do not define a complete set of alternatives unless they are supplemented with the events of

no detection. The probabilities of no detection are described in Appendix A.
The postselected probability density Py (x,7) := froo dtP(x,t;L,t)is

1 ) -
Pps.(x,7) = /dkdk’f+ [x,z(ek + 61«)} Fier () firg ()™ ™G (kg (K, a7)

where

F+(x,E)=/Oodt.7:(L,t;x;E). (18)
0

The integral in Eq. (15) is strongly suppressed for t < 0. Thus, we can extend the range of integration in Eq. (18) to (—00,00),

to obtain

k 2
.7'—+(_x,E) = 2H/dk<;> S(ex — E)|Tk*fk+(_x) + R;:fk,(x)lz, (19)

Equations (17) and (19) are the main result of this paper.
They express the probability P, (x,7) that a particle will be
found at location x and time 7 in the forbidden region, provided
that the particle has been recorded to cross the barrier.

Consider an almost monochromatic initial state yy(x), with
mean momentum ko and momentum spread o, < ko. In a
N-shaped potential, the transmission and reflection amplitudes
do not exhibit periodicity with respect to k. There is also
no periodicity with respect to k in fi+(x) for fixed x in
the forbidden region. Thus, for sufficiently small o,, we
can approximate J +[)c,%(ek + er)] with F*[x,€,]. Hence,
the right-hand side of Eq. (17) becomes F +[x,eko]|1/fr(x)|2,
where V. (x) = (x|e”""*|y) is the quantum state at time 7.
By Egq. (19),

k
Py (x,7) 2n;°|T;;fko+<x> + R, fio-(OP (0. (20)

The postselected probability density is maximized when
[ (x)|? is maximized for fixed x. Hence, the condition

0 2
37 1¥0I"=0 2L

defines the quasiclassical equations for tunneling.

We note that Eq. (21) only requires the assumption of an
almost monochromatic initial state. The choice of functions
&; in Eq. (15) affects the form of the postselected probability
density, but not the maximum (21).

Solutions of Eq. (21) are of the form t(x); i.e., the time t
is determined as a function of x. In contrast, a classical path
corresponds to a function x () of time. Thus, the quasiclassical
correlations between position and time will correspond to the

(

usual notion of a path only if the function t(x) is bijective and,
hence, can be inverted to define a function x(t).

The unusual term |T}* fi(x) + R,’{‘fk_(x)|2 in Eq. (19)is a
consequence of the choice Yi(x) = Ut (x,0)¥ (x,1) for the com-
posite operator of the first measurement. This operator treats
left-moving (+) and right-moving (—) modes symmetrically,
so propagation from x to L also involves both left-moving
modes that traverse the barrier and right-moving modes that are
reflected upon the barrier. In general, the composite operator
that describes the first measurement should be determined from
a detailed modeling of the measuring apparatus. We believe
that the above choice for ?1 is the most natural; we find no
reason why the interaction with a measurement device in the
forbidden region would distinguish between the two types of
mode. Of course, other choices for Y | are possible. However,
their only effect is to change the form of the x-dependent term
before |y, (x)|? in Eq. (20). The quasiclassical equations (21)
remain the same.

The maximum (21) involves the derivative of |1/, (x)|> with
respect to T at constant x and not the derivative with respect to x
at constant t. The reason is that the random variable in Eq. (20)
is 7, while x is a fixed parameter designating the location of
the detector. This feature is essential for the derivation of the
quasiclassical equations. To see this, consider an alternative
measurement scheme, in which a von Neumann measurement
of position is made prior to a time-of-arrival measurement after
the barrier. In the associated postselected probability Py (x,7),
T is a parameter and x is a random variable,

Py (x.7) = TH{ITf\ Pee 1 poe 7\ B1, (22)
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where o = [Wo) (Wol, [1; is given by Eq. (11), and P, define
a positive-operator-valued measure for position.

Equation (22) has the familiar form of a probability density
for a postselected measurement [22], and some variations
have appeared in the discussion of tunneling [6,23]. However,
Eq. (22) cannot define quasiclassical equations inside the
barrier. The maximization of Eq. (22) with respect to x for
constant T leads to values of x outside the barrier. For a
localized wave packet, the maximum of |y, (x)|? at fixed ©
evolves approximately according to the classical equations of
motion and, hence, predicts that the particle is reflected at the
classically forbidden region.

In Appendix A, we derive the probability density P;(x,t)
that the first detector detects a particle at time t, irrespective
of what happens at the second detector:

Pi(x.) = / akak'\[ 2 £ ) fto)
> €_i(€k_€k/)tlz0(k)&g(k/)~ (23)

For an almost monochromatic initial state o(x), with mean
momentum ko and momentum spread o, < ko,

k
Pi(x,7) = ;Owoc,r)ﬁ, (24)

and hence the corresponding quasiclassical equations are also
given by Eq. (21). This means that the quasiclassical equations
inside the barrier region are largely independent of the second
detection.

We emphasize that the derivation of the quasiclassical
equations from the postselected probability density P, (x,T)
is the conceptually correct procedure, because it guarantees
that the derived path corresponds to a particle that has
actually traversed the barrier. Equation (23) leads to the
same result only because the correlations between the two
measurements turn out to be weak. The weakness of such
correlations is a defining feature of a classically forbidden
region; in a classically allowed region, the classical equations
of motion lead to strong correlations between the measurement
records.

Finally, we note that a simple, but nontrivial, consistency
check of the formalism can be given by considering the
probabilities constructed above at the point x = a where the
particle exits the barrier. For the square potential barrier—
studied in detail in the following section—the point x = a is
also the exit of the classically forbidden region. For x > a
the particle evolves freely, so we can approximate |/, (x)|? =~
(Vs —m(x—a)/ ko (x)|2. Thus, by evaluating |/, (a)|* we can obtain
the probability density for any position measurement, after the
particle has exited the barrier.

The single-measurement probability distribution (24) at
xX=ais

k ki
Pi(a,7) ~ iwf(a,r)ﬁ = E"wff(xnz, (25)

where " = 7 — m(x — a)/ ko. Thus, the time-of-arrival prob-
ability coincides with the probability density for position
|- (x)|? given by Born’s rule, modulo the velocity ky/m that
appears in a change of variables from time to position.

PHYSICAL REVIEW A 95, 052120 (2017)

We also evaluate the postselected probability density (20)
at the exit point x = a. By Eq. (6), T} fi+(a) + R} fr—(a) =
\/szﬂ(e"k“ + e~k RY), hence,

—2ikoa kO
Pys(a,t) = |1 +e 2k Rkoﬁgwff(xnz

= |1+ e 2R R |*Pi(a,1), (26)

i.e., it differs from Pj(a,t) by a multiplicative factor that is
typically of order unity. Thus, quantum postselection may
enhance or diminish the transmission probability through
the barrier by a constant factor—the postselected probability
remains proportional to |i/,/(x)|?, as given by Born’s rule.

IV. QUASICLASSICAL EQUATIONS FOR
TUNNELING PARTICLES

In this section, we identify the quasiclassical equations of
motion for tunneling particles, and we apply the results of
Sec. III to an exactly solvable model.

A. Maximization of the postselected probability density

The quasiclassical equations of motion follow from the
maximization condition (21). We consider the evolution of an
initial state localized at x) < —a and with mean momentum
k() > 0,

Yo(x) = ¢(x — xo)e' 0, 27)

where ¢(x) is a positive, even function that is centered around
x =0, and its Fourier transform ¢( p) is centered around
p = 0. The position and momentum spreads o, and ¢, of ¢ are
assume~d sufﬁcieptly small so that o, < ko and |xo + a| > o,.
Then, Yo(k) = ¢(k — po)e~"**. By Eq. (6),

o . L2
,(//t(x) — / dk(b(k _ po)el‘k(x)+l9k(x)—lkXQ—l%‘E- (28)
0

We evaluate the integral in Eq. (28) using the saddle-point
approximation: we set rx(x) =, (x), k> > k% + 2ko(k — ko),
and O(x) = Oy, (x) + wi,(x)(k — ko), where
00 (x)

ok

Since ko > o,, we can extend the range of integration to
(—00,00) with insignificant error. Then,

wr(x) = (29)

2
Yel) = Ploy (1) — o — kot /m]e/n %o -thoishs.
(30)

Thus, |, (x)]> = 2™ ¢?[awy, (x) — xo — koT/m]. Since ¢ is
peaked around zero, the maximum of |/, (x)|> occurs for

ko
W, (x) = x0 + —T. 31D
m

Equation (31) describes the correlation between position x
and time t for particles that have exited the barrier. It has a
restricted range of applicability when compared to Eq. (21). It
applies only for potentials in which the saddle-point evaluation
of Eq. (28) is a good approximation. This is not the case,
for example, for the double-well barrier [24]. Nonetheless,
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Eq. (31) is expected to be a good approximation for N-shaped
potentials that vary at a macroscopic scale.

If the first detector is placed in a classically allowed region,
Eq. (31) coincides with the classical equations of motion.
To show this, we employ the WKB eigenstates fi, of the
Hamiltonian,

fir(x) = —ei ffo «/k2—2mV(x’)]dx’+ikxo’ (32)
Tk? —2mV (x)]
where C is a real constant and xy < —a. We readily find that,
by Eq. (29),

. k

wi(x) = dx' ———— + x,. (33)
X0 VK =2mV(x)
: : X dx’' .
Hence, Eq. (31) implies that fx , m = 1, Or equiva-
lently,
1 (dx\’
zl’i’l(E) + V(x) = €k (34)

However, the WKB approximation describes the quasiclas-
sical equations (31) in the classically forbidden region very
poorly. We show this in Sec. IV B, where we compare the
quasiclassical equations derived from the exact eigenstates
of the Hamiltonian with the ones derived from the WKB
approximation. The latter are constructed in Appendix B.

B. Tunneling in the square barrier

Next, we derive the quasiclassical equations (31) for the
square barrier potential

Vo, —a<x<a

Vi) = { (35)

0, x| > a.

The eigenfunctions of the Hamiltonian, fy, in the forbidden
region are

elkaT, ik .
fra(x) = s |:cosh)»(a —Xx)— = sinh A(a — x)i|, (36)
where A = \/ZmVO——k2 and T} is the transmission amplitude:
T, = e . 37)
cosh2ia + £ (% — £)]sinh22a

Writing T = |T|e'?%, the associated phase function be-
comes

Oc(x) = ka + ¢ + ImIn |:1 - i;tanh Ma — x)i|. (38)

Then,
, k
wr(x) =a+ ¢ + %ﬂk(X), (39)
where
ma—x— 2]’{'2;/“ sinh A(a — x) cosh A(a — x)
Pux) = k 2% ¢osh? Ma—x)—1 ’
kz

(40)

PHYSICAL REVIEW A 95, 052120 (2017)

We define the shifted time parameter 7} = 7 + m"“p%, SO

that 7y = 0, the moment that the particle enters the barrier
region. Then, Eq. (31) becomes

71 = fpn(ko) + By, (%), (41)

where
m
tpn(k) == ;[@/{ + 2a]

2 .
G smaar (1=K

ko 14 12 4 ) sinh? 24

is the Wigner-Bohm phase time [25], one of the candidates for
the tunneling time.

We use the dimensionless variables D = x/a and S =
%Ml, and Eq. (41) becomes

s ye(l — D) — 3 sinh[2y (1 — D)]

N cosh? y(1—D)—¢
11+ €)sinh4y + (1 —2e)y
1—e+ %(1 + €)sinh® 2y

, (43)

where y = Aa quantifies the opacity of the barrier and € =
2

.

m‘ﬁlterestingly, dS/dD > 0 for all D € [—1,1] and for all
values of y and €. There is a one-to-one correspondence
between S and D; hence, Eq. (43) can be inverted, and a
classical path x(t) can be identified. The properties of those
paths are the following:

(i) Since Br(a) = 0, a detector placed at the barrier’s exit
records 71 = fpn(ko) for all values of y and €. This is compatible
with the idea that the phase time is the time it takes for a
particle to cross the barrier, at least as far as time-of-arrival
measurements are concerned [1].

(i1) For a thin barrier (y < 1), S increases linearly with D:

S=y[D+(1-e)". (44)

This equation corresponds to a classical free particle traversing
the forbidden region with constant velocity dx /dt = ko/m, as
though the barrier is not present.

(iii)) For an opaque barrier (y > 1), S >~ 1 everywhere
except for a neighborhood of width y ~! around D = 1, where
S increases rapidly to 2 at D = 1. Far from the exit point
D = 1, the velocity

dD _ 1
dS ~ 8y2%(1 — D)

becomes arbitrarily large as y — oco. This is another man-
ifestation of the Hartmann effect [26], i.e., the apparent
possibility of a superluminal signal for extremely opaque
barriers. This apparent superluminality is an artifact of the
chain of approximations involved in deriving Eq. (45) and, in
particular, the consideration of nonrelativistic particles. The
probability densities in the QTP method are obtained from
the correlation functions of a local relativistic quantum field
theory that fully respects causal propagation of signals [1].
Indicative plots of S as a function of D are given in Fig. 1.
We also compare the quasiclassical equations obtained
from the exact eigenfunctions (36) to the ones obtained from

2

7= (45)
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FIG. 1. Plot of S of Eq. (43) as a function of D for € = 0.1 and different values of the parameter y.
the WKB eigenfunctions. The latter equations are derived in Equations (43) and (46) define functions S(D) with very
Appendix B. Expressed in terms of the S and D variables, the different qualitative behavior; this can be seen in the plots of
WKB quasiclassical equation (B7) for the square barrier is Fig. 2. In particular, the function S(D) of Eq. (46) is not invert-

ible and, thus, does not define classical paths. Furthermore, the
WKB approximation completely misrepresents the behavior of
7 near the exit point x = a, since it predicts 7; = 0, while the

Vel —1(1-D
= _rve ( ) . (46) exact solution gives 7| = fpn(ko). We conclude that the WKB
cosh[In2 4+ 2y (1 — D)]

S S
035F  £=0.1,y=0.1 1o} €0.1,y=0.5 /
o
0.30f pd
o
st s
0.25 ///
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FIG. 2. Comparison of the function S(D) of Eq. (43) that is obtained from the exact eigenstates of the Hamiltonian to the function S(D) of
Eq. (46) that is obtained from the WKB eigenstates. Each plot corresponds to a different choice of the dimensionless parameters y and €.
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approximation is unreliable for estimating the quasiclassical
equations (31) in the forbidden region. This is not unexpected,
as the WKB approximation is also unreliable for estimating
the tunneling times.

V. CONCLUSIONS

We have identified quasiclassical equations relating time ©
and position x for a particle tunneling through a classically for-
bidden region. It was obtained by maximizing the postselected
probability density P, (x,7) that a particle that eventually
exits the barrier has been recorded at time 7 by a detector
located at x in the classically forbidden region. The probability
density P, (x,7) was constructed by considering sequential
time-of-arrival measurements using the QTP method.

Tunneling paths derived by our method do not involve
any complexification and they have a precise operational
significance. They are defined in terms of probabilistic
correlations that are, in principle, measurable. Moreover, the
quasiclassical equations do not depend on any properties of the
apparatus; they are expressed solely in terms of the solution
to Schrodinger’s equation. This suggests that they may not be
tied to the specific measurement setup considered here, but
may arise in more complex schemes.

Our results demonstrate the possibility of writing classical
equations for quantum systems, even in the absence of a corre-
spondence to classical physics. The key point is the quantum
system is characterized by strong probabilistic correlations
[12]. In fact, the paths derived here are not accessible by the
usual semiclassical methods. Thus, our method is of direct
interest to fields where new notions of emergent classicality
may be required, in particular, in the study of macroscopic
quantum phenomena and in quantum cosmology [27].

APPENDIX A: DETECTION AND NONDETECTION
EVENTS IN THE JOINT TIME-OF-ARRIVAL
MEASUREMENT

Equation (13) describes the joint time-of-arrival probability
distribution in two detectors. In this section, we describe how
it defines a properly normalized probability distribution by
including the events for which no particle has been recorded in
either detector. Thus, we estimate how the first time-of-arrival
measurement affects the total transmission rate through the
barrier.

We evaluate the constant C by choosing a convenient
normalization condition. To this end, we consider the case
of free particles, studied in Ref. [13]. We substitute 7 = 1,
R; =0, and fi(x) = e** /2.

For an initial state with strictly positive momentum content,
the probability density (13) is strongly suppressed for t < 0
or if t < 7. Hence, the total probability Prob(x,L) that two
detection events have occurred is well approximated by
integrating both 7 and ¢ along the full real axis,

Prob(x,L)

o0 o0
:=/ dr/ dtP(x,s;L,t)
—0oQ —0oQ

dkidk, _ B -
= Cm2/ 2ﬂk1k2g1(6k1 — €1,) 82(€, )0 (k) o (k)|

(AL)

PHYSICAL REVIEW A 95, 052120 (2017)

Note that if the probabilities involve smearing also with respect
to position, then g; in Eq. (A1) has also a dependence on
ki — ky. Thus, g; is a function of two variables, which can be
chosen as €, and €,. Hence, in Eq. (A1), we write g;(ek, ,€x,)
rather than g (e, — €,). This point is important for an exact
definition of the limit of ideal detectors.

Equation (A1) implies that Z»(e;)/|k| is the absorption
coefficient of the second detector, while |k_11\ Z1(€x, €, 1s the
probability that an incoming particle of momentum k; is
scattered to a different momentum k,. We define ideal detectors
as follows.

For the first detector, we assume that energy transfer
during scattering is negligible. This implies that g;(ex,ex) ~
€8(€, — €). For the second detector, we assume, as in
Sec. IIB, that particle absorption is independent of the
particle’s momentum. Hence, g»(¢) ~ /€. We choose the
constant C so that Prob(L, L) = 1; hence, we obtain Eq. (16).

Next, we proceed to the definition of probabilities asso-
ciated to the event of no detection. The general procedure is
described in Ref. [19]. We note that any probability assignment
for the time of arrival must also include probabilities for
the event of no arrival; otherwise the set of alternatives is
not exhaustive [15]. In what follows, we denote the event of
detection by +. The event of no detection is denoted by ¢.

Additivity of probabilities implies

P(x,t;L,+)+ P(x,7,L,%) = Pi(x,1), (A2)

where

(i) P(x,t;L,+) is the probability density that a particle
was recorded at the first detector at time t and then recorded
at the second detector. P(x,t,L,+) is the postselected proba-
bility density (17).

(ii)) P(x,t;L,9) is the probability density that a particle
was recorded at the first detector at time 7 but not recorded at
the second detector.

(iii) Pi(x,7) is the probability density that the particle
is detected in the first detector irrespective of what happens
later. Since no probability density should be affected by the
outcomes of any subsequent measurement, it is given by
Eq. (3). Using the same normalization condition as above,
we obtain

Pi(x.T) = / akak' | X ) feo)
x @ T T K. (A3)
Additivity also implies that
P(x,+;L,t)+ P(x,9,L,t) = P,(L,t), (A4)

where

(i) P(x,+; L,t)isthe probability density that a particle was
recorded at some time at the first detector and then recorded
at the second detector at time ¢. It is given by the integral
fot dtP(x,t;L,t). Since fort <Oand 7 > ¢, P(x,+; L,t) is
suppressed, we can extend the integration over t to the full
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real axis. By Egs. (13) and (16), we obtain
P(x,+;L.t)
—4ym f

X [Ti i (0) + Ry [ OIT fior (X) + Ry fi— ()]
(AS5)

dkdk’
(€k+€k’)3/2 i(k—k")L—i(eer—ey )tfk(x)fk/(-x)

(i1) P(x,9;L,t) is the probability density that a particle
was not at the first detector but was recorded at the second
detector at time ¢. Since there is no record at the first detector,
the probability is simply given by Eq. (9).

(iii) P»(L,t) is the probability density that the particle was
recorded at the second detector irrespective of what happened
at the first detector.

From the expressions above, we define the following
integrated probabilities:

(1) Piy = [ 0dtP(x,+; L) = [ dTP(x,T;L,4) is
the probability that the particle has been recorded by both
detectors. We find

Prev =2 [ Ak OPITY o)
0

+ R} fie (0P 1ok

(2) Piy:= [dr(x,T;L,—) is the probability that the
particle was recorded at the first but not at the second detector.
We find

(A6)

Pa= [ AUACOPNGOE = P (A7)
where F*(x,E) is given by Eq. (19).
(3) Pyt := P(x,0; L,t) is the probability that the particle
was recorded at the second but not at the first detector. We find
Py = / dk|Ti 1Yo (k)| (A8)
4) Ppy:=1— Py — Pry — Py, is the probability that
neither detector recorded the particle.
For an almost monochromatic initial state with mean
momentum kg, the probabilities above become

Py = | fior O |TE fror () + R} fro-

Pip = | fros GIP[1 = | T fior ) + RE, fro-0)|],

(A9)

(A10)
2

Py = |Ty, |, (A11)

Py =1—Piy — Pry— Py (A12)

In opaque barriers Py <K Pig K Pyy and Py K Py K
Pyy. Particles recorded by both detectors are only a small
fraction of particles recorded by both.

APPENDIX B: QUASICLASSICAL EQUATIONS IN THE
WKB APPROXIMATION

Here we derive the quasiclassical equations (31) when
tunneling is described in the WKB approximation. As shown

PHYSICAL REVIEW A 95, 052120 (2017)

in Sec. IV B the WKB approximation is completely unreliable
in the tunneling region.

We consider a particle tunneling through a barrier potential
V(x), as described in Sec. IVA. The forbidden region
corresponds to the interval (—xy,x;) C (—a,a), where x; is
the positive solution of the equation E = V(x;). The WKB
eigenfunctions f;(x) for x € (—xy,x;) are

1 ifj” dx/k*=2mV (x)—ika+iZ

Jir(x) = 2mhx) 1, ! L A5 o I )
X [e—fx dx’ )L(x) _ zlef:l dx’A(x’)], (B])
where A(x) = /2mV (x) — k2.
The phase 6;(x) is
Or(x) = f dx~\/k? —2mV(x) — ka + —
+ImiIn(l — 242 /i dx'*ahy, (B2)
By Eq. (29),
- k/m k
w(x) = /—dx —a+ —px), (B3)
—a Kk =2mV(x) m
where
mf;ﬂ «/ZmV)E),c’)sz
Bi(x) = (B4)

cosh[In2+2 [ dx'\/2mV (x') — k2] .

It is convenient to express the correlation equation (31) in
terms of the shifted time variable

T = T — t(X0, Po), (BS)

where
m(xo + a)

7 dx’
#(x0, po) =/ -
—a Jk2—2mV(x') po

is the time it takes a classical particle starting at x = xop < —a

and with momentum k to arrive at the turning point x = —x;.

Hence, 1) is zero when the particle enters the forbidden region.
Then, Eq. (31) becomes

(B6)

= P, (x). (B7)
By Eq (B4), 7 is always positive and has an upper

bound 7; < f . Furthermore, 7, vanishes for
A/ 2m V(x )— k2

x = x butis nonzero at x = —x;. If Eq. (B7) were interpreted
in terms of classical paths, this would mean that the detection
at the exit of the barrier takes place earlier than a detection
just before the entry of the barrier region, and that there exists
a discontinuity in time as the particle enters the classically
forbidden region.
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