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Wigner functions for angle and orbital angular momentum: Operators and dynamics
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Recently a paper on the construction of consistent Wigner functions for cylindrical phase spaces S! x R,
i.e., for the canonical pair angle and orbital angular momentum, was published [H. A. Kastrup, Phys. Rev.
A 94, 062113 (2016)] in which the main properties of these functions are derived and discussed and their
usefulness is illustrated with examples. The present paper is a continuation which compares the properties of the
Wigner functions for cylindrical phase spaces with those of the well-known Wigner functions for planar phase
spaces in more detail. Furthermore, the mutual (Weyl) correspondence between Hilbert space operators and
their phase-space functions is discussed. The » product formalism is shown to be completely implementable. In

addition, basic dynamical laws for Wigner and Moyal functions are derived as generalized Liouville and energy
equations. They are very similar to those in the planar case but also show characteristic differences.
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I. INTRODUCTION

In a recent paper [1] mathematically and physically
consistent Wigner functions for cylindrical phase spaces
S! x R were proposed, based to a large extent on group
theoretical considerations: Replacing the angle 6—which
characterizes the S! part—with the pair (cos 6, sin ) allows
for a consistent quantization in terms of unitary representations
of the Euclidean group E(2) of the plane. This group comes
into play because the Poisson brackets of cos8 and sin6 and
the angular momentum p obey the Lie algebra of E(2) so that
the corresponding quantum mechanical self-adjoint operators
(observables) C, S, and L become the generators of unitary
representations of E(2) [2].

In view of the many applications of Wigner and Moyal
functions for planar phase spaces (see, e.g., Refs. [3-14]), a
similarly well-founded theoretical framework for cylindrical
phase spaces may open paths to new applications in physics,
mathematics, informatics, and technologies. A few simple
typical examples are discussed in Ref. [1]. In physics,
additional applications to fractional orbital angular momenta
[2] or pendulum-type systems might be of interest.

Considering the structural similarities between the well-
known Wigner-Moyal functions for planar phase spaces and
those for cylindrical phase spaces proposed in Ref. [1],
it is a strong challenge to apply the many methods and
tools developed for the former to the cylindrical case. Let
me briefly recall the main result in Ref. [1]: The Wigner
functions Vy (8, p) = (¥, V (9, p)¥), the more general Moyal
functions Vy,y,(0,p) = (¥»,V(0,p)¥1), and the associated
Wigner Hermitian operator (matrix) V (0, p) = (V. (0, p)) are
constructed by a kind of ordered group-averaging within a
Hilbert space L2(S',d¢/2m) with the scalar product

b4

do
(Y2, ¥ )s! =/ 2—1/fz(<p)1ﬂ1(<p) (D
b4

-7

and the basis

€n((ﬂ) = eimp’ (emaen)Sl = 8pn, mM,n € Z, (2)
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where §,,,, is the usual Kronecker symbol. [Generally one has a
basis e, s(¢) = expli(n + 8)], § € [0,1), where § characterizes
a covering group of the rotation group SO(2) [1,2]. Here we
consider only the case § = 0.]

We then have
Viun(0,p) = (em,V (6, p)en)s! 3)
and
V(@)= cnen(®), cn=(en s )

nez
The matrix elements V,,,,,(6, p) have the explicit form [1]

1 . T dy
an(e’p) — 2_ et(nfm)G/ = etl(n+m)/27p/ﬁ]1? (5)
54 _x 27

1.
= — ' sincw[p/h — (m + n)/2),
21
. sin x
SINCxX = —— (6)
X

and yield the Wigner function—a bilinear form—for a wave
function (@),

Vy(@.p) =Y ciVun(0.p)c
m,neZ
1 ["do
=5 5 e PRy — /2% (6 + 9/2).

(7

Many properties of V,,,(8, p) are discussed in Ref. [1]. Those
which are essential for the present paper are listed below.

In Ref. [1] it was pointed out—without going into detail—
that many properties associated with the matrix, (5), and the
Wigner function, (7), correspond to structurally equivalent
ones for the usual Wigner functions on the plane R?:

Wy(q.p) = L dg e P (g — £/2)p(q +£/2)
’ 2nh J_o '
(8)

(The letter V, introduced in Ref. [1] for the “cylindrical”

Wigner function, stands for “v”ortex or “v”’ariant of the
“planar” W.)

©2017 American Physical Society
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Superficially expressions (7) and (8) look very similar: The
integral in Eq. (7) appears as a restriction from the one over R
in Eq. (8) to the one over the finite interval [—m,7]. The
implications are, however, quite nontrivial: Whereas there
exists a well-defined position operator Q in the quantum
version of the coordinate g, no such operator exists for
the angle 6 [15], and the angle has to be replaced by the
equivalent pair (cos 6, sin 8) before quantization. Furthermore,
the translation ¢ — g 4+ a or § — & + a form an invariance
group of the integral, (8). The corresponding transformations
for integral (7) are rotations from the group SO(2): 0 — 6 + «
or ¥ — ¥ + «. For the associated quantum mechanics this
means that the angular momentum operator L, the canonically
conjugate variable of the angle, has a discrete spectrum,
whereas the momentum operator P and position operator
QO of the phase plane generally have a continuous one. In
addition, the quantum mechanics (representation theory) of
the group SO(2) has subtleties the translations do not have:
SO(2) is infinitely connected—you can wrap a string around
a cylinder an infinite number of times—which implies an
infinite number of covering groups and, therefore, allows for
fractional angular momenta [2] and so for additional physical
effects.

The close correspondence between quite a number of
relations of the two types of Wigner functions is made more
explicit in Sec. II. Furthermore, as the discussions of relations
between operators in Hilbert space and their corresponding
functions in phase space are still incomplete in Ref. [1], they
are discussed in more detail in Sec. III. Section IV contains an
explicit analysis of the dynamics—time evolution and energy
equations—of the Wigner-Moyal functions in the cylindrical
case.

II. COMPARISONS OF WIGNER FUNCTIONS FOR
PLANAR AND CYLINDRICAL PHASE SPACES

In this section well-known results for the planar case (see,
e.g., Refs. [4,6], and [16-20]) are compared to those estab-
lished in Ref. [1]. Additional new results for the cylindrical
case are discussed in Secs. III and IV and compared to the
corresponding properties of the planar case.

In the cylindrical case operators A are generally and
conveniently represented by infinite matrices:

A= (Amn = (em»Aen)Sl)’ m,n € Z. (9)
In the following, wave functions in the Hilbert space on R are
denoted ¢(x); those on S', by ¥ (¢).

Another remark concerns the different incorporations of
Planck’s constant /: Comparing the integrals (8) and (13)
shows that the former is dimensionless. The prefactor 1 /(27 /)
serves the following purpose: The integration measure in a
planar phase space, dg dp, has the dimension of an action. It
is usually made dimensionless by dividing it by 27/ = h.
However, only the product dgdp itself has the dimension
of an action. So one cannot associate that denominator with
dg or dp alone. But there are situations where one would
like to integrate over g or p separately. In order to avoid
the problem mentioned one inserts the factor 1/(2n/7 into
the integrand, (8). In this way we get the (dimensionless)
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normalization
/ dq dp We(q.p) = 1. (10)
R2

On the other hand, in the case of a cylindrical phase space
with measure d6 dp the angular momentum p alone has the
dimension of an action. Thus, one makes dp dimensionless
by dividing it by % and associates the remaining factor 1/(2m)
with the dimensionless d6. For convenience we write

dp=d(p/h) (1)

and absorb the factor 1/(2m) into the integrand, (7). We then
have the normalization

/n do /OO dpVy©0.p) = 1. (12)

In order to keep the appearance of 4 otherwise explicit in the
following, we do not in general replace p/k in functions or
integrands with p. This serves the discussion of classical limits
n— 0.

A. Wigner functions proper

1. Expectation values of operators and operator-related
phase-space functions
The basic postulate for the concept of Wigner functions—
here, in the planar case—is to express the expectation value
(A)g of an operator A with respect to a state ¢ in a Hilbert
space with scalar product

(2.b1)R = / dx ()b (x) (13)

as an integral over phase space with density Wy(q, p),

<A>¢=(¢,A¢)R=/Rz dgdp A(q,p) Wy(q.p),  (14)

where, in Dirac’s notation,

oo
Aq.p) = / dge™"Mq +&/2|Alg —§/2) (1)
—00

is the phase-space function (Weyl symbol) associated with the
Hilbert-space operator A.

Expression (15) for A(g, p) may be rewritten in a way which
resembles the corresponding cylindrical one very closely:
Introducing the operator [4,21,22]

Alg.p) = / dee Mg — £/ g +E/2, (1)

o0

the function A(g, p) can be written as

A(q,p) =t[A - Adg,p)], (17)
where
tr(B) = /oo dx (x| B|x). (18)

Expectation values of operators with respect to a density
operator p are treated below where traces of operators and
their products are discussed.

If A is an operator in a Hilbert space with scalar product
(1), then—according to Ref. [1]—its expectation value with
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respect to a wave function ¥ (¢) is given by an associated
integral over the cylindrical phase space,

(A)y =W, AY)s1 = /OO dp /n d6 A©,p) Vy (6, p),
N B 19)
where now
A@0,p) =2mulA - V(O,p)]. (20)

As V(0 +2m,p) = V(,p) [see Eq. (5)], the function A(G,p)
has the same periodicity. Furthermore, if A is self-adjoint, i.e.,
AY = Ann, like V(0, p), then A(O,p) is real.

For the elementary operators

h
C =cosp, S=sing, L=-3, (21)
l

e.g., one has—according to Eq. (9)—the matrix elements

1
Cmn = E(Sm(n+l) + 6m(n71))s
S = (5 Smin1)
mn — 2 m(n+1) mn—1))»
Ly = hmy. (22)

Using the relation

Y =sp for pelom txl @3)

neZ

one obtains, according to Eq. (20),

C0,p) = 2 t[C - V(8,p)] = cos ¥, 4)
30,p) = 27 u[S - V(0,p)] = siné, (25)
L®,p) = 2w t[L - V(0,p)] = p. (26)

As areal 2 -periodic potential U(¢) of a Hamilton operator
H(p.L)=y L*+U(p) 27)
can be expanded in terms of the multiplication operators
ch = coskg, §® — sinkg, k € Z, (28)

the following relations are useful too:

Cc®@,p) =27 t[V(©O,p) - C®] = coskd, (29)

S©@®, p) = 27 e[V, p) - S®] = sink®, (30)

U(@,p) =2rtu[V(O,p)- U]l =U@), 31D
L26,p) = 2x tt[V(0,p) - L*] = p?, (32)
H(Q,p) =2ntr[V(O,p)- Hl = H(O,p). (33)
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In the same manner one gets for the “mixed” products, L - C
and C - L,

— h
LC@O,p)=2ntr[L-C-V(,p)] = pcosh + iz sin 6,
(34)

— h
CL®O,p) =2nt[C-L-V(@O,p)]=pcosh — iz sin @,
(35)

so that

—_~—

[L,C10,p) =2r tr{[L,C]-V(0,p)} =ilisinb, (36)

{L.C}©0,p) = 2w t[(L,C} - V(6,p)] = 2pcosh.  (37)

Equation (36) corresponds to the Lie algebra relation [L,C] =
hiS of the operators, (21), or the Poisson bracket {p, cos 8} =
sin @ [1,2]. The occurrence of /i in Eq. (36) shows its quantum
mechanical character. In the limit i — 0O the operators L and
C commute, i.e., they become “classical.”

The anticommutator function, (37), does not contain any 7
and is purely classical.

The general case of phase-space functions for products
of operators is discussed in Sec. III below. The phase-space
function V (6, p) of the operator (matrix) V (6, p;) itself is

V(0,p) =2m tr[V(0,p) - V(61.,p1)]
= 8(6 — Oy sinc[w (p — p1)/h]l. (38)

The corresponding relation for the planar space operator, (16),
is, using Eq. (17),

A(g,p) = tt[A(q,p) - Alg1,p1)]
=2nhé(g —q1)8(p — p1). (39)

The inverse problem, namely, constructing the Hilbert-space
operator A from a given phase-space function A(6,p), is
addressed in Sec. III.

2. Marginal distributions and transition probabilities

As the Wigner functions, (8) and (7), can be negative
for certain subsets of their respective phase spaces, they are
not proper probability distributions. That Wy(q, p) may be
negative can be seen from the relation

[0¢]
Wola =0.p =0 = —— [ de¢*(~6/2(6/2). (40)
2nh J_o
So, if ¢(x) is an odd function, the right-hand side of Eq. (40)
is negative. This is so, e.g., for odd n eigenfunctions of the
harmonic oscillator [10,13]. Similar arguments apply to the
Wigner function, (7). In addition, it follows from Eq. (6) that
the Wigner function V,,,,,(8, p) of the basic function e, (¢) is
the sinc function, which has negative regions [1].
Contrary to the Wigner functions themselves the marginal
distributions,

/ dpWs(q,p) = 1¢(q)I%, / dqWy(q,p) = 19,

(41)
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where ¢A>( p) is the Fourier transform of ¢(gq),

b = 5 [ dg g e, @2)
h R

are the usual nonnegative quantum mechanical ones. (Def-
inition (42) follows the conventions of Ref. [6].) This is
considered to be an essential requirement for the properties
of Wigner functions [6].

The situation is slightly more complicated for the Wigner
function Vy (@, p). Here we have

© 1
/ dpVy.p) = EW(@)P, (43)

/ d9 Vy(®.p) = _ leal* sinc(p/h — n) = wy(p).

- neZ

(44)

oo
/ dp wy(p) sincm(p/h —m) = |cu|*, meZ. (45)
—00

Equation (45), which yields the quantum mechanical marginal
probabilities |c,,|?> for the quantized angular momentum,
follows from Eq. (44) as a consequence of the orthonormality
relations

o0
/ dp sincm(m — p) sincm(n — p) = Sun- (46)
—0oQ

More details, especially about the interpolating role of the sinc
functions, can be found in Ref. [1].

If the Wigner functions Wy, (¢,p) and Wy,(g,p) for two
states ¢; and ¢, are known, then one can calculate the
probability for the transitions ¢; <> ¢»,

($2. )R> = 27/ /1;2 dqdp We,(q.p) Ws,(q.p).  (47)

which implies
1
dqdp Wi(q,p) = —. 48
/qup +(4.p) o (48)

An analog relation holds for the cylindrical case [1],

W) |2 = 27 / dﬁ/ 40 Vy,(0,p) Vy, (0. p). (49)

and therefore
o0 o 1
/ dﬁ/ doV;0.p) = =—. (50)
o - 2w

3. Traces of operators

It is possible to discuss the trace of the product of two
Hilbert-space operators in terms of function (15) or (20)
without having treated the operators themselves: If A and B
are two operators in a Hilbert space with the scalar product,
(13), then

1
tr(A-B) = —

3 dqdp A(q.p) B(q.p). (51
wh R2

This relation can be obtained by using expression (15) or (17)
under the last integral (see, e.g., Ref. [4]).
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If A is a density operator p and B a self-adjoint observable
0, we get from Eq. (51) the expectation value of O with
respect to p,

1
O, =tr(p-0) = —
(0), (o ) 27h Jre

with, according to Eq. (15),

dq dp p(q.p) O(q.p), (52)

A(q,p) = / dge Mg +£/2lplg —§/2).  (53)

o0

Inserting for p the projection operator Py = |¢)(¢| the right-
hand side becomes 2/ times the Wigner function Wy(q, p)
from Eq. (8). Thus,

1 1
W,(gq,p) = mﬁ(q,p) =5h trlpo A(q, p)] (54

is the generalization of the Wigner function from that for a
pure state to that of a mixed state.
Another useful relation is obtained for A = p; and B = p;:

wor ) =28 [ dqdp Wo(q.p) Wataup). (59

If p» = p1 = p, then
271%/ dqdp W (q.p) = tr(p*) < 1. (56)
R2

Relations completely analog to those in Egs. (51)—(56) are
derived in Ref. [1] for the cylindrical case [note the difference
in normalization: tr[A(g, p)] = 1, [V (@, p)] = 1/27)]:

o0 T
tr(A-B)=27r/ dﬁ/ do
—00 -

x tr[A-V(O,p)ltu[B-V(O,p)]. (7)

Application to the expectation value of an operator O for a
given density operator p gives

(0), = t(p - 0)
= 271/ dp /n do tlp - V(©,p)ltlO - VO, p)].

(58)
Here V,(0,p) = tr[p - V(0,p)] is the Wigner function for a

given p.
In addition, we have

oo /g 1
/ dﬁ/ d0 Vir(0.p) Vi (0.p) = 5 tw(py - p1). (59)
oo - g
Other properties of V, (0, p) are discussed in Ref. [1].

4. Recovering the wave function

If the Wigner function Wy(g,p) or V. (0, p) of the wave
function ¢(x) or ¥ (¢) is given, then the wave functions may
be retrieved up to an overall constant phase [14]: Multiplying
the Wigner function, (8), by exp(ip&;/h) and integrating over
p/h yields a delta function 6(§ — &;), which leads to

o0

d(p/h) e " Wy(q,p).

(60)

6°(q — £1/2d(q +£1/2) = /

—00
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Finally, first, putting g = &; /2 and then renaming &, as g gives

oo

6*(0) 6(g) = / d(p/B) P " Wy(q/2.p).  (61)

—0Q
Here ¢*(0) is a fixed complex number the modulus of which
can be absorbed into the normalization of ¢(q) and the constant
phase of which has no physical significance.

Exactly the same reasoning leads, in the cylindrical case,
to the result

PHO) Y (0) = 2 / dp eV, ©/2.p).  (62)
—00
B. Moyal functions

Wigner functions (8) and (7) are special cases of bilinear
forms for wave functions in which both wave functions ()
and Y (@) or ¢1(x) and ¢, (x), respectively, are identified. The
general forms are

I [ ,
Worp (@.0) = 5— | dé ™™/ 93(q = £/20¢1(g+8/2)
(63)

and
Visir 0.9) = — / LD ety — 0 2 6+0/2)
Yoy \Ys ) L om 2 .
(64)
These so-called Moyal functions [23] have a number of

interesting properties of which a few are listed here. We start
with Wy, 4, (g, p), relying mainly on Refs. [16] and [17]:

/ dp We,e,(q,p) = d5(q) $1(q), (65)
/ dq W, (q,p) = ¢5(p) $1(p), (66)

/ dP/ dq We,s,(q,p) = ($2.$1), (67)
/ dp f dg Wg,4.(q,P) We,,(q, )

1
= ﬁ(@,(ﬁs) (2,04)". (68)

Correspondingly, we have for the cylindrical case [1]

*© 1
/ dp Vy,y,(,p) = 51/15(9)1#1(9), (69)

[ee]

T
/ dO Vy,y,(0,p) = Z cP*sincw(p/h —m)c'),  (70)

meZ

/ dﬁ/ d0 Vy,y,(0,p) = (Y2,91), (71
/ dﬁ/ AV}, (6.9) Vyy, (6. p)

1
= 2—(1/f1,1/f3) (Y2, ¥a)". (72)
b

As for Egs. (41) and (44), the main difference between the two
cases can be seen from relations (66) and (70): the classical
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angular momentum p is continuous, whereas the quantum
mechanical one is discrete and the sinc function provides the
interpolation.

Again using relation (46) yields the analog to Eq. (66) (n
corresponds to p):

o0 T
/ dp sincm(n—p) | dO Vy,y, 0,p) =cP*cD. (73)

o0 -7

III. OPERATORS FROM THEIR PHASE-SPACE FUNCTION

A. The cylindrical phase space

In Egs. (17) and (20) we have seen how a phase-space
function can be associated with a given Hilbert-space operator,
for the planar case and for the cylindrical one as well. There
is, of course, the question: Given the phase-space functions
A(g,p) and A(6, p), how can one construct the corresponding
Hilbert-space operators? The answer is well known for a planar
phase space (see below) and is now first discussed for the
cylindrical phase space. Here it is sufficient to determine all
matrix elements A,,, = (e,,Ae,) of an operator A [we drop
the index ”S!” of the scalar product (1) in this subsection].
Essential use is made of the important relation [1]

b 00
2”/ d@/ dﬁ Vkl(e,l’) an(gvp) = 8knOim- (74)
-7 —00

In the present subsection this relation is used more conse-
quently than in Sec. IV B of Ref. [1].

1. Single operators

Using expansion (4) and Eqs. (9) and (74) we get
(Y2, AY) = ZC;({Z)*AM o

kl
o0 T
:277/ dﬁ/ do Zc,(i)*
- - klmn

X Vi (0, p)ct A Vir (0, p)

[o¢] T
:/ a’p/ dO Vy,y,(0,p) A, p),
—00 -

A@©,p) =21 u[A-V(©,p)L,V(O,p) = (Vun(0,p)), (75)
implying

A= (Am) = / " dp f Cdove.mAe.p.  6)

This formula allows us to calculate the matrix elements A,,,
once the function A(G,p) is given. If A(O,p) is real, then A is
self-adjoint.

A simple example is A(9, p) = p? [see Eq. (32)]. Integrat-
ing V,,,,,(8, p) in Eq. (5) over 6 gives a factor 27 §,,,,. It remains
that

00 T 49 _ )
Apn = Smn/ dﬁ p2/ 2_ e_lpl?/helmﬂ ()

oo -7 v
R d_ﬁ 3242\ —ip®/i] im®
8mn/700dp /n o [( ﬁaﬁ)e ]e

— 5mn/ do [ — 1*9;8(9)]e™”

T

= hz m2 Smn = (em»Lzen)v (78)
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with L from Eq. (21).

2. Product of operators I: Convolution

Of considerable interest is the correspondence between the
product A - B of two Hilbert-space operators and their phase-
space function AB(0) (the usual “dot” between the operators
is omitted for their phase-space functions): According to the
general equation, (76), we have

A-B:/ dp/ doVv©,p) AB®,p).  (19)

Again using relation (74) one can verify that
AB@®,p) = 2n a[V(,p)- A - B]

o0 e
=/ dﬁl/ df, G4(0,p;01,p1)B61,p1),
—0oQ —7T

Ga®,p;01,p1) =2nu[V(O,p)- A-V(61,p1)] (80)

Here the phase-space function of the product A - B is a kind
of convolution of those for the single operators. Compare Ref.
[24] for a similar relation in the planar case.

3. Product of operators II: x product

It turns out that the procedure which is employed in the
planar case [4,6,16-20] can be used in the cylindrical one too.
Starting again with the relation

AB®,p) =27 tu[V(©O,p)- A - B], 81

and using representation (76) for A and B inside the trace
yields

00 bid
AB(@,p) = 27‘[/ dﬁl dp_Q/ d@l d@z

—00 -7

x tr[V(8,p) - V(01,p1) - V (62, p2)]

x A61,p1) B(6a,p2). (82)

Inserting for V the integral representation, (5), and using
relation (23), one obtains for the trace

tu[V(0,p) - V(©1,p1) - V(02,p2)] (83)
— 4 =2i[p(01=02)+p1(O2=0)+p2(0 =01 1/h (84)
(2m)}

Observing that

[p(B1 — 62) + p1(B2 — 0) + p2(6 — 01)]
= —[(61 — )b —a(p1 — p)l,
a=0,—0,b=p,— p,db,dp, =dadb,

BO +a,p +b) =%t B@ p)  (Taylor series),

o e dem=p/h _ _%3176721'&(171717)/5’
. in .
beZzb(alfe)/h — 78@@2[b(0]70)/h (85)
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yields

__ 4 o) _ b4
AB®,p) = (2n)2/ dﬁldb/ do, do (86)

—0oQ T
x A6y, p1){e¥1O —9)b—<p1—p>a]/he§A(e,mg(@’p)}’
(87)

AO,p)=3pd6— 360, (88)

where 3,, and 59 act to the left, here on exponentials.

Integration over b gives a delta function §(8; — ) which
allows us to carry out the 6, integration. There remains the
integral

1 o0 o - X
= / d py / da A8, py)e H el (89)
T J-oo -7

Inserting into
AO,p1) =2m tr[A - V(0,p1)] (90)

representation (5) for V (0, p1) and carrying out the integrations
gives, for integral (89),

1 [o¢] g - ) -
! / 5, f dad(0,py) e PPeh = X9, p), (1)
T J_x —
so that, finally,
AB®,p) = A®,p) e P B0, p) (92)

= A(0,p)~ B, p)
= B@,p)e 72D A0, p),
A2(0,p) = A6, p).

(93)

This is the complete analog to the corresponding formula in
the planar case (see the next subsection). Thus, the * product
formalism of the planar phase space [25-36] can be carried
over to the cylindrical one. Only a few important examples are
mentioned here:

From Eq. (92) one obtains, for the commutator and
anticommutator,

[A.B1(0.p) = 2i A0, p)sin EA(e,p)}B(e,p), (94)

P

~ h .
{A,B}(0,p) = 2A(0,p) cos [EA(G,p)}B(G,p)- 95)

At first order of / the right-hand side of Eq. (94) becomes—as
usual—i % times the Poisson bracket of functions A and B,
and the right-hand side of (95) at zeroth order becomes twice
their product. The expression for the commutator is of special
importance for the time evolution of an operator A or that of
a Wigner function which is determined by the commutator
[H,A], etc. (see Sec. IV, below).

Equation (92) can also be written in terms of the Bopp
operators (shifts) [37,38], which are especially helpful for
explicit calculations,

A B®,p) = A®,p)» BO,p) = A@,p)- B6.p), (96)
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where

~ h . h

0:9—581,, p=p+zag. 97)
As a simple application of Eq. (96) consider the example
discussed in Sec. IT A above, L(6,p) = pand C(0,p) = cos6:
Using Eq. (96) we get

—~ h h
LC@O,p) = (p + 789> cosf = pcosf — % sinf (98)
i i
and

—~ h
CL(0,p) = cos <6 — Ta,,) p
i

h h
= [cos@ cos (Zap) + sin @ sin <58p>:| p

h
= pcos@—i—z—isin@, 99)

which coincide with Egs. (34) and (35). In both cases, (98)
and (99), the relation

cos(x —y) =cosx cosy + sinx siny (100)

has been used.

B. The planar phase space

We recall only very briefly a few essential elements of
constructing Hilbert-space operators from functions in the
planar phase space, namely, mainly those which correspond
closely to relations in the cylindrical case discussed in the
preceding subsection. Note the many references relating to the
planar case given there.

Like the operator V (6, p) in the cylindrical case the operator
A(q, p) from Eq. (16) can play a crucial role for the planar one:
Its importance for the Wigner function in the planar phase
space was emphasized by Leaf [21,22]. de Groot and Suttorp
give a very recommendable exposition of that approach in their
textbook [4].

The inversion of relation (17) is

1 o0 o0 ~
A= _/ / dqdp A(q,p) A(q, p),
ZJTFL —00 J —o0

which is the analog to Eq. (76). As A(q, p) can also be written
as

(101)

1 [o¢] o0 .
Mg =5 / / du dv e~ 1@+ (P=pyl/i
—00 J —00

(102)
where Q and P are the usual position and momentum
operators, the operator A may also be (Weyl) represented as

A=/ f du dv e CUFPII Ay v), (103)
—0o0 J —00

where A(u,v) is the Fourier transform of Ag,p):

~ 00 00 A .
A(g,p) = / f du dv A(u,v)e @ r/h - (104)
—0oQ0 —0oQ

The important operator A(g, p) is hardly mentioned or used in
most of the literature on the planar Wigner function. Probably
the main reason is that the above formulas can be rewritten by
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using the operator relations

h
[P,O] = —, eTB = ¢ . o8 . 714812, (105)
i
They lead to
o0 ~
= dqdpdudv A(q,
(271}'1)2/;00 gdpdudv Aq,p)
« @Uv/QR) =i Q=qu/li  ,~i(P=p)/h (106)

Replacing the product uv with the differential operators
—hzaq 0, and integrating partially one obtains

1 oo
A= W./ dgdpdudv

—00
. ; h 7
x e~ 1Q—qu/l  ,~i(P=p)v/h exp [?Bqal,] A(g,p).
1
(107)

Here the operator ordering is such that the position operators
are to the left of the momentum ones.

The phase-space function A B(q, p) of the product A - B of
two operators is given by

AB(q.p) = A(q.p) explliA(g, p)/QiB(q,p),

A(Qap)zap 8q_8q 8p- (108)

The expression, (92), for the cylindrical case is the analog of
relation (108), which was first derived by Groenewold [25].

There are, of course, many more important properties of
Wigner functions for the planar phase space, which have been
worked out over decades (see the numerous references in
Sec. III A). For most of them their analogues in the cylindrical
case await new applications.

IV. DYNAMICAL AND ENERGY EQUATIONS

Quantum mechanics provides—among others—two basic
elements for the description of atomic systems. First, it gives
a description of their time evolution, i.e., their dynamics,
either—in the Schrodinger picture—in terms of a Schrodinger
equation for the wave function of the system or—in the
Heisenberg picture—in terms of equations of motion for the
operators (“observables”) which characterize the system.

Second, it allows, in principle, for calculation of the
eigenvalues and eigenstates of observables, especially the
energy, which are important for a quantitative description of
the system. In addition, in the realm of continuous (higher)
energies it provides the basis for the description of, e.g.,
stationary scattering processes for a given energy. In this
second case, which concerns the stationary structure of
physical systems, the time-independent Schrodinger equation
is an important tool.

Similarly, one can ask, How is the time evolution of a
system, from a given initial state, described by its associ-
ated Wigner function? and Are there appropriate structure
equations corresponding to the eigenvalue, etc., equations of
the conventional time-independent quantum mechanics? The
question of time evolution was answered by Wigner, in his very
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first paper on the subject, for planar phase spaces [3] in terms
of a generalized Liouville equation. The problem was later
discussed extensively by Moyal [23]. For further development
of this subject see the reviews [6,8,10,39,40].

Discussion of the time-independent structure or energy
“eigenvalue” equations for Wigner functions has its origin
in applications to statistical mechanics systems, the topic of
Wigner’s seminal paper [3]: For a quantum canonical ensem-
ble in equilibrium the quantum mechanical time evolution
operator

U(t) = e H/M (109)

is replaced with

1

— o PH -
Qp)=e ’ﬁ_kBT’

(110)

where H is the associated Hamilton operator. The operator €2
provides the density operator

p(B) = QB)/Z(B), Z(B) = () (111)
of the system and obeys the Bloch equation [41]
8Q=—H Q=-Q-H. (112)

Wigner functions related to €2 have been discussed in Refs. [26]
and [42]. A brief summary is contained in Ref. [6].

Comparing Egs. (109) and (110) we note the correspon-
dence

—t/h < iB. (113)

In modern approaches [43—-45] this relation is treated under
the topic “KMS condition,” which deals with the analytic
continuation between the two regions in the complex ¢ plane.

A. Time evolution of the Wigner function for a density matrix

For the time dependence of a density operator p(f) von
Neumann’s equation holds:
ihd;p(t) =[H,p@®)]. (114)

In order to translate this into the corresponding equation for
the phase-space function,

PO, p;t) =21V, (0, pst) = 2m tr[p(t) - V(O,p)],

we need the phase-space function H(6,p) of the Hamilton
operator, (27). According to Eq. (33) this is given by

H@O.,p)=y p*+U®).

(115)

(116)

In the following we use for U (6) the pendulum potential

UB)=—A cosb, (117)
and for p(¢) the diagonal form [1],
,O(t) = (pmn(t))a :Omn(t) = )‘m(t) Smn»
220, > =1 (118)

meZ
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This gives

1 .
Vo(6.p30) = o~ > dm(®)sinew(p/h —m), (119)

meZ

1 (7 A
sincn(p/ﬁ—m):E/ do eI P/h=m? —(120)

-7

Thus, V,(0,p;t) is independent of 6. The more general
0-dependent case is treated in the next subsection, where
additional remarks on the pendulum can be found, too.

Using relations (96), (97), and (100) we have

ﬁ 2
(p + 589) Vy(pit) = p* Vo(pi0),

cos (9 — ;8,,) V,(p;t) = [cos@ cos ;BP)

i i

(

+ sin @ sin (EB,,)] V,(p;1),
[
(

(121)
and
. 1
sincrw[p/h + ?89 — m]cos6
i

1 T

= d e IP/i—m+5019 (g g
27 J_,

7'[

1 .
=5 dv cos(d — 9 /2)e " P/i=m?
2 J »

h
= |:cosé) cos (—,8,,)
2i

h
— siné sin <2—8,,>] sincw(p/h —m),
i

—_— h
V,H(,p) = {yp2 - A[cos@ cos (781,)
l

h
— sinf sin <2—i8l,>]}vp(p;t), (122)
so that
— . . (R
[H,V,] = —2Asin0 |:sm <78,,>i|Vp(p;t). (123)
i
Combined with Eq. (114) this yields
2A . . (h
0, Vo(p;t) = ———=sin6 sin | —9, | V,(p;1). (124)
ih 2i
With
oo Z211-',—1
inzg = -1y 125
S nz:;( S e (125
and
A sinf = dpU(0), (126)
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Eq. (124) can be written as

[0; — 3pU(0)3,]V,(p;t)

o0 h 2n 82n+1
=3 U(0) Z(E) (2np—+1)v Vo(pst).  (127)

n=1

Note that the left-hand side of Eq. (127) is independent of 7,
whereas the right-hand side represents quantum effects.

B. Generalized Liouville equation

The time evolution of the model discussed in the preceding
subsection is an example [see the left-hand side of Eq. (123)]
of the general time evolution equation, derived in Ref. [1], for
a Moyal function Vy,y, (8, p; t):

1
0 Vyoy, (0, p3t) = g(Wz(I),K(Q,p)Wl(Z))SM (128)

K@®,p)=1i[H,V(@,p)]. (129)

In the following the righ-hand side of this equation is worked
out in detail directly, partially following Ref. [10].
We start from

iio(0;t) = Hy(0;1), H=Hy+U(®), (130)
H, ! L? @ n (131)
= = —8—7 = —,
0 2mr§ do? 2mr§

where mrg is the moment of inertia of a point mass rotating at
a distance r( around an axis.
In the following we abbreviate:

Vo0 —0/2) =Y, Y10 +9/2) =Y.
It follows from Egs. (64) and (130) that

(132)

. 1 ["dy _, N
00 Vysgy =5 [ G P Y i )l
(133)
Starting with the H, part, observing that
d d d d
¥ _ _zﬂ i = zﬂ (134)

o~ “dv’  de d

and then integrating partially with respect to ¥ under the
integral, (133), yields

110, Vi (0. 931) = — =L 9,V 0 (0, pi)

2¢

(2 )2 agb%wl(@ p,U = +m;t),

(135)
where the boundary “potential”

bwl(e p, 0 = £m;t)
Sl Y0 = 9/2:0 Y10 + 9/ 20177,

(136)

T )2

PHYSICAL REVIEW A 95, 052111 (2017)

is the difference in the values of the integrand of Vy,y, (6, p) at
the boundaries ¢ = . This term vanishes in the planar case
because the integrand vanishes at co. It does not in general
vanish here.

For ¥ (@) = ¥1(p) =
by(®.p0 = £730)

¥ (@) one can write

= on )2 Im[e™ Py (0 — w/2)y (0 + 7/2)].  (137)
A simple example is
eme + e 138
V() = ﬁ( ), (138)
for which the boundary term turns out to be
2i
by(0,p,0 = Em;t) = 20 sinm[(m 4+ n)/2 — p]
x {cos(m — n)0 + cos[(m — n)/2]}.
(139)

Differentiating with respect to 6 [see Eq. (135)] leaves a term
proportional to sin(mm — n)6, which vanishes for m = n but not
in general. It vanishes also if p — (m +n)/2 =kn, k € Z.

We next turn to the contribution of the potential U () on
the right-hand side of Eq. (133) [recall Eq. (132)]:

L (" dY o—iPO/h
ol B PEI—U (O — 9/2)%5 19
+ Y5 [U®O + 9/2)¢]
1
= = T dy e PG 4 9/2) — U©O — 9/2)1¥5 .
T 27‘[

(140)

A real periodic potential, U (6 + 2m) = U(0), can be expanded
in a Fourier series:

o0
U®) = Z Up(0), Ui(®) = Ay cosk® + By sinkf. (141)

k=0
It follows that

U0+ 9/2) — U (0 — v/2)
= 2sin(k?¥/2)(— Ay sink6 + By cos kf)

= 2sin(kt/2) 3 U(0)/ k. (142)

Inserting this into Eq. (140) gives

T

2[8kU(9)/k]% / —ﬁe—ipﬂ/ﬁsin(kﬂ/z)w;wl. (143)

_p 27
As
(k9/2) e PN = (k/2)ilid,e P/ (144)
the contribution, (143), can be written as
2[0:U(0)/ k] sin[(k/2)ilid,1Vy,y, (0, p), (145)

with sin z as in Eq. (125).
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Adding the term, (145), to Eq. ((135)) and dividing by i%
yields

2ep
0 Vyoy, (0, p3 1) = —730‘/1//21//,(9,10;1)
2 . .
+ %[8/( U(0)] Sln[(k/2)lhap]wa1 ©,p)
2¢e
= 57 00byy, 0. p.0 = £ 0). (146)
l

Inserting ¢ from Eq. (131) and separating all the terms which
are independent of 7 finally gives

p
{31 + _289 — 0pUr(0) 3P}V¢2¢I(9,p;t)
mro

khi/2 2n
:aQUue)Z k((2 / +)1),a,%"+1 }szme,p;t)

hi
rgi 89b¢,2¢,1(9,p,z9 ==+m;1). (147)

Some remarks on the result follow: The generalized Liou-
ville equation, (147), holds, of course, also, if Y»(¢) = ¥1(p);
i.e., for the Wigner function proper Vy (0, p; 1),

(0 + 2505 — 9 Uk(0) 8,}Vy (0, p3 1)
mro

= U Y 2 gty gy

— kQn+ 117

h
500Dy (0,p,0 = £7;1),
mrji

+

(148)

where by, is given by Eq. (137). If V,,(6, p; 1) is independent
of 6, Eq. (148) reduces to Eq. (127).

It is remarkable that no higher derivatives of the potential
Ui (0) enter the right-hand side of Eq. (147), contrary to the
planar case, where the corresponding potential term has the
form [46]

o (—1)"(7/2)*"
Y CT

@2l + 1! [0 U@]3;" " We(q.p:1).

(149)

n=1

The boundary “potential” by on the right-hand side of
Eq. (147) is proportional to 7, i.e., it is a quantum effect.
In addition, it makes the otherwise homogeneous PDE an
inhomogeneous one.

If the time dependence of the wave functions ¥/ (6;¢t) in
Eq. (130) can be separated as

Y(O;1) = e FMu), (150)
then the time derivative in Eq. (147) takes the form
E,— E;
0 Vyoy, 0,ps1) = Vi (0, D5 1). (151)

ih

Thus, for ¥»(p) = ¥1(¢p) and a stationary Wigner func-
tion Vy(0,p), the generalized Liouville equation, (148),

PHYSICAL REVIEW A 95, 052111 (2017)

reduces to

p
{Wag — 9 Uk(0) 9, } Vy(6,p)

kh/2
{aevkw)Z k((z /+)1), 5"“}%(9,19)

Lk
I’}’ll"2

8yby (0.p.9 = ).
Ol

(152)
As discussed in Sec. IV A, an important example of a potential
U(0) of Eq. (141) is that of a pendulum [47,48],

U@®)=U(f) =—Acos9, (153)

where A = mg ry for a rotating or oscillating point mass in a
constant gravitational field g, A = g Ery for such a point mass
with charge ¢ in a homogeneous electric field E,and A = pE
for a (rotating) dipole p in an external electrical field E.

C. An energy equation for the Wigner-Moyal function

We have seen in the preceding subsection that a time
dependence, (150), for the wave functions 1 ,(6;¢) in the
principal dynamical equation, (147), leads to a stationary
equation, (152), in the limit ¥, — v, = ¥ which no longer
contains an energy parameter E. One can change this with two
related arguments.

If one replaces 5 (0; t) with ¥ (6; —t), then E; in Eq. (151)
changes sign. However, this operation is not the established
Wigner time inversion, which involves a simultaneous com-
plex conjugation of the wave function. Therefore, ¥5(6; —t)
is equivalent to y,(0; ¢). Thus, if one replaces 5 (6;t) merely
with its complex conjugate, then E, in Eq. (151) changes sign
too. So, either of these procedures can make the difference
E, — E, in Eq. (151) into the sum E; 4+ E,. Another related
argument makes use of the exchange, (113): if one replaces
it /hi in the Schrodinger equation with 8, then one achieves the
same goal, namely, an equation for E;| + E.

The discussion to obtain such an energy-type equation
for Wigner functions was—implicitly—started by Baker [49],
explicitly discussed by Fairlie [50], and then pursued by others
[10,31,51,52]. We now derive the corresponding equation for
the cylindrical phase space:

If we have the stationary Schrodinger equations

Hyj=Ejy;, j=12,
with H as in Eqgs. (130) and (43), then
(E1 4+ E2)Vy,y,(0,p)
1 [T dv
o 27T

As in the case of Eq. (133) we first use relations (134) in
order to transform the Hj part under the last integral by partial
integration and obtain

(154)

e P CHY)Yr + Y5 (Hy)]. (155)

2¢ E £,
2P = 3% (Ve 0.p)
,smrg —ipo/i) P . '
—2i——|e — 21005 0) + j21(059) ;
h mr P
(156)
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where
p21(0;0) = Y50 — 9/2)y1(6 + 9/2), (157)
h
J21059) = ———{¥3(0 — 9/2) 31 (6 + ©¥/2)
2imrg
— (35 (0 —¥/2) Y1 (6 +1/2)}.  (158)

If the solutions v ,(f) of Eqgs. (154) are a “stationary”
consequence of the time-dependent equations,

il (051) = Hyn(051),  —ihdy3(851) = Ha(6:1),

(159)
then the continuity equation
0 021(0;931) + 89 j21(0;051) = 0 (160)
holds. As p /(mrg) is the angular velocity 6, the term
p 9.
—p21(0;931) (161)
mro

in the boundary part of Eq. (156) represents a kind of current
density too. Thus the boundary term in Eq. (156) represents a
circular flow depending on the boundaries ¥ = +.

For the potential U(9) part of H under the integral of
Eq. (155) we again use the mode U (@) of Eq. (141). Instead

of relation (142) we now have
U@ 4+ 9/2) 4+ Ui (0 — 9/2) = 2cos(kd/2) Ur(B). (162)

Inserting this into the potential part on the right-hand side of
Eq. (155) gives the contribution

2U(6) % /_ 7:, Z—ie—f”ﬂ/ﬁ cos(ki/2) Y. (163)
Using again relation (144), Eq. (163) can be written as
2U(0) cos[(k/2)ilid,] Vi,y, (0, p), (164)
with
00 el
cosz = g(—l)" oo (165)

Adding the contribution, (164), to the term, (156), inserting &
from Eq. (131), and dividing the result by 2, finally, gives

2 ﬁZ
D U0) — —— 82V 0. p)
2mr§ 8mr§ -

o (kR/2)™ ),
+ {Uk(e);‘ T }VW, ®.p)

h —ipp/n) P . =
+t570¢ — p21(0;9) + j21(0:9)
! er Y=—m

E\+ E;

= Tszwl ©@.p).

For the Wigner function itself, for which yn(p) =
Y1(p) = ¥(p) and E, = E;, the last equation takes the

(166)
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form

2 hZ
{ P e - —az}ww,p)
2mr§ Smrg

2 (khi/2)*
oS @2 v 0.

n=1

h —ipo/n) P . =
t50¢ — p0;0)+ j6;9)
l mr,

0 V=—m
=EV,0,p), (167)
where now
p(0;0) = (O — /2y (0 + ¥/2), (168)
JjO;9) = T YO —9/2) 9y (6 +/2)
imrg
— @y (O — /2Dy (O +v/2)}.  (169)

D. PDEs for Wigner functions

In the preceding two subsections we have derived PDEs for
the Wigner function V,, (0, p; t) or V,(0, p; t): Eq. (148) for the
time evolution and Eqgs. (152) and (167) for stationary systems.
The question comes up immediately whether these equations
can replace—at least in principle—the Schrodinger wave or
Heisenberg operator equations, like path integrals in quantum
mechanics or the Hamilton-Jacobi equation in mechanics.

The time evolution of the Wigner function in the planar
case is considered to be equivalent to that of the Schrédinger
equation [19], mainly because both are of first order in the
time derivative and, therefore, have equivalent initial value
problems. As the corresponding equation, (148), has additional
boundary terms, (137), this problem must be analyzed anew
for the cylindrical case.

As for the stationary Egs. (152) and (167) the question arises
whether they can replace the stationary Schrodinger equation,
especially an eigenvalue equation. Such an eigenfunction has
to obey the normalization conditions, (12) and (50), and should
have properties (69)—(72) for ¢, = y; = . All this has yet to
be analyzed. In the planar case the corresponding eigenvalue
problem has been positively solved for the harmonic oscillator
[10,50]. But, of course, one has to get far beyond the harmonic
oscillator in order to establish a generally attractive and
convincing framework. There is much work ahead.

Equations (148), (152), and (167) have a structure which
invites us to attempt semiclassical approximations and classi-
cal limits: The left-hand sides are ‘“classsical,” i.e., they do
not contain any 7, whereas the right-hand sides contain a
(formal) power series in /i, which appears to be useful for
approximations. This was one of the main motives of Wigner
already in 1932 [3]. Many investigations followed. See, e.g.,
Refs. [6,10], and [53-57]. However, one has to beware of
essential singularities in % [58—61], which can spoil naive
polynomial approximations.
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