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Most previous studies of high-order-harmonic generation have focused on the regime beyond the ionization
threshold; the dynamical origin of below- and near-threshold harmonics, particularly for the molecular systems, is
less understood and largely unexplored. Here, we report a self-interaction free time-dependent density-functional-
theory study along with an extended semiclassical study for the nonperturbative probing of the dynamical origin
of below- and near-threshold harmonic generation of the H2 molecule in an intense near-infrared laser field.
Our approach allows an accurate study of the electron trajectories as a function of energy, time, and position
for below-, near-, and above-threshold harmonics for electrons departing initially from each of the individual
hydrogen cores of the H2 molecule. We discover that short trajectories are multiphoton dominated and can have
multiple returns for below-threshold harmonics, and excited-state resonances can have significant effects on
the generation of neighboring below-threshold harmonics. Furthermore, we find that the electron dynamics for
below-threshold long, short, and resonant trajectories differ greatly depending upon which hydrogen core (left
or right) the electron was released from initially. An intuitive and appealing picture of near- and below-threshold
harmonic generation discovered in our study can give guidance to future experiments in this forefront area of
ultrafast atomic, molecular, and optical physics.
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I. INTRODUCTION

High-order-harmonic generation (HHG) is a fundamental
atomic and molecular process in strong laser fields that
continues to receive considerable attention and plays a crucial
role in the development of ultrafast science and technology
[1,2]. Significant application of the HHG technology includes
the generation of ultrashort attosecond pulses [3–5], frequency
combs [6,7], and ultrafast molecular imaging [8,9], to name
only a few. The availability of the attosecond pulse further
allows the direct detection and control of the electronic
dynamics in atoms, molecules, and condensed-matter sys-
tems [2,3,5,8–12]. The general pattern of the HHG power
spectrum for harmonics above the atoms’ or molecules’
ionization threshold Ip can be qualitatively explained by
means of the three-step model [13,14]. In this scenario, the
strong-field approximation (SFA) [15] is effective to explain
the process.

More recently, considerable attention has been paid to the
near- and below-threshold regimes [6,16–23] as a potential
source of coherent vacuum-ultraviolet radiation [2,6]. In these
lower-energy regimes, the conventional three-step model and
the SFA become inadequate since they neglect the Coulomb
potential and the detailed electronic structure of the target atom
or molecule. Recently, Xiong et al. [20] and Li et al. [24–26]
have studied the subtle electron dynamics for near- and below-
threshold harmonic generation for atoms in strong laser fields.
Lately, several studies look into the fact that excited states
have effects on the generation of below-threshold harmonics
[9,20,27–29], which we recently demonstrated along with the
experimentalists [19].

Knowledge of the exact mechanisms for the production
of below-, near-, and above-threshold harmonics can give
guidance in probing molecular dynamics on an attosecond

time scale [9,30]. Recently, the H2 molecule has been the
candidate to study the ultrafast nuclear dynamics on the laser-
subcycle time scale [9,30]. Recent studies of H2 molecules
emphasize the importance of time to energy mapping con-
trolled by changing the intensity or wavelength of the laser
field [9,30].

In this paper, we present an ab initio quantum and extended
semiclassical precision study of the below-, near-, and above-
threshold harmonic generation of the H2 molecule in an
intense near-infrared (NIR) laser field. Our method allows the
accurate probing of the electron paths as a function of energy,
time, and position for below-, near-, and above-threshold
harmonics for electrons departing initially from each of the
individual hydrogen cores of the H2 molecule. We make use
of the all-electron time-dependent density functional theory
(TDDFT) with proper long-range potentials [31]. In addition,
we employ a recently developed synchrosqueezing transform
(SST) [25,32–36] to analyze the time-frequency spectra of the
below-, near-, and above-threshold HHG of H2. By comparing
the SST time-frequency spectra and the extended semiclas-
sical calculations, we unravel the contributions of the short
trajectories, long trajectories, multiscattering trajectories, and
resonant trajectories in the below-, near-, and above-threshold
harmonic generation for the H2 molecule.

The paper is organized as follows. In Sec. II, we provide
a detailed description of our theoretical approach in the
framework of the time-dependent density functional the-
ory (TDDFT) and the time-dependent Schrödinger equation
(TDSE) with inclusion of a molecular model potential for the
H2 molecule subject to an intense NIR laser field. In Sec. III,
we discuss the results of the ab initio quantum and extended
semiclassical calculations and give necessary theoretical ex-
planations. Section IV contains concluding remarks.
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II. METHOD

A. Ab initio TDDFT simulation of the high-order-harmonic
generation spectra of the H2 molecule

Detailed numerical procedures can be found in
Refs. [28,37–41]. The basic equations of TDDFT are the
time-dependent one-electron Kohn-Sham equations [42] for
spin orbitals ψiσ (r,t) which involve an effective potential
veff,σ (r,t) (atomic units h̄ = m = e = 1 are used unless stated
otherwise),

i
∂

∂t
ψiσ (r,t) =

[
− 1

2
∇2 + veff,σ (r,t)

]
ψiσ (r,t),

i = 1,2, . . . ,Nσ , (1)

where Nσ (=N↑ or N↓) is the total number of electrons for
a given spin σ , and the total number of electrons in the
system is N = ∑

σ Nσ . The time-dependent effective potential
veff,σ (r,t) is a functional of the electron spin densities ρσ (r,t)
which are related to the spin orbitals as follows:

ρσ (r,t) =
Nσ∑
i=1

|ψiσ (r,t)|2 (2)

(the summation includes all spin orbitals with the same spin).
The effective potential veff,σ (r,t) in Eq. (1) can be written in
the following general form:

veff,σ (r,t) = vH(r,t) + vext(r,t) + vxc,σ (r,t), (3)

where

vH(r,t) =
∫

ρ(r ′,t)
|r − r ′|d r ′ (4)

is the Hartree potential due to electron-electron Coulomb
interaction and ρ(r,t) is the total electron density,

ρ(r,t) =
∑

σ

ρσ (r,t). (5)

Here, vext(r,t) is the “external” potential due to the interaction
of the electron with the external laser field and the nuclei. In
the case of homonuclear or heteronuclear diatomic molecules
in a linearly polarized external laser field [E(t) · r], we have

vext(r,t) = vn(r) + E(t) · r, (6)

where vn(r) is the nuclear potential,

vn(r) = − Z1

|R1 − r| − Z2

|R2 − r| . (7)

Also, r is the electronic coordinate, E(t) is the electric-
field amplitude where the laser field is polarized along the
molecular axis, R1 and R2 are the coordinates of the two
nuclei at their fixed equilibrium positions, and Z1 and Z2

are the electric charges of the two nuclei, respectively. The
internuclear separation R is equal to |R2 − R1|. Finally,
vxc,σ (r,t) is the time-dependent exchange-correlation (XC)
potential. Since the exact form of vxc,σ (r,t) is unknown, the
adiabatic approximation is often used [37–41,43],

vxc,σ (r,t) = vxc,σ [ρσ ]|ρσ =ρσ (r,t). (8)

When these potentials, determined by the time-independent
ground-state density functional theory (DFT), are used along

with TDDFT in the electronic structure calculations, both inner
shell and excited states can be calculated rather accurately [44].
In this work, we utilize the improved van Leeuwen–Baerends
LB94 XC potential [31]. The LB94 contains two empirical
parameters α and β and has the following explicit form, in the
adiabatic approximation:

vLB94
xc,σ (r,t) = αvLSDA

x,σ (r,t) + vLSDA
c,σ (r,t)

− βx2
σ (r,t)ρ1/3

σ (r,t)

1 + 3βxσ (r,t) ln
{
xσ (r,t)+[

x2
σ (r,t) + 1

]1/2} .

(9)

Here, ρσ is the electron density with spin σ , and we use α = 1
and β = 0.05 [38–41]. The first two terms in Eq. (9), vLSDA

x,σ

and vLSDA
c,σ , are the local spin-density approximation (LSDA)

exchange and correlation potentials that do not have the correct
Coulombic asymptotic behavior. The last term in Eq. (9) is the
nonlocal gradient correction with xσ (r) = |∇ρσ (r)|/ρ4/3

σ (r),
which ensures the proper long-range Coulombic asymptotic
potential vLB94

xc,σ → −1/r as r → ∞. Note that if the conven-
tional XC energy functional forms taken from the LSDA or
generalized gradient approximation (GGA) [45,46] are used,
the corresponding XC potential vxc,σ (r,t) will not possess the
correct long-range asymptotic (−1/r) behavior [47]. For the
time-independent case, this van Leeuwen–Baerends exchange-
correlation potential has been found to be reliable for atomic
and molecular DFT calculations [19,31,38–41,48–50].

The H2 molecules’ high-order-harmonic generation (HHG)
power spectra can be investigated accurately and efficiently by
solving the three-dimensional (3D) TDDFT in space and time
by means of the time-dependent generalized pseudospectral
(TDGPS) method [51] in prolate spheroidal coordinates
[28,50,52]. Once the time-dependent wave function ψ(ξ,η,t)
is available, we can calculate the expectation value of the
induced dipole moment in acceleration form,

dA(t) =
∑
iσ

< ψiσ (ξ,η,t)|∇Vn(ξ,η)|ψiσ (ξ,η,t) > −E(t).

(10)

The HHG power spectra S(ω) (spectral density of the radiation
energy) in the acceleration form can be obtained by the
Fourier transformation of the time-dependent dipole moment
in acceleration form dA(t),

S(ω) = 2

3πc3

∣∣∣∣
∫ ∞

−∞
dA(t) exp(iωt)dt

∣∣∣∣
2

. (11)

Figure 1(a) shows the HHG power spectrum of the H2 molecule
along with a time-domain superposition of the harmonics 9–15
in Fig. 1(b). The HHG power spectrum of the H2 molecule
(R = 1.4a0) was calculated by TDDFT equations for diatomic
molecules with a proper long-range potential (LB94) [31] in
an intense NIR laser field. In all calculations, we adopt a
1064 nm NIR laser wavelength and the laser has a sine-squared
pulse shape with a duration of 20 optical cycles (for 1064 nm
wavelength, 1 optical cycle = 3.55 fs). The driving laser
intensity is I = 7×1013 W/cm2. The corresponding Keldysh
parameter γ is equal to 1.02 (γ = √

Ip/2Up), which indicates
an intermediate ionization regime (multiphoton ionization is
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FIG. 1. (a) The HHG power spectrum of H2 (R = 1.4a0) driven
by an intense 1064 nm (near-infrared) laser pulse with the peak
intensity I = 7×1013 W/cm2. The black vertical dashed line indi-
cates the corresponding ionization threshold marked by Ip (1σg).
Resonance A corresponds to excitation of the 1σu state. (b) A
time-domain superposition of the harmonics 9–15 [which are below-
threshold (nonresonant and resonant; harmonic order 9.73) and near-
threshold harmonics]. Note that the maximum burst has a duration of
about 1.5 fs.

typically characterized by γ > 1, while tunneling ionization is
typically characterized by γ < 1). Near- and below-threshold
harmonic generation provides a potential approach to generate
a vacuum-ultraviolet frequency comb [6]. Note that in Fig. 1(b)
the maximum burst has a duration of about 1.5 fs. To obtain
the induced dipole acceleration and HHG spectra used in the
calculations, we set the grid size (for the ξ and η coordinates,
respectively) to 70×30. We use 4096 time steps per optical
cycle (81 920 steps for the total pulse of 20 optical cycles) in
the time propagation process.

B. Ab initio TDSE simulation of the H2 molecule

The time-dependent electron wave function ψ(r,t) of H2 at
a fixed internuclear distance satisfies the TDSE with use of a
model potential Vmod(ξ,η):

i
∂

∂t
ψ(r,t) = [H0(r) + Vlaser(r,t)]ψ(r,t). (12)

Here, H0(r) is the unperturbed electronic Hamiltonian,

H0(r) = − 1
2∇2 + Vmod(ξ,η). (13)

Vmod(ξ,η) is the H2 model potential (which includes the
H2 molecules’ nuclear, Hartree, and exchange-correlation

potentials) [53] constructed from the DFT calculation with
use of the LB94 exchange-correlation potential,

Vmod(ξ,η) = Veff(r1) + Veff(r2), (14)

where r1(r2) is the distance between the active electron and
nucleus one (two). Veff has the following form:

Veff(r) = −α + βe−σr

r
, (15)

with α = 0.5, β = 0.5, and σ = 1.78 calculated by the least-
squares fitting of the converged DFT calculation using the
nuclear [vn; Eq. (7)], Hartree [vH; Eq. (4)], and LB94
exchange-correlational [vLB94

xc ; Eq. (9)] potentials (Vmod =
vn + vH + vLB94

xc ). This constructed model potential Vmod(ξ,η)
will be used later (Sec. III) in the extended semiclassical
calculations of the H2 molecule in an intense NIR laser field.

III. RESULTS AND DISCUSSION

A. SST time-frequency analysis and semiclassical trajectories

To analyze the underlying mechanism from the ab initio
simulation, we perform the SST time-frequency analysis of
the dipole acceleration for H2 interacting with the applied
laser field. In previous studies [32], several representative
time-frequency methods have been compared for the atomic
hydrogen system, including the short-time Fourier transforms,
such as Gabor transform, Wigner-Ville transform [33], and the
SST [24,25], as well as the continuous wavelet transform,
the bilinear time-frequency transform, and the reallocation
method, respectively. They found that both the Gabor and
the Morlet transforms are subject to some obscure spectral
features arising from a window and that the Wigner-Ville
transform is accompanied by interference artifacts, resulting
in incomprehensible analysis. Among these methods, only
the SST can resolve the intrinsic blurring in the Gabor
and the Morlet transforms [34]. As a result, we adopt the
SST to explore the characteristic behaviors of harmonic
spectra below the ionization threshold, which has successfully
depicted chronotaxic systems [35] and cardiovascular systems
[54]. We perform the time-frequency analysis on the induced
dipole moment in acceleration form dA(t ′) of the H2 diatomic
molecule interacting with the applied laser field by means of
the synchrosqueezing transform (SST) [32,34]. The SST is
described as

S(t,ξ )=
∫

1√
ω

V (t,ω)
1

α
√

π
exp

{
−

[
ξ − 
f (t,ω)

α

]2}
dω,

(16)

where V (t,ω) is the Morlet wavelet transform, 
f (t,ω) is the
reallocation rule function, and α is a smoothing parameter. In
this study, α = 2.6. The Morlet wavelet transform is given as

V (t,ω) =
∫

dA(t ′)
√

ωW [ω(t ′ − t)]dt ′, (17)

where

W (x) = 1√
τ

exp(ix) exp

(
− x2

2τ 2

)
(18)
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FIG. 2. Upper panel: SST time-frequency analysis of the HHG
spectra of H2. For comparison, the green curves labeled A [both
solid lines (short trajectories) and dashed lines (long trajectories)],
red curves labeled B [dashed lines (multirescattering trajectories)],
and light-blue curves labeled C [dashed lines (multirescattering
trajectories)] indicate the semiclassical trajectories for the first,
second, and third return, respectively. The magenta line labeled
E indicates the semiclassical below-threshold resonant trajectories,
which corresponds to the bound-bound transition from 1σg − 1σu

near H10. The yellow solid line indicates the ionization potential
Ip . Lower panel: An enlarged view of the SST time-frequency
profiles in the near- and below-threshold regions comparing the
below-threshold semiclassical trajectories for the first return [green
curves labeled D; both solid lines (short trajectories) and dashed lines
(long trajectories)]. The laser parameters used are the same as those
in Fig. 1. These semiclassical trajectories are also shown in Fig. 3.

is the mother wavelet. The reallocation rule function is
defined as


f (t,ω) =
{ −i∂t V (t,ω)

V (t,ω) for V (t,ω) 	= 0

∞ for V (t,ω) = 0,
(19)

where ∂t denotes the partial derivative in the temporal axis.
The time-frequency representation in Fig. 2 shows a

periodic repetition of arches comprising the short and long
trajectories. It is readily observed that the main contribution to
the above-threshold harmonics is due to the short trajectories.
The prominent trajectory located near the vicinity of the 10th

harmonic is the 1σg–1σu multiphoton resonance transition of
H2. To explore the dynamical role of the quantum trajectories,
we extend a standard semiclassical approach, suggested
independently by Corkum [13] and Kulander et al. [14], with
the inclusion of the molecular potential. The initial condition
is that the electrons are initially released at either the left or
right hydrogen core with the initial velocity along or opposite
the polarization direction of the laser field. In our calculation,
the semiclassical results are obtained by solving the Newton’s
equation including the molecular potential (Vmod) given by
Eq. (14), which is

r̈ = −∇Vmod − E(t)ez, (20)

where E(t) is the electric-field strength of the laser field
and Vmod is the H2 molecules model potential [Eq. (14)]
constructed from the DFT method with use of the LB94
exchange-correlation potential.

Here the electric-field force corresponding to the applied
laser field in atomic units is Fz = E(t)ez, where ez is the unit
vector in the z direction and E(t) is the electric field of the
laser pulse. For the laser parameters used, the corresponding
Keldysh parameter γ is ∼1, which indicates an intermediate
ionization regime; the initial conditions (multiphoton) are
provided by releasing the electrons with an initial velocity (v0)
to overcome a potential barrier. Therefore, the direction of the
initial velocity of electrons is either “identical” or “opposite”
with respect to Fz.

The semiclassical return energy as a function of the
ionization time and return time of the electrons that are released
in the first couple of cycles before and after the pulse peak
for identical conditions are presented in Fig. 2 overlaying the
SST time-frequency analysis. We indicate the short and long
trajectories as those in the standard three-step model, as well
as the multirescattering trajectories (second and third return)
and resonant trajectories. In Fig. 2, by comparing with the
classical calculation, it is clearly seen that the multirescattering
trajectories has strong contributions to the below-, near-, and
above-threshold harmonics 10–32. This SST result (Fig. 2) is
in good agreement with the extended semiclassical returning
energy map result shown in Fig. 3. In Fig. 3, we calculate the
probability of the electrons with the corresponding return time
t and return energy E by using an extended semiclassical
method [55], which can be obtained from the following
expression:

dP (E,t)

dEdt
=

∫
dt ′dvW [|E(t ′)|]P (v)Ct (t

′,r0,v,Er,tr )

× δ(E − Er )δ(t − tr ), (21)

where W [|E(t ′)|] is the instantaneous tunneling ionization
rate, Er and tr are the returning time and returning energy
(kinetic energy + potential energy) for given trajectories,
and P (v) are the Gaussian initial velocity distributions. Each
trajectory is monitored for all the approaches to either of the
hydrogen cores (z = ±0.7 a.u.) for the H2 molecule. If an
electron trajectory is such that it can return to either of the
hydrogen cores at time tr with a returning energy Er , the factor
Ct (t ′,r0,v,Er,tr ) is set to 1. Otherwise, Ct (t ′,r0,v,Er,tr ) = 0.
In Fig. 3, it is clearly seen that several multirescattering
trajectories (m2, m3, and m4, which are the second, third,
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FIG. 3. Semiclassical returning energy map. Note that the prob-
ability of the electrons with the corresponding return time and return
energy is calculated by using an extended semiclassical method
introduced in Refs. [36,55]. The yellow solid line indicates the
ionization potential Ip . The first return long and short trajectories
are labeled along with m2, m3, and m4, which are the second,
third, and fourth multirescattering returns for the long trajectories,
respectively. The dense red horizontal line in the density plot near the
Ip is the near-threshold resonance states calculated by the extended
semiclassical method. The laser parameters used are the same as those
in Fig. 1.

and fourth multirescattering returns for the long trajectories,
respectively) are superposed before and after the peak of laser
field.

B. Electron dynamics in below-, near-, and
above-threshold HHG

To explore the intricate structures in the below-, near-, and
above-threshold harmonic generation, we show the semiclas-
sical return energy as a function of ionization times and return
times in Fig. 4. Note that the returning energy includes the
kinetic energy and the potential energy, and thus may become
negative below the ionization threshold. It is clearly seen that
the HHG originated from three quantum trajectories, namely,
the short and long trajectories and also the below-threshold
resonant trajectories. In Fig. 4, the trajectories that lie between
the harmonic 13 and 29 suggest multiple returns of the
electron. We find that the long-trajectory electrons associated
with the multirescatterings contribute to the below-, near-,
and above-threshold harmonics 13–29, and the corresponding
travel time is about one optical cycle. The trajectories in Fig. 4
are superimposed in Fig. 2 for the sake of comparison with the
SST representation. As shown in the figures, the structures of
the SST representation are in agreement with the semiclassical
trajectories for below-, near-, and above-threshold harmonics
and the resonant excited state.

The contribution of quantum trajectories to the below-
, near-, and above-threshold harmonic generation can be
understood according to Figs. 2–4. Power et al. [16] pointed

FIG. 4. Semiclassical return energy as a function of ionization
times (labeled A’ and D’) and return times (labeled A–E). The solid
and dotted colored lines represent the short and long trajectories,
respectively. Here we can see the multirescattering of the long
trajectories at different return times. For clarity, we show the
semiclassical return energy as a function of ionization time (labeled A’
and D’; blue line), first return time (labeled A; green dashed and solid
line), second return time (labeled B; red dashed line), and third return
time (labeled C; light-blue dashed line) for the electrons released
before the pulse peak. Several typical rescatterings are marked
by black text, hence, short, long, multirescattering, and resonant
trajectories (labeled E; magenta line). Here the initial condition is
that the electrons with an initial velocity v0 are released from the
left-side hydrogen core (z = −0.7 a.u.) along the electronic-field
force Fz. The laser parameters used are the same as those in Fig. 1.

out recently that long trajectories are the favored pathways
in below- and near-threshold harmonic generation. The more
recent study by Li et al. [24–26] on atomic systems and
our present study of H2 diatomic molecule and SST time-
frequency analysis further show that these long trajectories
are, in fact, the multirescattering trajectories. In the below-
threshold region seen from Fig. 2, extrapolated from the
overlaying semiclassical result, we can say short and long
trajectories have even contributions to harmonics 11–13,
and the resonant trajectories contribute to harmonics near
H10 (9.73). For above-threshold harmonics, the short and
multirescattering trajectories have the major contributions.
Note that in Fig. 2, the strongest resonant emissions (∼H10)
for each of the optical cycles are located near the laser
peak intensity.

To explain the detailed electronic dynamic behaviors in
the near- and below-threshold generation, the positions of the
electrons as a function of the time are shown in Figs. 5(a)–5(c)
and Figs. 6(a) and 6(b). For the near-threshold long trajectories
[Fig. 5(a)], the electron first tunnels through the lower part
of the barrier potential (leaving the core near maximum
of the laser field), accelerates, and returns to the left-side
(z = −0.7 a.u.) or right-side (z = 0.7 a.u.) hydrogen core.
This is a typical tunneling process. Nevertheless, when the
electron once again returns to the left- or right-side hydrogen
core, it now faces the combined molecule-field potential wall
[the higher part of the barrier potential (HBP) on the other
side] and tunneling is unlikely. Thus the electron first moves
towards the HBP and subsequently absorbs several photons to
a higher-energy state and quickly returns to the ground state,
unless the return energy is greater than zero. Such a mechanism
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FIG. 5. Semiclassical trajectories for below- and near-threshold
harmonics. Position vs time for (a) near-threshold, (b) below-
threshold (nonresonant and resonant), and (c) below-threshold (reso-
nant) regions for the corresponding return energies shown in Fig. 4.
The black horizontal dashed line indicates the position of the two
hydrogen nuclei (z = ±0.7 a.u.) for H2. Here the initial condition
is that the electrons with an initial velocity v0 are released from
the left-side hydrogen core (z = −0.7 a.u.) along the electronic-field
force Fz. The green solid line (labeled A) indicates the corresponding
laser field, and the laser parameters used are the same as those
in Fig. 1.

is similar to the multiphoton process. The near-threshold
long-trajectory electrons have multiscattering behaviors, and
the first return has a travel time around 0.8–1.0 optical cycle, as
seen in Figs. 4 and 5(a). However, the multirescattering process
has a longer travel time (∼1.3 optical cycles). Indeed, to end
the first return of the long trajectories in Fig. 5(a) (labeled first
and second return), the electrons still move along the electric
field, which allows them to quickly return to the core at near
the peak intensity in ∼0.14 optical cycles. The near-threshold

FIG. 6. Semiclassical trajectories for below- and near-threshold
harmonics. Position vs time for (a) below-threshold (nonresonant
and resonant) and (b) below-threshold (resonant) regions for the
corresponding return energies shown in Fig. 4. The black horizontal
dashed line indicates the position of the two hydrogen nuclei
(z = ±0.7 a.u.) for H2. Here the initial condition is that the electrons
with an initial velocity v0 are released from the right-side hydrogen
core (z = 0.7 a.u.) along the electronic-field force Fz. The green solid
line (labeled A) indicates the corresponding laser field, and the laser
parameters used are the same as those in Fig. 1.

short trajectory (first return) has a different mechanism, where
the electron leaves the core near the zero laser fields and always
faces the HBP, where tunneling ionization is impossible.
As a result, the electron leaves the left-side hydrogen core
(z = −0.7 a.u.) and collides with the right-side hydrogen core
(z = 0.7 a.u.) within 0.15 optical cycles due to the molecular
potential force exerted from the right hydrogen core. It is then
pulled back to the core it was released from [left-side hydrogen
core (z = −0.7 a.u.)] quickly by the molecular potential. This
behavior only involves the multiphoton process. In Fig. 5(a),
the near-threshold short-trajectory electrons are allowed to
quickly revisit the core with a short travel time (around 0.35
optical cycles), which nearly coincides with the local peak
of the laser field (see the green solid line). The near-threshold
short-trajectory dynamics of H2 molecules involves mainly the
multiphoton process, which is different from that of the atomic
cases, where the tunneling mechanism dominates [24–26].
Also, for near- and above-threshold short and long trajectories,
the return time and dynamics for electrons leaving the right- or
left-sided hydrogen core are very similar. This is not the case
for the below-threshold trajectories, where different dynamics
play a role depending on which hydrogen core (left or right)
the electron initially leaves from.
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Next, we unveil the electronic dynamic behaviors for
below-threshold harmonics and take into consideration
which hydrogen core the electron was released from since
the dynamics are very different. We will focus on the
below-threshold dynamics that are released and returned
within −1.2 � T � −0.8 optical cycles, which can be seen in
the SST (Fig. 2) and semiclassical (Fig. 4) representations. In
Fig. 5(b), we show the positions of the electrons as a function
of time for below-threshold long and short trajectories that are
released from the left-side (z = −0.7 a.u.) hydrogen core, and
in Fig. 6(a), we show the trajectories that are released from the
right-side (z = 0.7 a.u.) hydrogen core. The short and long
trajectories that are released from the left-side hydrogen core
have mainly two returns, due to the molecular potential force
exerted from the right hydrogen core. When the electrons
are released from the right-side hydrogen core [Fig. 6(a)],
the long and short trajectories have three returns and two
returns, respectively. The below-threshold HHG long and
short electron trajectories are both associated with multiple
rescatterings. This is very different from the above-threshold
HHG dynamics where only long trajectories are associated
with multiple rescatterings. In Figs. 5(b) and 6(a), for both
long and short electron trajectories, the electron absorbs
several photons and travels a small distance away (<4.5 a.u.)
from the core and is pulled back to the core quickly by
the molecular potential; this behavior only involves the
multiphoton process. This behavior is observed for each of the
multiple returns. For the short and long trajectories’ first return,
the electrons are released and absorb nearly 10 photons and
return very quickly back to the core (travel time <0.09 optical
cycles). Upon their first return, the long and short trajectories
emit ∼10 photons, which is equivalent to the resonant energy
between the 1σg−1σu states. After the first return, the long and
short trajectories have a longer travel time, corresponding to
0.26 and 0.21 optical cycles, respectively. Upon their second
return, the long and short trajectories emit photons with an
energy in the range of 10.5 � harmonic orders �13.2 (seen in
Figs. 2 and 4). Here, as seen in Fig. 5(b), the below-threshold
harmonics in the range of 10.5 � harmonic orders �13.2
are heavily affected by the 1σg–1σu excited-state resonance
near the 10th harmonic order. Furthermore, below-threshold
harmonics near excited-state resonances will behave
differently (here, causing trajectories to have multiple returns)
than harmonics that have no neighboring resonances.

Lastly, in Figs. 5(c) and 6(b), we investigate resonant
trajectory dynamics in the below-threshold HHG. We will
focus on the dynamics of the resonant trajectories (which
correspond to the bound-bound transition from 1σg–1σu) that
are released and returned within −1.1 � T � −0.7 optical
cycles, which can be seen in the SST (Fig. 2) and semiclassical
(Fig. 4) representations. Figure 5(c) (released from left core)
and Fig. 6(b) (released from right core) shows several below-
threshold resonant trajectories. The resonant trajectories’ dy-
namics are as follows: the electrons absorb nearly 10 photons
and are excited, but return quickly to the left core (right core),
with a travel time ∼0.06 (∼0.08) optical cycles. For the time
domain (−1.1 � T � −0.7 optical cycles) shown in Figs. 5(c)
and 6(b), when the electron is released from the left-side
hydrogen core, the force exerted on it drives it to the right-side
hydrogen core [Fig. 5(c)] where the electron is highly attracted

by the right-side hydrogen core. When the electron is released
from the right-side hydrogen core [Fig. 6(b)], the force exerted
on it drives it away from the right side in the opposite direction
from the right- or left-side hydrogen core (z � 0.7 a.u.), where
there is minimal influence from the opposite core (left). This
is why there are more returns (multirescattering) and a longer
travel time for the long and short trajectories that are released
from the right-side hydrogen core. The opposite would be the
case if we were to look at the next half optical cycle (hence,
−0.7 � T � −0.3 optical cycles).

IV. CONCLUSION

In this paper, we have presented a detailed investigation
and analysis of a regime of below-, near-, and above-threshold
harmonic generation of H2 molecules in an intense NIR laser
field. We have performed a quantum trajectories’ analysis of
the below-, near-, and above-threshold harmonics by using the
SST time-frequency profiles and identified the trajectories with
the assistance of an extended semiclassical simulation. Several
dynamical features of various quantum trajectories, including
short, long, multirescattering, multiphoton, resonance, etc.,
associated with the below-, near- (ionization), and above-
threshold harmonics of the two-center molecular system
are uncovered. We find that multiphoton-dominated short
trajectories, long trajectories, multirescattering trajectories,
and resonant trajectories in the below- and near-threshold HHG
involve only the electron scattered off the combined molecule-
field potential wall followed by the absorption of photons.
Also, we find that the multiphoton-dominated processes for the
long trajectories only occur when the electrons are scattered off
the high part of the combined molecule-field barrier potential
(HBP) followed by the absorption of many photons in the
below- and near-threshold harmonic generation. In particular,
we reveal that short trajectories are multiphoton dominated
and can have multiple returns for below-threshold harmonics,
and excited-state resonances can have effects on the generation
of neighboring below-threshold harmonics. Furthermore, we
find that the electron dynamics for below-threshold long, short,
and resonant trajectories differ greatly, depending on which
hydrogen core (left or right) it was initially released from
during a half optical cycle. Our study provides informative
findings on the delicate electron dynamics in the near- and
below-threshold harmonic regimes for multielectron diatomic
molecules. Our results can facilitate the control of the electron
quantum paths for the experimental generation of ultrashort
and intense coherent light sources and frequency comb source,
both in the VUV regime, in the future.
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