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Self-interaction effects on charge-transfer collisions
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In this article, we investigate the role of the self-interaction error in the simulation of collisions using
time-dependent density functional theory (TDDFT) and Ehrenfest dynamics. We compare many different
approximations of the exchange and correlation potential, using as a test system the collision of H* + CH,
at 30 eV. We find that semilocal approximations, like the Perdew-Burke- Ernzerhof (PBE), and even hybrid
functionals, such as the Becke, 3-parameter, Lee- Yang-Parr (B3LYP), produce qualitatively incorrect predictions
for the scattering of the proton. This discrepancy appears because the self-interaction error allows the electrons
to jump too easily to the proton, leading to radically different forces with respect to the non-self-interacting
case. From our results, we conclude that using a functional that is self-interaction free is essential to properly
describing charge-transfer collisions between ions and molecules in TDDFT.
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I. INTRODUCTION

When a slow projectile collides with a molecular target,
several microscopic processes occur such as rovibrational
excitations, dissociation, charge transfer, nuclear exchange,
and fragmentation [1,2]. These processes have received con-
siderable attention in a wide range of applied fields, such
as radiation therapy, material science, accelerators, plasma
physics, chemistry, and astrophysics [3—5]. At low incident
energies, a large number of ion-molecule collision experiments
have been reported [6-9]; full understanding of these collision
processes still poses challenges to both experiment and theory
[10-13].

The development of practical methods for coupled molec-
ular dynamics and real-time electron dynamics have pro-
vided new effective tools for studying atomic and molec-
ular collisions with the predictive power of first-principles
methods [14-23]. Ehrenfest dynamics [24—26] combined with
time-dependent density functional theory (TDDFT) [27] is
one of the prominent methods for understanding collision
processes.

As in all practical first-principles simulation methods,
approximations are required to reduce the complexity of the
full Schrodinger equation. The two major approximations
in Ehrenfest-TDDFT are to approximate the dynamics of
the ions as a single classical trajectory, and the use of an
approximated exchange and correlation term in the TDDFT
electron equations. In this paper we will focus on this
second approximation, by comparing the results due to various
functionals for the same process. While the findings of
the TDDFT tend to get qualitatively good agreement with
experimental results even with the most basic approximations
to the exchange and correlation functional [28,29], we find
that for collision processes it becomes essential to use more
advanced functionals that avoid the self-interaction error.
Since the development of the first practical DFT approaches,
self-interaction effects have been recognized as the prime
sources of errors for many applications [30-37].

The dynamics of ion-molecule interactions at low collision
energies has enjoyed wide application especially for the ability
of the incoming ion to capture electrons from the target. As
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a model system for our study we chose the collision of a
proton (H') with a methane molecule, which is a prototypical
example at the intersection between the fields of chemistry and
atomic collisions [38].

The process HY + CHy4 has been studied for 10 < E <
50 eV by several groups. Toennies et al. [8,11,12], Udseth ef al.
[39], and Linder and Krutein [10] used a crossed-beam experi-
ment to study inelastic and charge-transfer processes involving
ion and molecule collisions. Jacquemin et al. [40] calculated
the differential cross section and integral cross sections and
energy loss spectra for the process HY + CHy4 at 30 eV using an
electron-nuclear dynamics (END) method. Their differential
cross sections agree nicely with the experimental results
for the nontransfer processes. Gao et al. [41] investigated
the dynamical evolution related to self-interaction correction
(SIC) and calculated fragment intensity and intramolecule
energy transfer for HY + CHy at 30 eV.

II. THEORY

A fully quantum simulation of a collision process is not
computationally feasible, so some approximations are essen-
tial. The most fundamental approximation is the separation
of the electronic and nuclear degrees of freedom, which
is justified by the large difference in mass between these
two types of particles. Here we use the Ehrenfest approach
[42], where the dynamics of the electrons are quantum,
while the nuclei follow a classical Newtonian dynamics with
forces given by the gradient of the instantaneous energy. The
advantage of this approach is that the dynamics of the electrons
are explicitly modeled, so that the simulation includes the
excitation of the electrons due to the motion of the ions during
the collision.

Even without the ionic degrees of freedom at play, sim-
ulating the full quantum dynamics of the electrons is rather
impractical, so it requires further approximations. An efficient
approach to do these simulations is the TDDFT framework
[27,43-45], where the many-body problem is mapped to the
propagation of a noninteracting system.
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The Ehrenfest-TDDFT equations are (atomic units are
used)
d’R; _ JEIn,{R;0)}/]
Tarr T IR,
.0 Vv?
lgw(r,t) = {—7 + VKs[n,{RJ(t)}J](r,t)}ﬁoi(r,t), 2)
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where the electronic density is given by

(e, =Y lor,nl. 3)

R, (¢) denotes the atomic coordinates evolving according to
Ehrenfest forces [46], and ¢; are the electronic orbitals. The
Kohn-Sham (KS) effective potential, defined as Vks[n](r,t) =
is conceptually partitioned in three contributions:

Vs, {R;}1(r,t) = Ve [{Ry}51(r,1)
+ Vulnl(r,t) + Vic[nl(r,t), (4)

where Vi (r,7) is the external potential due to ionic core
potential (moving ions during the collision) and other external
perturbations (not present in this problem). Vy[n](r,?) is the
Hartree potential which describes the classical electrostatic
interactions between electrons, and Vi.[n](r,t) denotes the
exchange-correlation (XC) potential.

The exact form of the XC potential as a functional of the
time-dependent density is rather unknown in TDDFT, so this
is the part that requires much attention and development of
a suitable approximation. Thus the development of accurate
and computationally efficient XC approximations remains a
challenge in TDDFT, as this is one of the main sources of
error in the theory [47—49].

The self-interaction error is one of the most well-known
deficiencies of the approximated functionals in both DFT
and TDDFT [36,50]. It appears when an electron effec-
tively interacts with itself due to approximations in the XC
functional. The self-interaction error can appear both in the
energy and in the potential. We focus on the latter one,
as it is the approximations in the XC potential that mainly
determine the errors in TDDFT simulations. While it is hard
to define the self-interaction error in general, there are simple
conditions that a potential must satisfy [36]. The first one
is known as the one-electron self-interaction condition: for a
one-electron system the XC potential must exactly cancel the
Hartree potential. Additionally, to avoid self-interaction in the
Coulomb interaction, for an N-electron system each electron
must see an effective potential that corresponds to N — 1
electrons, otherwise each electron is effectively interacting
electrostatically with itself. As the Hartree potential is the
potential of N particles, to compensate, the exchange potential
must behave like the potential of a hole and should decay as
—1/r [51].

Many popular approximated density functionals, includ-
ing the local density approximation (LDA) [52] and most
generalized gradient approximations (GGAs), produce an XC
potential that decays exponentially and does not correct for
the self-interaction present in the Hartree potential. The self-
interaction error leads to systems that are too polarizable, since
the effective KS potential is less attractive than it should be.

n(r.0’
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This induces errors not only in the prediction of polarizabilities
and hyperpolarizabilities [53], but also in ionization potentials
[54,55] and excitation energies [56,57].

To overcome these errors, the first alternative is to use
an exchange approximation that has the proper asymptotic
limit. The exact exchange approach (EXX) [58,59] is such
a functional. It is, however, quite expensive computationally,
especially if one wants to do nonadiabatic molecular dynamics.
We can use the Krieger-Li-Iafrate (KLI) approximation [60]
to reduce the computational cost, while retaining the correct
asymptotic limit. As this is an exchange functional, a prop-
erly derived accompanying correlation functional is not yet
available.

It is also possible to find some semilocal functionals
that have the proper asymptotic limit, in particular general-
ized gradient approximations (GGAs) [61] and meta-GGAs
[62,63]. Hybrid functionals [64] still contain some level of
self-interaction since they include only part of Hartree-Fock
(HF) exchange (which is self-interaction free). To remove it
completely, one must use more sophisticated range-separated
hybrid functionals that include 100% exact exchange at long
ranges [65].

Several schemes, instead of proposing a new functional,
provide a way to modify an existing approximation in order
to remove self-interaction [50,66]. Among them, the simplest
approach is known as Fermi-Amaldi (FA) [67], and consists
in simply scaling the Hartree potential by a factor (N — 1)/N.
Although it corrects the asymptotic limit, it does not provide
accurate exchange potential elsewhere. An advanced version
of this idea is the average-density self-interaction correction
(ADSIC) [68,69] which includes additional terms to compen-
sate for the errors in the XC potential. Both FA and ADSIC
have a size-consistency problem which becomes important for
collisions; if a system is composed of independent fragments
they would provide a correct asymptotic limit for the whole
system instead of each fragment.

To study the effect of the XC potential in collisions,
we sample the results of different approximations and show
that they produce qualitatively different results. First, we use
the standard Perdew-Burke-Ernzerhof (PBE) [70] and Becke,
3-parameter, Lee-Yang-Parr (B3LYP) [71] approximations
that contain self-interaction. Second, we consider a local den-
sity approximation (LDA) with the self-interaction corrections
of FA and ADSIC as mentioned earlier. Finally, we include the
exact exchange in the KLI approximation (EXX-KLI). We also
tested EXX-KLI with the correlation functional from PBE and
Lee-Yang-Parr (LYP) [72], however, we found no significant
difference in the results with respect to EXX alone.

III. COMPUTATIONAL DETAILS

To numerically evaluate the above time-dependent KS
(TDKS) equation [Eq. (2)] [73,74], finite discretization of the
functions ¢; as implemented in two different code packages
called QBOX [75] and OCTOPUS [76,77] were used for the
numerical simulations.

In QBOX (with custom time-dependent modifications
[78,79]), a supercell approach is adopted with periodic
boundary conditions and the wave functions are expanded
in plane waves basis sets. In OCTOPUS, however, the TDKS
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FIG. 1. Schematic diagram for H" + CH, initial geometry. The
red, gray, and black balls represent proton, hydrogen, and carbon
respectively. The center-of-mass of the target is in the origin (on the
carbon). 6 denotes the scattering angle and b the impact parameter.

equations are solved by discretizing all quantities in real
space [80-82]. These are two independent implementations
of the same theory, which allows us to rule out effects due
to computational inaccuracies and software bugs (specially in
the presence of noisy results).

All relevant information regarding the detailed numerical
implementations can be found in Refs. [75,78,83—86]. Thus,
only a brief discussion of both procedures is presented here. In
our present calculation various XC approximations are used.
The accuracy of these approximations, however, becomes
very important for effective description of various collision
dynamics. We have checked that the trends observed with
respect to the dependence of the functionals are common to all
orientations.

Figure 1 displays a schematic representation of the initial
collisional geometry. The nuclei of the ground-state CHy
molecule consists of a carbon and four hydrogen atoms. There
are, however, a few different incident orientations of this
system. Only one orientation as depicted in Fig. 1 is used
in these calculations: it represents the initial orientation of
H* + CH4 before the collision process. A single orientation,
rather than an integrated result over orientations, facilitates the
discussion of the aim of this paper; the trends observed with
respect to the dependency of the functionals are common to
all orientations.

This orientation is identical to the Face II orientations
of Jacquemin et al. [40] and Gao et al. [41] in which the
incoming proton moves toward the methane from the negative-
to-positive z axis. The impact parameter b was increased in
the positive x axis. The C atom of methane is placed at the
origin of the coordinates. The CH4 molecule is initially at rest
(laboratory reference). In order to avoid any prior interactions
between the projectile and the methane we initially placed the
H* at (0,0, — 10ap) from the CHy. Initially, the CHy is in its
electronic ground state, calculated without the presence of the
ion. The impact parameter b is varied in the range of (0-7.0ay)
in steps of Ab = 0.1ay. The incoming proton initially is given
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FIG. 2. Scattering angle 6 as a function of impact parameter b (in
units of Bohr radius a,) for different exchange-correlation functionals
for Face II orientation (real-space code). Sign is assigned to the angle
according to the quadrant in which the proton scatters (negative angles
indicate inward deflection). This is to stress the attractive character
of self-interaction and exact exchange theories which is partially lost
in the B3ALYP, PBE, and LDA theories.

a velocity of 0.0346 a.u. which corresponds to the kinetic
energy E = 30 eV. The total simulation time is 19.5 fs with
a time step of At = 0.838 as. In OCTOPUS, we use a spherical
simulation domain of radius 20a, and a grid spacing of 0.3ay.
In QBOX, the simulation domain is a cube of side 30a( and the
plane-wave basis set has a 100 Ry energy cutoff.

IV. RESULTS AND DISCUSSION

We start our simulation study by calculating the scattering
angle 6 as a function of impact parameter b for different
XC approximations. The results are shown in Fig. 2, where
we observe a significant difference between the outcome of
different XC functionals. B3LYP, PBE, and LDA produced
rugged curves, with small scattering angles and two extrema.
Self-interaction-corrected functionals FA, ADSIC, and EXX
show a completely different behavior, with a larger negative
scattering angle and a single extremum. If we assume that
the interaction with the proton is attractive at long range and
repulsive at short range, from molecular collision theory we
can obtain some ideas of how the scattering angle should
behave [87]. Because the quasimolecule (CH;F) is stable [12],
we expect the interaction between H™ and CHj to exhibit such
behavior.

For a small impact parameter the proton will scatter
against the repulsive part of the potential, bouncing back and
producing large scattering angles with a limit of 180° for O
impact parameter. This regime is observed in Fig. 2 for all
functionals.

For higher impact parameters, the proton will probe the
attractive region of the scattering potential and it will deflect
toward the molecule (negative angles). With the increase of the
impact parameter the interaction between the proton and the
CH,4 molecule becomes weaker, so we expect the scattering
angle to have a maximum in this region. The value of this
maximum is known as a the rainbow angle, which corresponds
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FIG. 3. Scattering angle 0 as a function of impact parameter b (in
units of Bohr radius a,) for different exchange-correlation functionals
compared with theory (Jacquemin et al. [40] and Gao et al. [41]) for
Face II orientation. Horizontal line is the experimentally determined
rainbow angle over random orientations [12].

to the maximum (absolute) deflection angle for the forward
scattering.

In Fig. 2 we see that functionals with self-interaction cor-
rections exhibit the behavior previously described; however,
B3LYP, PBE, and LDA show a second extrema of positive
deflection. This suggests that a repulsive interaction is taking
place at long ranges due to electronic self-interaction effects
[88,89].

To further understand the difference in predictions, we
compare our results for some of the XC functionals with
available theoretical results (see Fig. 3). We also include in
the plot the value of the rainbow angle that was measured
experimentally by Chiu et al. [12] (the corresponding impact
parameter is rather not measurable experimentally). The
experimental rainbow angle was determined by averaging over
all collision orientations while the theoretical results reported
here are for a single (Face II) orientation.

Table I compares different rainbow angle values. This
comparison shows that B3LYP, PBE, and LDA severely
underestimate the experimental rainbow angle, showing that

TABLE I. Rainbow angle and the corresponding impact parame-
ter where it is achieved. Comparison between the experimental result
(the impact parameter is not accessible) and different theoretical
models.

Rainbow angle Impact parameter

(deg) (Bohr radius ag)

Expt. (average) [12] 10.0

B3LYP 6.8 2.7
PBE 3.6 2.7
LDA 4.3 2.7
LDA + FA 16.8 2.7
LDA + ADSIC 12.5 3.0
EXX 13.5 2.9
END [40] 14.4 3.0
ALDA + ADSIC [41] 12.3 2.8
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FIG. 4. Scattering angle 0 as a function of impact parameter b
(in units of Bohr radius ay) obtained from both the real-space code
(octopus) and the plane-wave code (QBOX) for Face II orientation.
The agreement between two independent software implementations
of Ehrenfest-TDDFT shows that the rugged deflection curve is a
feature of the functionals without self-interaction corrections and not
an artifact due to the numerical implementation.

their results are qualitatively incorrect. LDA + FA, on the other
hand, produces a maximum deflection angle that is 68% larger
than the experimental value. Higher level self-interaction-free
approaches like LDA + ADSIC and EXX overestimate the
rainbow angle too, but are relatively closer to the experimental
results. The ADSIC results agree with Gao ef al. [41] and
the EXX compare favorably with the HF-based method of
Jaquemin et al. [40]. Both LDA and PBE show the same
features in OCTOPUS and QBOX as shown in Fig. 4.

To understand the nature of the repulsive regime in
functionals without self-interaction corrections, we plot in
Fig. 5 the charge on the proton as a function of time for
b = 3.0ay. We define the charge on the proton using the Bader
charge analysis [90-92].
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FIG. 5. Evolution of Bader charge on the incoming proton as a

function of simulation time for impact parameter b = 3.0a, (real-
space code).

042517-4



SELF-INTERACTION EFFECTS ON CHARGE-TRANSFER ...

t=0fs t=49101s t=10.788 fs t=15f1s

PBE .

o

- &

EXX

& » & &

0 0.087

0.175 0262 0.35 —
— 1A 5a,
electron density (a.u.)

FIG. 6. Snapshots of electronic charge density distribution of
H* + CH, collision as a function of time at b = 3.0a, for PBE and
EXX (real-space code). The single gray ball represents the incoming
H™" and the middle balls with green-contour (charge density) represent
the CH, atoms. H" interacts with the CH,4 charge density where some
electron density is acquired during its trajectory and finally leaves
CH, with some fraction of charges (see Table II). Orientation is the
same as in Fig. 1. Plots are produced using the VISIT visualization
tool [96].

The Bader analysis assigns charge to an atom and consists
of dividing space by curved closed surfaces defined by
saddle points of the charge density (a minimum perpendicular
to the surface). It is intuitively justified and practical in
many molecular systems. Although its application to a time-
dependent problem is arguable, we find the overall results to be
robust when compared to geometric Voronoi partitioning [93].
Contrary to the Mulliken population analysis [94], Bader’s is
based on the electronic charge density alone [95].

For B3LYP and PBE, the charge g on the proton strongly
oscillates, reaching a maximum value around ¢ = 1. LDA +
FA and EXX functionals have a very different behavior:
there is a much smaller transfer of charge, with a maximum
value around ¢ = 0.31. In the case of LDA + ADSIC,
there are oscillations in the charge, but they are smaller in
amplitude and maximum value with respect to functionals
without self-interaction corrections, which is rather not a
surprising fact. The effect of the self-interaction is to make
it easier for the electron to escape from the CH4 molecule,
as the effective potential it sees is neutral; while the more
correct, self-interaction-free effective potential corresponds to
a system with charge —1, which is more attractive for the
proton.

Figure 6 shows snapshots of the distribution of the
electronic charge density as a function of time for some of
the functionals (PBE and EXX). From these figures it is
observed that there is a significant difference in the charge
transferred from the CH, molecule to the projectile HY among
the functionals.

In Fig. 7, we show the charge on the proton after the
collision (¢t = 15 fs) for different impact parameters. PBE and
B3LYP again display uneven transfer of charge between the
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FIG. 7. Charge on the proton after collision as a function of
impact parameter b (in units of Bohr radius ag). All charges are
measured at simulation time ¢ = 15 fs using the Bader approach [91].
The vertical line indicates the impact parameter of Fig. 5 and Table II.
For LDA + ADSIC, from b > 8.0a, the charge on the proton slowly
decays to zero (not shown here).

methane molecule and the proton at different b values. These
rapid oscillations in the charge are more prominent in the
3.0 < b < 6.0ay range. For LDA + FA, the charge transfer
is suppressed since electrons are bound more strongly to the
molecule and all charges surrounding the proton during its
trajectory return to the molecule in the final state for all impact
parameters b. For the EXX case, some charge remains on the
proton for b < 4.0ay. In LDA + ADSIC, the charge transfer
is rather weakly dependent on impact parameter up to ~8ay,
after which it decays smoothly to zero.

In turn, this transfer of charge produces a strong difference
in the resulting force between the H' and the CH4 molecule,
and the ensuing deflection angle. This force is depicted in
Fig. 8. At long ranges, the initial interaction is attractive;
a charged particle is attracted by the dipole it induces in

0.04
0.02
0
-0.02
-0.04
-0.06
-0.08

— PBE
----  LDA+FA
-0.1 || —-LDA + ADSIC

EXX

-0.12 I I I \ ] \ \ \
0 2 4 6 8§ 10 12 14

Time [fs]

Radial force on proton [ a.u.]

FIG. 8. Radial force on proton as a function of simulation time
at b = 3.0a, (real-space code). Radial force is taken in the direction
joining the central molecule to the moving proton. Negative values
correspond to attractive forces.
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TABLEII. Final charge on the proton after the collision event (t =
15 fs) for Face II orientation at b = 3.0ay. Charges were obtained
using the Bader charge analysis [90,91,97].

Charge on the proton

(e)

B3LYP 0.4585
PBE 0.4668
LDA + FA 0.0003
LDA + ADSIC 0.1088
EXX 0.0414

the molecule. However, when a certain amount of charge
q is transferred to the proton, both parts of the system are
positively charged and they repel each other with a force that
is proportional to g(1 — g).

This repulsive force produces the positive deflection angle
regime that we observe at high impact parameters (shown
in Fig. 2) for both B3LYP and PBE. Moreover, since the
charge in the proton oscillates, the force also oscillates and
changes sign. The effect of these oscillations is to reduce the
overall deflection and thus yields the roughness observed in the
scattering angle as a function of the impact parameter (Fig. 3).

The findings of LDA + FA show, however, the opposite be-
havior to the functionals without self-interaction corrections;
it suggests different mechanisms are playing active roles in
this case. The FA corrections add to the central region of the
system an attractive potential, which makes it harder for the
electron to jump to the incoming proton; it thus not only yields
less charge transfer probability but also avoids the repulsive
interaction. This attractive potential has other effects, too. It
reduces the polarizability of the system, making the long-range
interaction smaller; for example, at time ¢ = 4 fs in Fig. 8 the
force in LDA + FA is about half that due to LDA + ADSIC
or EXX. For shorter ranges, however, LDA + FA strongly
attracts the proton to the molecule, showing much larger forces
than other functionals. This strong interaction explains the
overestimation compared to the experimental rainbow angle.

The functionals with self-interaction corrections exhibit
radial forces that appear to be symmetric with respect to times
before and after the closest approach (Fig. 8). This is more
evident for LDA + FA, which is the functional that prevents
the electron transfer the most and therefore makes the collision
more elastic and, in particular, more reversible.

Another result of our simulation is the remaining charge
on the proton after the collision event, shown in Table II.
While one would expect the final charge on the proton to be
an integer, our simulations yield fractional charges [98]. This
is rather not a limitation of the XC functional but a property
of Ehrenfest dynamics. Ehrenfest is averaging over several
potential energy surfaces that have different final charge states
for the proton [99]. Therefore, we expect the final charge to
reflect the probability distribution of the proton charge state
that would be experimentally measured.

It is possible that the observed trends are general to other
types of collision and energy scales; for example, as described
in Ref. [100] where the collision of bare ions and noble-gas
atoms at 10 keV/amu yielded fundamentally different cross
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sections between LDA and the optimized potential method
(OPM).

V. CONCLUSION

This paper reports our investigation on the H* + CHy
collision process at Ej, =30eV at a single orientation.
Two separate code packages QBOX and OCTOPUS, which are
independent Ehrenfest-TDDFT implementations, are used in
this study for comparison and also to confirm the effects
induced by self-interaction effects in the electron and ion
dynamics. The LDA, PBE, and B3LYP functionals tend to
produce trajectories sensitive to initial conditions and yield
rugged deflection functions due to high-frequency electronic
oscillations. The inclusion of self-interaction corrections, even
employing simple approximations like FA, yields smooth tra-
jectories, which are, however, more comparable with previous
HF-based results [40]. The important common feature is that
HF can be considered self-interaction free according to several
definitions, which seems to be the most salient feature of the
approximations needed to model this regime of collisions.

The different XC functionals studied in this investigation
can be grouped conveniently into SIC and non-SIC and they
are very sensitive to collision dynamics. The signatures of
these approximations are explicitly visible in all our reported
findings: scattering angle, forces, and charges.

It is not hard to imagine that the spurious effects we have
seen due to self-interaction are not a feature exclusive to the
H* + CHy collision. We expect that similar effects would be
observed in other systems, especially closed shell targets. This
allows us to theorize that in all cases that involve charge-
transfer collisions, it is necessary to use self-interaction-free
functionals or to include an ad hoc correction term. This is
necessary to correctly describe the binding of the outermost
electron, and avoid too much or too little charge to move to
the ion, changing the nature of the ion-molecule interaction.
Fortunately, simple approximations, like ADSIC, improve
considerably the results of self-interacting potentials with a
negligible increment in the computational cost. We believe that
this property allows Ehrenfest-TDDFT to offer a good tradeoff
between accuracy and computational cost for the simulation
of molecular collisions, in particular for large systems that are
not accessible to more accurate theories.
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