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We introduce and analyze a task that we call symmetrization, in which a state of a quantum system, associated
with a symmetry group, is transformed by a random unitary operation to a symmetric state. Each element of the
unitary ensemble is required to be symmetry preserving, in the sense that it keeps the set of symmetric states
invariant. We consider an asymptotic limit of infinitely many copies and vanishingly small error, and analyze
the symmetrizing cost, that is the minimum cost of randomness per copy required for symmetrization. We prove
that the symmetrizing cost of an arbitrary quantum state is equal to the relative entropy of frameness, thereby

providing it with a direct operational meaning.
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I. INTRODUCTION

The concepts of symmetry and asymmetry, which have
played significant roles in the development of modern physics
[1], have recently been attracting much attention in the field of
quantum information theory. For one reason, this is because
our ability to perform quantum information processing tasks
is in general limited by symmetry of physical systems (see,
e.g., Ref. [2]). For the other reason, it is because the concepts
and techniques developed in quantum information theory are
useful to analyze the notions of symmetry and asymmetry from
an operational viewpoint [3-9].

A central problem lying in these studies is how to
quantify the degree of asymmetry of quantum states
[3—7,10-13]. Mathematically, this problem reduces to a search
for functions that are monotonically nonincreasing under
operations restricted by symmetry [10]. The relative entropy
of frameness (REF) [4] is such a function, which is applicable
for general symmetry groups. The REF is straightforwardly
computable and has partial operational interpretations in the
context of thermodynamic work extraction [11], reference
frame sharing [4,12], and quantum metrology [14]. However,
a direct operational meaning of the REF is yet unknown.

In this paper, we answer the above problem by introducing a
task that we call symmetrization, in which an asymmetric state
is transformed by a random unitary operation to a symmetric
state (Fig. 1). Each element of the unitary ensemble is required
to be symmetry preserving, i.e., it maps any symmetric state
to another, or equivalently, it keeps the set of symmetric states
invariant. We consider an asymptotic limit of infinitely many
copies and vanishingly small error, and analyze the minimum
cost of randomness per copy required for symmetrization.
The minimum cost is referred to as the symmetrizing cost.
We prove that the symmetrizing cost is equal to the REF,
thereby providing a direct operational meaning to the REF.
Our result, as a special case, reduces to that of Ref. [15],
which analyzed the minimum cost of randomness required for
destroying quantum coherence.

This paper is organized as follows. Section II reviews math-
ematical treatments of symmetry and asymmetry of quantum
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states. Section III introduces the formal definitions of sym-
metrization and the symmetrizing cost, and describes the main
result. Conclusions are given in Sec. IV. A proof of the main
result is provided in Appendix B. Throughout this paper, we
denote by S(H) the set of normalized state on a Hilbert space
‘H, and by A" a system composed of n identical systems of A.
log x represents the base 2 logarithm of x.

II. SYMMETRY OF QUANTUM STATES

In this section, we review mathematical definitions of
symmetry and asymmetry of quantum states. We also introduce
a function known as the relative entropy of frameness.

A. Single system

Let us consider a quantum system A described by a
Hilbert space H* with dimension d (< o), and consider a
group G of physical transformations on A. Following the
previous literatures [2—14], we assume that (i) G has a unitary
representation {Ug},ecc On HA, and that (ii) G is a compact
Lie group or a finite group.

A state ¢ is defined to be symmetric with respect to G if
Ugo Ug = o for all g € G. Conversely, a state p is said to

be asymmetric with respect to G if Ug,oU;.r # p for at least
one element g € G. We denote the set of symmetric states by
Siym(G). We define a unitary V acting on H* to be symmetry
preserving with respect to G if it keeps the set of symmetric
states invariant, or equivalently, if

Vo VWL € Ssym(G), VYo € 'Ssym(G)~

In the rest of this paper, we fix an arbitrary group G satisfying
the above conditions (i) and (ii), and omit the phrase “with
respect to G when there is no fear of confusion. The following
lemma immediately follows:

Lemma 1. For any o € Sgn(G) and A € (0,1], we have
(I = Ao + Ap € Sym(G) if and only if p € Sgym(G). Hence,
Seym(G) is a convex set.

The twirling operation T on system A with respect to G
is defined for a compact Lie group by

TG(T)zfnggrUT, VT e S(HY), (1)
G
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FIG. 1. A schematic diagram of the task of symmetrization is
depicted. The symmetrizing cost, defined as the minimum cost of
randomness required for symmetrization, quantifies the degree of
asymmetry of quantum states operationally. Note that a state o is
defined to be symmetric if it satisfies U,o Ug =o for all g € G,
where G is a symmetry group with a unitary representation {U,}scc.

with dg being the group invariant (Haar) measure on G, and
for a finite group by

1 A
To(r) = i g; U,tUJ, V1 e S(HY), )

with |G| denoting the order of G. In both cases, we have
Ts(0) = o for any symmetric state o by definition. Any state
is mapped to a symmetric state by 7, i.e., 7g(p) € Ssym(G)
for all p € S(H), since we have

UeTo(0)Uf = T(p). Vp € S(HY). Vg €G.

B. Composite system

Let us extend the above definition of symmetry to that on a
composite system (see also Appendix C). Consider a system
composed of n duplicates of A, which we denote by A" =
Ay ...A,. It would be natural to define that a state o on A" is
symmetric if it is invariant under the action of symmetry group
Gonanyof Ay, ...,A,. Hence, we consider a symmetry group
G*" =G x --- x G, where x represents the direct product
of groups. Denoting (g1, ...,g,) € G by gand U, @ - -+ ®
U,, by Uz, we define a state o € S((H*)®") to be symmetric
if it satisfies

UsoUl =0, V§eG*" 3)

The set of symmetric states on A" is denoted by Seym(G*").
Similarly to the case of a single system, we define a unitary
V acting on (H*)®" to be symmetry preserving if it satisfies

VoVl e Sym(G™"), Vo € Sym(G™).

By definition, Uy is symmetry preserving for all g € G*". The
twirling operation 7« is expressed by

TGX,,(z)=/d§ UztU], (4)
G

where we denoted dg; ...dg, by dg, with dg; being the G-
invariant (Haar) measure for each i. It is straightforward to
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verify that
TGxn = TG®n (5)

Again 7 (p) is a symmetric state for any state p, and
T« (0) = o for any symmetric state o.

C. Relative entropy of frameness

To quantify the degree of asymmetry of quantum states,
Gour et al. [4] introduced a function called the relative entropy
of frameness (REF), defined by

Dg(p) := min

sym

6 D(pllo), (6)

with the quantum relative entropy D(pllo) := Tr[p log p] —
Tr[p log o]. They proved that the REF have a simple expres-
sion in terms of the von Neumann entropy, namely, that

Dg(p) = D(pl16(p)) = S(16(p)) — S(p) )

for all p € S(H”) and S(p) := —Tr[p log p].

The REF is an asymmetry monotone, i.e., it is monotoni-
cally nonincreasing under operations restricted by symmetry.
For example, let £ be a quantum operation that maps any
symmetric state to another. Due to the monotonicity of the
quantum relative entropy, we have that

Dg(p) = Gegjf D(plo) = HEI;:}T@ D(E(p)|E(0))
> min_ D(E(p)llo’) = Dg(E(p)).

U/Essym(G)

The REF also has partial operational meanings: It provides
upper bounds on the amount of thermodynamical work,
extractable from a state under the restriction by superselection
rules [11], on the performance of an asymmetric state to act as
an indicator of a reference frame [4,12], and on the estimation
error of phase shifts in quantum metrology [14]. However, a
direct operational meaning of the REF is still unknown, which
is the subject solved in this paper.

III. SYMMETRIZING COST

Consider an asymmetric state p on system A. Suppose one
wants to transform p to a symmetric state, i.e., to symmetrize p,
by randomly applying certain symmetry preserving unitaries.
This is always possible, since Eq. (1) or (2) holds and U,
is symmetry preserving for any g € G. But what if at the
same time one also wants to minimize the number of unitaries,
or equivalently, to minimize the cost of randomness, for
symmetrizing p?

Intuitively, it would be natural to expect that if p is
close to (but not equal to) a symmetric state, the minimum
cost of randomness required for symmetrizing it is small.
However, this is not the case: Consider a symmetric state o,
an asymmetric state p, and define an asymmetric state

o) = —No +rp, X e(0,1].
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FIG. 2. A schematic diagram of the task of symmetrization
is depicted. n copies of an asymmetric state p on system A
is transformed by a random application of symmetry preserving
unitaries {Vy,...,Vur} on A" with the uniform distribution. We
require that the state after the transformation is a symmetric state
o, up to a small error €. The symmetrizing cost of p is defined as the
minimum rate R such that ¢ — 0 can be accomplished in the limit of
n — 00, by properly choosing {V, ..., V.r} and o, for each n.

Let { Vi }X_, be a set of symmetry preserving unitaries such that
we have

R(e(V) € Sym(G)

for

K
1

. T

R:t— ,;:1 Vit V.

By definition, we have Vo V,j € Sgym(G) foreach k. Due to the
convexity of Sy, (G), this implies R(0') € Sgym(G). Applying
Lemma 1 and noting that R(o(X)) = (1 — L)R(o) + AR(p),
we obtain R(p) € Sym(G). Hence, the cost of randomness
required for symmetrizing o(A) is as large as one required for
symmetrizing p, despite the fact that asymmetry of o(A) can
be much smaller than that of p when A is small.

To circumvent such a mismatch, we consider an asymptotic
limit of infinitely many copies and vanishingly small error.
That s, we consider a task in which n copies of p on system A is
transformed to a symmetric state on A" by randomly applying
certain symmetry preserving unitaries over A" (Fig. 2). We
do not require that the state after the operation is exactly
a symmetric state for finite n. Instead, we require that the
state is equal to a symmetric state within a small error for
large n, and that the error vanishes in the limit of n — oo.
The symmetrizing cost is defined as the minimum cost of
randomness per copy required for accomplishing this task.
A rigorous definition of the symmetrizing cost is given as
follows:

Definition 1. Arate R is said to be achievable in symmetriz-
ing a state p € S(H*) with respect to G if, for any € > 0 and
sufficiently large n, there exist a symmetric state ,, on A" and
a set of symmetry preserving unitaries {Vk}%fl on A" such that

Va(p®") — 0ull1 < €

for

onR

1 N

Vn T WZV](TVIJ.
k=1
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The symmetrizing cost of a state p € S(H*) with respect to
G is defined as

Ci(p) := inf{R | R is achievable in symmetrizing

p with respect to G}.

The main result of this paper, represented by the following
theorem, is that the symmetrizing cost of a state is equal to
the relative entropy of frameness. A proof will be given in
Appendix B.

Theorem 1. For an arbitrary p € S(H*), it holds that

Ce(p) = Dg(p).

IV. CONCLUSION

In this paper, we introduced the task of symmetrization
and analyzed the minimum cost of randomness required for
symmetrizing a quantum state. We particularly considered an
asymptotic limit of infinitely many copies and vanishingly
small error. We proved that the minimum cost of randomness
is asymptotically equal to the relative entropy of frameness,
thereby providing it with a direct operational meaning. To
find applications of our results, e.g., to quantum information
processing tasks, is left as a future work.

A general idea behind the concept of the symmetrizing cost
is that we can quantify a certain property of quantum states
in terms of the cost of randomness required for erasing it.
This idea was first introduced in Ref. [16] for quantifying
multipartite quantum correlations, inspired by Landauer’s
principle [17]. The recent studies apply the same idea to quan-
tify non-Markovianity of tripartite quantum states [18-20]
and to quantify quantum coherence [15]. We conclude this
paper by pointing out that it would be fruitful to further
explore applicability of this idea to other properties of quantum
states, such as athermality in quantum thermodynamics [21],
non-Gaussianity in quantum optics [22], and contextuality [23]
and steerability [24] in the foundation of quantum mechanics.
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APPENDIX A: MATHEMATICAL PRELIMINARIES

In this appendix, we review technical tools that will be
used to prove Theorem 1 in the following appendix. For the
references, see, e.g., Refs. [25-27].

1. Trace distance and the gentle measurement lemma

The trace norm of a linear operator A on a finite-

dimensional Hilbert space is defined by ||A||; := Tr[v/ ATA].
The trace distance between two subnormalized states p and o
is defined by

o — ol =TrlV(p — o).
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The trace distance is monotonically nonincreasing under
quantum operations, i.e., it satisfies

o —ally = IEG) — E@);

for any linear CPTP map £. For three subnormalized states
0,0, and T, we have

o=zl < llo—olly + llo —zl,

which is called the triangle inequality.

The gentle measurement lemma (Lemma 2 in Ref. [16])
states that for any subnormalized density operator p and linear
operator X on a finite-dimensional Hilbert space H, and for
any € > Osuchthat0 < X < T and Tr[pX] > 1 — €, we have

lo — VXXl < 2v/2€.

The following lemma is obtained as a corollary:

Lemma 2. Let p and o be arbitrary subnormalized density
operators on H, and let IT be a projection onto a subspace of
‘H such that

Tr[Ipll] > 1 —€;, [TIpIl = TloTll; < €2, (Al

for €1,e, € [0,1]. Then we have

lo— ol < 621 + €).

Proof. By the triangle inequality for the trace norm, we
have

Tr[[lo 1] = |[To IT]|;
Z [TpIT{l; — [TTpIT — Ho IT|);
= Tr[IIpII] — || IpIl — Mo ||
>1—¢€ —e.
The gentle measurement lemma yields

o — eIl < 2v2€,

llo — Ho T} < 2y/2(e; +€2).

Applying the triangle inequality to Eq. (A1) and the above two
inequalities, we obtain that

o — ol < & +2v2e1 +2y2(e; + €) < 61/2(e) + &).
|

2. Quantum entropies
The Shannon entropy of a probability distribution {p,}.cx
is defined as
H({peleex) :=—)_ pylog p,.
xeX
The von Neumann entropy of a quantum state p € S(H) is
defined as
S(p) := —Tr[plog p].

It is invariant under unitary transformations, i.e., S(p) =
S(UpU") for any unitary U. With p = Y iex Pxlx)x]| being
the spectral decomposition of p, we have S(p) = H({px}rer)-
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The von Neumann entropy is concave, that is we have

S Zp,pj >ij5(pj)
J J

for any ensemble {p;,p;};. We denote the von Neumann
entropy of a state p on system A interchangeably by S(p%)
and S(A),. For a bipartite pure state |)44 we have

Sty = S(y™).

For a bipartite state p € S(H* ® H?), the von Neumann
entropy satisfies the subadditivity, expressed as

S(A), + S(B), = S(AB),.
Define

x—xlogx (x < 1/e)
x+1 (x> 1/e)’

e

n(x) = {

where e is the base of the natural logarithm. For two states p
and o in a d-dimensional quantum system (d < oo) such that
lo—olli <€, wehave

[S(p) — S(o)| < n(e)logd,
which is called the Fannes inequality [28].

3. Typical sequences and subspaces
Let X be a discrete random variable with finite alphabet X’
and probability distribution p, = Pr{X = x}, where x € X.
A sequence X = (xq, ...,x,) € X" is said to be §-typical with
respect to { p, }rex if it satisfies

N
-nHX)+8] 1—[ e < 2 MHOO=S]
i=1
where H(X) is the Shannon entropy of X defined by H(X) =
H({px}rex)- The set of all §-typical sequences is called the
8-typical set, and is denoted by 7, 5. Denoting ]_[lN= | Px. by Dz,
we have

L=D"piz Y pe > |T,s27"HOW

Xekn }EIM

which implies

|T,,5] < 27HHCOHL (A2)
The weak law of large numbers implies
Pr{(Xy,.... X)) €T, 5} 2 1 —€ (A3)

for any €,6 > 0 and sufficiently large n.
Suppose the spectral decomposition of p € S(H) is given
by p =Y .cy PxIx)(x|. The 8-typical subspace H, s C H®"

with respect to p is defined as
Hy s i= span{lxi) ... |x,) € H®"|(x1, . ..,x,) € T, 5},

where 7, 5 is the §-typical set with respect to {p,},. Let IT, s
be the projection onto H,, 5. By definition, we have

zn[S(p)—S]Hnﬁp@anﬁ < Hn,&‘
From Eq. (A2), we have
dim M, 5 < 2"15001,
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For any ¢,§ > 0 and sufficiently large n, we have
Tr(M, 50" sl = ) pr > 1—e
XeTs

from Eq. (A3).

APPENDIX B: PROOF OF THEOREM 1

We prove Theorem 1 by separately proving the converse
part Cg(p) = Dg(p) and the direct part Cs(p) < Dg(p).
In the following, we denote the set of symmetry preserving
unitaries on A by Usp(G), and the set of those on A" by
Usp(G™").

1. Converse part

The converse part of Theorem 1 is formulated as

Ce(p) = Dg(p). (BI)

We prove this inequality by using the following lemma.
Lemma 3. Forany p € S(H*) and V e Usp(G), we have

S(Tc(VpV) = S(Ts(p)). (B2)
Proof. From Egs. (6) and (7), we have

S(Tg(p)) — S(p) = minG) D(pllo),

0E€Sym

S(Ts(VpVH) = S(VpVH) = min DVpVi|o).
0'€Sym(G)

The unitary invariance of the von Neumann entropy implies
S(p) = S(VoVY).
We also have

min  D(VpVi|o)) = ,rélin(c) D(p|Vie'V)

o'e sym 0" €Osym

= min D(pllo),
I (pllo)

where the first line follows from
D(VpVio)
= Tr[(VpV ) log (VoV )] — Tr[(VpVT)logo']
= Tr[plog p] — Tr[plog (Vie'V)]
= D(p|V'a'V).

Hence we obtain Eq. (B2). |
Recalling Eq. (5), it is straightforward to generalize
Lemma 3 to obtain that

S(ZE"(VpVh) = S(78"(p) (B3)

forany p € S(H*)®") and V € Usp(G*").

Equation (B1) is proved as follows. Fix arbitrary R >
Cs(p), € > 0 and choose sufficiently large n. By definition,
there exist a symmetric state 0, € Sgym(G>") and a set of

unitaries {V;}2", such that

IVa(0®") = oulli < € (B4)
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for

omn R

1
. § : T
Vn T 2”R VkTVk ’
k=1

and Vi € Usp(G*") for all k e {l,...,2"R}. Due to the
monotonicity of the trace distance and the triangle inequality,
it follows from Eq. (B4) and Tg” (0,) = o, that

[(ZS" 0 V) (0" = Vu (0™,
1(ZE" 0 V) (0®) = au |, + Va(0®") = 0l
[(ZE" 0 V) (%) = TE" @), + Va(0®") — 0l

< 2”Vn(p®”)_0n”1
< 2e. (B5)

N

Let E be an ancillary system described by a Hilbert
space HE with dimension 2", and define an isometry V :
(HA)(X)n N HE ® (HA)®n by

onR

1 .
vzzn_RZ|k>E®vk .
k=1

Let Z be a quantum system with dimension d = dim H*, and
let |/)4% be a purification of p, i.e., p = Trz[|y¥)(¥|14].
Consider a pure state

)50 = Vg e

The von Neumann entropies for this state are calculated as
follows. First, we have

nR =logdimHE > S(E);, > S(EZ");, — S(Z");,, (B6)

where the second inequality follows from the subadditivity of
the von Neumann entropy. Second, we have

S(Z")y, = S(Z")yen = S(p®") = nS(p), (B7)

since ¥Z" = (%)®" and |)4Z is a purification of p. Third,
we have

S(EZ")g, = S(A");, = SWu(p®")), (B8)
because |v,) is a pure state on EA"Z" and

U = Trep (P)@all = Valp®.
Forth, from Eq. (B5) and the Fannes inequality ([28], see
Appendix A 2), we have
SVu(p®M) = S((TE" 0 V) (p®") — nn(2e)logd.,  (BY)

where 7 is a function satisfying lim,_, o n(x) = 0. Finally, due
to the concavity of the von Neumann entropy and Eq. (B3),
we have

nR

Z S(/]'G®il(vkp®n V[j))

k=1

S((T(?n o V11)(p®n)) 2 2"R

= S(T&"(p®") = nS(Is(p)). (B10)
Combining Egs. (B6), (B7), (B8), (B9), and (B10), we obtain
nR > nS(7g(p)) — nS(p) — nn(2e)logd,
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which implies
R > Dq(p) — n(2¢)logd

due to Eq. (7). Since this relation holds for any R > Cg(p)
and small €, we obtain Eq. (B1). [ |

2. Direct part

The direct part of Theorem 1 is formulated by the following
inequality:

Cg(p) < Dg(p).

We prove this inequality by showing that a rate R is achievable
in symmetrizing p with respectto G if R > Dg(p). The proof
proceeds along the similar line as the proof of Proposition 2
in Ref. [16], which uses the operator Chernoff bound as a
key mathematical ingredient. In the following, we fix arbitrary
€,8 > 0 and choose sufficiently large n € N.

Let H,.5 C (H*)®" be the -typical subspace with respect
to p, and II, s be the projection onto H, s. Similarly, let
ﬂn,g C (H")®" be the S8-typical subspace with respect to
T6(p), and let ﬁn,(g be the projection onto 7:[,1,5. As described
in Appendix A 3, we have

(B11)

Tr[I, 0% " T, 5] > 1 — €, (B12)
Tr[11, 5(Z6(p) " T, 51 > 1 — € (B13)
and
2SO, 5 p® T, 5 < T, 5. (B14)

The dimension of 7:1,1,,;, which we denote by Dn,(g, is bounded
from above as

D, s < 218Ta(n+o1

Let us consider subnormalized states

Xn,é‘ = ﬁn,élzv(;‘@n(nn,ﬁp@nHn,S)ﬁn,B» (BlS)

Yn,é = ﬁn,éxn,&ﬁn.ts' (B16)

Here, I, s is the projection onto a subspace H,.s C 7:(”,5,
spanned by the eigenvectors of X, ; with eigenvalues not
smaller than €/D, 5. By definition, we have
Y5 > €27 "SI0, 5, (B17)

in addition to
Yn,é = I:In.BTG®n(Hn,8p®nHn,é)l:[n,é- (Blg)

The traces of X, s and Y,, s are bounded as follows. Due to
the definition of the typical subspace, we have

P =T, 5% M5 + (I = T, 5)p®" (I = T,5), (B19)
which leads to
(T6(p)®" =T (p®")
=T72" (M, 5p%" . 5)
+ 75" = T, 9)p®" (I = Ts)l. (B20)
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From Egs. (B19) and (B12), we have
Tr[TE" [ — M 5)p®" (I — T, 5)]]
= Tr[(] — [,5)p®" (I — T, 5)]
=1- Tr[l'[,l,(gp®"l'l,1,,g] < e (B21)
From Egs. (B15), (B20), (B13), and (B21), we obtain that
Tr[X,s] = Te[ [T, 78" (M50 T )T 5]
= Tr[[1, 575" (0®") 5]
— Tr[f1,, 78" (1 — T )p®" (I — Ty s)T T, 5]
> Tr[I1, 575" (01, 5]
— Tr[TE"(( — M, 9)p®" (I — T,6))]
>1-—2e. (B22)

Let us define ﬁis = ﬂn’g — I:In,(;. From Egs. (B15) and
(B18), we have

Xns=Yus + ﬁiaxn.éﬁiav
which leads to

Tr[Y,5) = Tr[X, 5] — T[T}, X, 51155

€
> 1 — 2¢ —rank[X, 5] —=
’ Dn,é

N €
21—-2e—D,s—=1-3e.
Dn,é

(B23)

Here, the second line follows from Eq. (B22) in addition to the
definitions of l:[,“; and I:It s> and the third line follows from
Eq. (B15).

Define a linear operator

Zy (8) 1= T, 5 Uz, 5 p®" T, s UL T, 5 (B24)
for each g € G*". From Eq. (B14), we have
Z, 5(8) =2""7Z, 5(8)
< I:In,BUgnn,SUgﬁn,é
< s (B25)

Suppose that each g; in g is chosen independently according
to the group invariant probability measure on G. Due to
Egs. (B24), (4), (5), (B18), and (B25), as an ensemble average
we have

E[Zn,ﬁ(g)] = ﬁn,6%®’1(nn,8p®nHn,ﬁ)ﬁn,é = Yn.5
and
E[Z} ()] = 21502y, s = Y7y (B26)

Therefore, from Eqs. (B17) and (7), the minimum nonzero
eigenvalue A, 5 of IE[ZZ_’ 5(§)] is bounded below as

I = €2~1ST6(P)=S(p)+28] _ »—nlDg(p)+23] (B27)

Let N be a natural number, and suppose gx; (1 <k <N,
1 <i < n) are group elements in G that are randomly
and independently chosen according to the group invariant
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probability measure. Denote (gi1,...,g) by . Due to
the operator Chernoff bound (see Lemma 3 in Ref. [16]),
Egs. (B25) and (B26), we have

I
Pr{ﬁ D Zus(@) ¢ 11— )Y, 5,(1 + G)Yn,a]}

k=1

- .
=Pr 5 Z Zy (8 ¢ [(1—e)Yy s, (1+ e)Y,;ﬁ,;]}
k=1

< 2dim 7:[,,,5 exp (—

Neh, s
2

for any € € (0, 1], which implies that

Ne®h, s
2

< 2d" exp (—
2nR

1 o
Pr 2n_R Z Zn,&(gk) - Y",S < € || Yn,é || 1
k=1 1

2"R62)\,n 5
>1—2d"exp —T’ (B28)
for an arbitrary R > 0. Due to Eq. (B27), if R satisfies
R > Dqg(p) + 36, (B29)

the right-hand side in Eq. (B28) is greater than O for any
sufficiently large n. Then there exists a set of group elements

{g)7", such that
ZnR

Z Zns5(8k) — Yus| < e€llYuslh.
k=1 .

o (B30)

For each element in the set, define Vi := Uz, € Usp(G™").
Construct a random unitary operation V, on A" as

271R

1 n

V,:1— Zn—RZVkrVk'.
k=1

Substituting Eqs. (B24) and (B18) into Eq. (B30), we obtain
|| ﬁn,évn(nn,&p®n Hn,&)ﬁn,B
- I:[n,zS/]z;@n(Hn.Bp@” Hn.(i)l:ln,é H 1 < €.

From Eqs. (B18) and (B23) and Lemma 2 in Appendix A 1,
we obtain

Hvil(nn,ép@nr[n,S) - TC;@n(Hn,(Sp®an,6)”1 g 12@
(B31)

Furthermore, from Eq. (B12) and the gentle measurement
lemma, we have

0% — T, 50%" T, 5111 < 24/ 2e,

PHYSICAL REVIEW A 95, 032328 (2017)

which implies

IVa(p®") = V(T 5p% T, )11 < 24/ 26, (B32)
| 78" (0®") — TE" (M, 5% T, 5)||, < 2726, (B33)

due to the monotonicity of the trace distance. From Egs. (B31),
(B32), (B33), and the triangle inequality, we obtain

[Va(o®) = T (0®M), < 16v/2€.

Noting that 72" (p®") € Syym(G*"), and that € in the above
inequality as well as 6 in Eq. (B29) can be arbitrarily small,
we conclude that a rate R is achievable if R > Dg(p). This
completes the proof of Eq. (B11). ]

APPENDIX C: REMARK

In the previous literatures on quantum reference frames
[2,4,29] (see, e.g., Sec. IV D of Ref. [4]), the authors adopted
the following condition, instead of Eq. (3), to define symmetry
of a state o on a composite system A”:

UP'oU[® =0, Vged. (C1)

To illustrate the difference between the two definitions, let us
consider a function called the regularized relative entropies of
frameness (R-REF). Corresponding to Egs. (3) and (C1), the
R-REFs are defined, respectively, as

1
DF(p):= lim — min_ D(p®"|0,),

=00 11 0, €8y (G*")

.1 .
lim — min
n—00 N 0,€Ssym(G,n)

D& (p) D(p®" |0),

where we denoted the set of states satisfying Eq. (C1) by
Ssym(G,n). Applying Eq. (7), it is straightforward to obtain
that

1
Dgo(p) = nlggo ;D(p@)" ”T(?n(,O@n))
= D(pll76(p))

= Dg(p),

while it was proved in Ref. [4] that
DX (p) =0, VpeSH™. (C2)

It has been argued in Ref. [30], based on Eq. (C2), that
the zeroness of the R-REF is the main obstacle in applying
the framework of “operational resource theory” [30-32] to an
analysis of asymmetry. As described above, this problem is
solved by adopting a definition of symmetry on composite
systems in terms of Eq. (3), rather than Eq. (C1). Thus, the
framework of operational resource theory is in fact applicable
to asymmetry.
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