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Linear response theory for open systems: Quantum master equation approach
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A linear response theory for open quantum systems is formulated by means of the time-local and time-nonlocal
quantum master equations, where a relevant quantum system interacts with a thermal reservoir as well as with an
external classical field. A linear response function that characterizes how a relaxation process deviates from its
intrinsic process by a weak external field is obtained by extracting the linear terms with respect to the external
field from the quantum master equation. It consists of four parts. One represents the linear response of a quantum
system when system-reservoir correlation at an initial time and correlation between reservoir states at different
times are neglected. The others are correction terms due to these effects. The linear response function is compared
with the Kubo formula in the usual linear response theory. To investigate the properties of the linear response of
an open quantum system, an exactly solvable model for a stochastic dephasing of a two-level system is examined.
Furthermore, the method for deriving the linear response function is applied for calculating two-time correlation
functions of open quantum systems. It is shown that the quantum regression theorem is not valid for open quantum

systems unless their reduced time evolution is Markovian.

DOI: 10.1103/PhysRevA.95.022126

I. INTRODUCTION

The linear response theory established by Kubo [1-3] in
1957 has long been utilized not only for analyzing experi-
mental results but also for investigating theoretical models in
various fields of physics and chemistry. A general expression
of the linear response function is frequently referred to as the
Kubo formula, which is very useful since it provides directly
measurable quantities such as the magnetic susceptibility and
the electrical conductivity. To calculate the Kubo formula, one
usually employs the methods of the thermal Green function
and the double-time Green function. The former was initiated
by Matsubara [4] and the latter was elaborated by Zubarev [5].
Furthermore, the Kubo formula has more fundamental impli-
cations in nonequilibrium statistical mechanics of irreversible
processes. In fact, the linear response theory establishes and
generalizes the Einstein relations [6], the Nyquist theorem
[7], and the Onsager reciprocal relations [8,9] from a unified
viewpoint of the fluctuation-dissipation theorem [2].

In the linear response theory [1-3], usually a whole system
is assumed to be in an equilibrium state at an initial time #,
where the limit ) — —oo is taken. So the density matrix at
the initial time commutes with the Hamiltonian of the system,
which consists of a relevant quantum system and a thermal
reservoir if the relevant one is an open system under the
influence of a thermal reservoir [3,10]. Then a weak external
field is applied adiabatically to the quantum system. The
density matrix evolves in time, the time evolution of which is
governed by the Liouville—von Neumann equation. The system
that we consider here is illustrated in Fig. 1(a).

An averaged value of an observable B under the influence
of the external field is calculated up to the first order with
respect to the external field, which is schematically shown
in Fig. 1(b), where (B) stands for the equilibrium average
of B and A(B(t)) is a deviation from its equilibrium value.
The usual linear response theory describes an irreversible
process which is not far from equilibrium. In contrast, we
develop in this paper a linear response theory for an open
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quantum system which is initially prepared in an arbitrary
state. In this case, as shown in Fig. 1(c), the average value
(B(t)) in the nonequilibrium state becomes time dependent
even if an external field is not applied to the system. Using
the extended linear response theory developed in this paper,
we can systematically calculate the deviation A(B(¢)) from
the time-dependent average value (B(t¢)) that is caused by
the external field. For this purpose, we will use two kinds
of quantum mechanical master equations which are derived
by the projection operator method. One is the time-nonlocal
equation (or the time-convolution equation) [10-12] and the
other is the time-local equation (or the time-convolutionless
equation) [10,13-16].

Recently, many authors have investigated the linear re-
sponse theory for open quantum systems by means of various
methods [17-27], where a relevant quantum system interacts
not only with an external field but also with a thermal reservoir
[see Fig. 1(a)]. In Refs. [17,18], applying the projection
operator method, the authors have formulated a general theory
of the linear response of open quantum systems to an external
field. However, they have assumed that the whole system
of the relevant quantum system and the thermal reservoir
is in a stationary state before applying the external field to
the system. So an average value of an observable remains
its equilibrium value in the absence of the external field
[see Fig. 1(b)]. In Refs. [19,20], using an exactly solvable
dephasing model, the authors have investigated the transient
linear response of a two-level system. In particular, the effect
of initial correlation between the quantum system and the
thermal reservoir on the linear response of the system has
been discussed in detail. Furthermore, the adiabatic response
of an open quantum system, which has a dephasing coupling
with a thermal reservoir, has been considered in Refs. [21,22].
In Ref. [23], the nonlinear response of a topological insulator
influenced by a thermal reservoir has been investigated. In
Ref. [24], the linear response of an open quantum system has
been studied by means of the Lindblad equation. In this work,
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FIG. 1. (a) A schematic representation of the system, where an
external field is applied to a relevant quantum system which is
influenced by a thermal reservoir. (b) Time evolution of the average
value of the system which is in a stationary state before applying
an external field, and (c) time evolution when the system is in a
nonstationary state.

an external field is phenomenologically introduced into the
quantum master equation. So the effect of the external field on
the damping operator of the quantum master equation cannot
be taken into account, though the effect might be negligible if
areduced time evolution of the quantum system is Markovian.
Furthermore, the linear response of a postselected system has
been investigated within the framework of the Aharonov-
Bergmann-Lebowitz formalism [26,27]. For a postselected
system, the linear response is described by both advanced
and retarded functions. In many works on the linear response
theory of open quantum systems, it is assumed that a whole
system is in a stationary state before applying an external field.
Therefore, in this paper, using the projection operator method,
we consider the linear response of an open quantum system
which is prepared in an arbitrary initial state. The time evo-
lution of an average value of a system observable is deviated
from its intrinsic irreversible evolution by the external field
[see Fig. 1(c)]. We also take into account the initial correlation
between a relevant quantum system and a thermal reservoir.
Therefore, we formulate the linear response theory in the most
general setting. Furthermore, using the method developed for
the linear response theory, we can discuss the violation of
the quantum regression theorem for open quantum systems
[28-37]. Although initial correlation between a quantum
system and a thermal reservoir is usually ignored in the
consideration of the quantum regression theorem [28-37],
our approach makes it possible to take into account the
system-reservoir initial correlation.

This paper is organized as follow. In Sec. II, we briefly
review the time-local and time-nonlocal quantum master
equations derived by the projection operator method [10-16].
A relevant quantum system interacts not only with a thermal
reservoir, but also with an external classical field. Although
the external field does not interact directly with the thermal
reservoir, the damping operator of the quantum master equa-
tion depends on the external field in a complicated way. In
Sec. III, we first linearize the quantum master equations in
the Born approximation with respect to the external field.
Solving the linearized equation, we derive the linear response
function of an open quantum system. It is found that the
linear response function consists of four parts, each of which
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has a clear physical meaning. Furthermore, the result is
compared with the Kubo formula of the usual linear response
theory [1-3]. As a simple example, we investigate the linear
response of a two-level system, where a thermal reservoir is
modeled by a fluctuating classical field which has a dephasing
coupling with the relevant quantum system [3,38,39]. In
Sec. IV, we generalize the linear response function beyond
the Born approximation of the quantum master equation. The
structure of the linear response function is the same as that
obtained in the Born approximation. In Sec. V, using the
method for deriving the linear response function, we obtain
an explicit expression of a two-time correlation function for
an open quantum system. The result clearly shows that a finite
correlation time of a thermal reservoir violates the quantum
regression theorem [35,36]. In Sec. VI, we provide a brief
summary of this paper.

II. QUANTUM MASTER EQUATION
WITH AN EXTERNAL FIELD

We consider reduced time evolution of an open quantum
system, where the relevant quantum system interacts not only
with a thermal reservoir, but also with a classical external
field [see Fig. 1(a)]. Although the external field does not
interact directly with the thermal reservoir, it significantly
affects a damping operator of the quantum master equation.
A Hamiltonian of the total system consisting of the relevant
quantum system and the thermal reservoir can be written as

H(t) = Hg(t) + Hg + Hgp, (D

where Hp is a Hamiltonian of the thermal reservoir and Hyp, is
an interaction Hamiltonian between the quantum system and
the thermal reservoir. The Hamiltonian Hg(#) of the quantum
system consists of an intrinsic part Hg and a system-field
interaction part He(t), that is, Hg(t) = Hg 4+ Hex(¢). Since
the external field is assumed not to interact directly with the
thermal reservoir, the Hamiltonian H.(¢) can be written as

Hex(1) = —F()A, 2)

where F(t) is a time-dependent classical field and A is a
system observable coupled to the field. To formulate the linear
response theory, it is convenient to use the Liouvillian super-
operators. In the following, we denote L(t) = —(i /h)H*(t),
Ls(t) = —(i /W HS (1), Lg = —(i/A)Hy, Lsg = —(i /i) Hg,
and L (t) = (i/h)F(t)A* with Kubo’s notation X*Y =
[X,Y] [1]. Then, we have the Liouville-von Neumann equa-
tion,

0
5 V)= LW (), 3)

for a density operator W(z) of the whole system.

Applying the projection operator method [10-16], we elim-
inate the reservoir variables from the Liouville-von Neumann
equation (3). Then we can derive the two different quantum
master equations. One is the time-nonlocal or time-convolution
equation [10-12,15,16] and the other is the time-local or time-
convolutionless equation [10,13-16]. Usually a projection
operator is defined by Pe = pgpTrre, with pg being a reservoir
density operator, where Trg stands for the trace operation over
a Hilbert space of the thermal reservoir. To derive the quantum
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master equations, we first move the Liouville—von Neumann
equation (3) from the Schrodinger picture into the interaction
picture. Then we have the Liouville-von Neumann equation
in the interaction picture,

N A R
EWO) = Lsr()W (1), “4)

with W(t) = Ugp (¢,6n) W () and Lsp(1) = Ugg (t,tin) LsrUsk
(t,tin). Here, t;;, stands for an initial time and the superoperator
Usg(t,tn) is given by
t
Usr(t,tin) = exp_ {/ dt'[Ls(t') + LR]}, (%)
tin
where exp_ stands for the time-ordered exponential in
which operators are placed from the right to the left in
chronological order. In this paper, we denote operators and
superoperators with a hat in the interaction picture. The time-
nonlocal quantum master equation for the reduced density

operator Wg(t) = Trg W(t) of the relevant quantum system
[10-12,15,16] is given by

0 . ~ N d o n o
&Ws(t) = (Lsr(®))rWs(t) +/ ds O(t,s)Ws(s) + J (1),
’ ©)

where (o) p means the partial average with the reservoir density
operator pg, namely, (o)g = Trg[epg]. In this equation, the
memory kernel superoperator ®(z,s) and the inhomogeneous
term J(r) are given, respectively, by

d(t,5) = (Lsr(t)G p(t,5)(1 — P)Lsr(s))x, (7)
J(t) = Trr[Lsg ()G p(t,ti)(1 — PYW (tin)], (8)
with

Gp(t,s) =exp_ U dtr' (1 — P)ﬁSR(t’)j|. )

The memory kernel superoperator ®(z,s) can be expanded in
terms of the partial cumulants of the Liouvillian superoperators
ﬁSR(t) [15,16]. On the other hand, we can derive from Eq. (4)
the time-local quantum master equation for the reduced density
operator Ws(t) [10,13-16],

J . N n “
5 Ws() = KOWs() + 1), (10)
with
K(t) = (Lsr®[1 — 2] ")r, (11)

I(t) = Trg[Lsg()[1 — (O] G p(t,tin)(1 — P)W (tin)].
(12)

In these equations, the superoperator 3(¢) is given by

2(r)=f ds Gp(t,5)(1 — P)Lsr(s)PG(r,5), (13)

fin

with

G(t,s) = exp_ U dt’iSR(t’)]. (14)
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In deriving Eq. (10), we have assumed that the superoperator
1 — $(¢)isinvertible. The superoperator K (¢) can be expanded
in terms of the time-ordered cumulants of the Liouvillian
superoperators L sr(t) [10,14-16].

When we investigate the effects of an external field on the
reduced time evolution of the relevant quantum system, it is
convenient to move the quantum master equations back into the
Schrodinger picture. Then the time-nonlocal quantum master
equation given by Eq. (6) becomes

0
—Ws(t) = [Ls + Lex(®)IWs(t) + O1(1)Ws(2)

at
+ / ds OUSWss) + I, (15)
with
®y(t) = Us(t,tw)(Lsr() rUg ' (¢, 1), (16)
®(t,5) = Us(t,tin)®(t.9)Ug (s, 1in), (17)
J(t) = Us(t,t:)J (1), (18)

and the time-local equation (10) is rewritten into

a
gws(t) = [Ls + Lex()IWs(t) + K(O)Ws(t) + I(r),  (19)

with
K(t) = Us(t,t:) KU (¢, 1), (20)

1(t) = Us(t,t:) 1 (1). 1)

In these equations, the superoperator Us(?,t;,) of the quantum
system is given by

t
Us(t,tin) = exp_ {/ dt'[Ls + Lext(t/)]}» (22)
fin
where the equality Usg(t,tin) = Us(t,tin)e*¢ ") holds. It is
important to note that ®(z), ®(z,s), and J(¢) in Eq. (15) and
K(t) and I(¢) in Eq. (19) include the effect of the external
field. The external field that is not directly coupled to the
thermal reservoir can affect the irreversible part of the quantum
master equation via the system-reservoir interaction. As will
be shown in the later sections, this effect is closely related
to the non-Markovianity of the reduced time evolution of the
quantum system. In order to investigate the linear response of
the quantum system to the external field, we need to extract the
first-order terms with respect to the external field F(¢) from

Egs. (15) and (19).

III. LINEAR RESPONSE IN THE BORN APPROXIMATION

In this section, we derive the linear response function of
the open quantum system when the coupling strength between
the quantum system and the thermal reservoir is sufficiently
weak. In this case, the Born approximation (the second-order
approximation) [10] can be applied. First we suppose that the
reduced time evolution is described by the time-local quantum
master equation. Later we develop the linear response theory
by means of the time-nonlocal quantum master equation. In
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our consideration, we take into account the initial correlation
between the quantum system and the thermal reservoir. In this
section, we assume that the partial average of Lsr(t) with
the reservoir density operator pg is zero without a loss of
generality.

A. First-order solution of the time-local master equation

We derive the solution of the time-local quantum master
equation up to the first order with respect to the external field.
In the Born approximation of the time-local quantum master
equation, we obtain, from Eq. (19),

0
S Ws(0) = [Ls + LeaOIWs(1) + K@ )Ws(t)

+1V(@) + 1), (23)
with

KP(t) = / dty Us(t, i) (Lsg(t) Lsg(t))rUS ' (t,tm),  (24)

in

ID(t) = Us(t,tin) Trr[ Lsg (1)W1, (25)

t
1%() = / dy Us(t,ti) Trr[Lsr() Lsr(t)SW],  (26)
fin
where we set W = W — Wgpg with Wy = Trg W and W =
W(#n), and pp is the density operator of the thermal reservoir
which is used in the definition of the projection operator
P. It is important to note that I"(t) # 0 in general, even
if (Lsg)g =0. If there is no initial correlation between the
quantum system and the thermal reservoir, we can write the
initial state as W = WgWpg. In this case, if we set pg = Wg in
the definition of the projection operator P, the inhomogeneous
terms vanish, that is, /V(t) = I®(¢) = 0. In the following, we
extract the terms from Eq. (23) up to the first order with respect
to the external field.

First we consider the third term on the right-hand side of
Eq. (23). Since the equalities Trz[e"*" o] = Trz[e] and
Usgr(t,tin) = Usg(t,tin)e* @) hold, we obtain

Us(t,t:)Ugg (t,tin) ® ) p = Us(t.tin)e"* WU (1,1i) @)
= (). @7)

Then the second-order superoperator K ®(z) becomes

t

K@) =/ dt; (LsgUsg(t,t))LsrUsg(t1,tin)) RUS ' (2, tin).
tin

(28)

Here, up to the first order with respect to the external field, the
superoperators Ugg(t,s) and Ug !(z,s5) can be approximated by

t
Usr(1,5) = €M + / dt DL ()T, (29)

)
t
Ug'(t,s) = 75079 — / dr e T Log(mye 00,
s
(30)

where the Liouvillian superoperator Ly is given by

i
Lo=Ls+ Lg= —ﬁ(Hs+HR)X. 3D
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Substituting Egs. (29) and (30) into the right-hand side of
Eq. (28) and discarding the second-order terms, we obtain

K@) = o(t) + (1), (32)

where I1j(¢) is the damping operator of the time-local quantum
master equation in the absence of the external field,

t
Ho(l‘)Z/ dn (LSReLo(t—ll)LSReLo(tl—fin))Re—Ls(f—lin)7 (33)
[;

in

and IT; (¢) is the first-order correction to the damping operator,
which is given by

() = N0 + 0P @) + 19x), (34)

with

t t
H(la)(t) = / dt / dt (LSReLo(r—r)Lext(T)eLo(t—t])
tin I

% LSReLo(tl *ﬁn))Re*Ls(I*Tin) (35)

t h
H(lb)(l‘) = / dn / dt (LSReL('(t_t')LSReLO(t'_T)
tin tin

X Lex[(T)eLO(f_lin)>Re_LS(l_tin)’ (36)

t t
Y = - / dn f dt (Lsge"™ ™ Lggeto=in))
tin

tin

X e*Ls(T*Tin)Lext(.c)e*Ls(t*I)_ (37)

We rewrite the damping operators Ily(¢) and IT,(¢) in
convenient forms for deriving the linear response function of
the quantum system. Defining the Liouvillian superoperator,

Lsr(t) = e*LO(f*tin)LSReLo(t*tin)’ (38)
with Eq. (31) and using the relation,
(eLo(t*lin).)R — Lst=tw) (eLR(t*lin).)R — eLs(t*tin)(.)R’ (39)

we obtain, from Eq. (33),

t
(1) = / dty e Lgp(t)Lsg(ty)) ge 5. (40)
£

in

Substituting Lex(t) = (i/h)F(t)A™ into Egs. (35)-(37) and
using Eq. (39), we can derive

. t T
@) =}’€ / dt F(1) / dtyelst=mm
tin

fin

X (Lsgp(t)A*(T)Lsg(ty))ge "), (41)
. t t
n®q) = - / dt F(7) / dtyelst="n)
hJi, .
x (Lsg(t)Lsg(t)A™(T))ge 0 (42)
: t t
n) = _;IE / dt F(t) | dtetst—
14

n tin

x (Lsp(t)Lsr(t))RA™ (T)e b0~ (43)
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with
AX(t) = e Lst=tin) g X ,Ls(t~tin)
— (e(i/ﬁ)Hs(l—tm)Ae—(i/ﬁ)Hs(l—tm))X. (44)
In the derivation of Egs. (41)—(43), we have rearranged the
order of integrations so that the integration with respect to time

which the external field F(t) depends on is performed last.
Furthermore, using (eA*(7))g = (®)rA*(7) and ftfn dt =

fldt + [ dt, we obtain the correction to the damping
operator,

. t T
I,(t) = ;71 / dt F(1) / dr elst—t
ti tin

in

X (Lsr(D[A*(T),Lsg(t))]) ge L5 )

. t T
= l—/ dt F(‘L’)/ dry elst—t
h 14 fin

x (Lsr(O[A™ (D) E* Lgg(ty)) e 507 (45)

In this equation, the symbol X *£s# represents the commutation
relation between X and Lsg(#)’s which are placed on the right
of X, regardless of the reservoir averages with the density
operator pg. For instance, we have

Y X B Lg(t) - - Lsg(t)Z = Y[X,Lsg(t1) - - - Lsr(1a)1Z,
(40)
and
(Y X" 5% Lsg(ty) -+ Lsg(te)) R (Lsr(tes1) - - - Lsg(ta))rZ
= (YXLsg(t1) -+ Lsgr(te))R{Lsr(e+1) - - Lsr(tn))RZ
— (Y Lsr(t1) -+~ Lsr(te)) R(Lsr(te11) - - Lsr(t2)X)RZ.
47)
This notation is used throughout this paper. Hence, up to the
first order with respect to the external field F(t), we have
obtained the damping operator of the time-local quantum
master equation.
Next we calculate the inhomogeneous terms 1V(¢) and

(1) of the quantum master equation (23). Up to the first order
with respect to the external field, we obtain, from Eq. (25),

1Y) = 1P0) + 1P, (48)

with
IV(1) = "W TR [ Lgr(t)SW], (49)
1) =% / dr F(0)L(t.7), (50)

where 7, (¢,7) is given by
Ti(t,7) = e Trg[Lsr(H)AX (T)SW]. (51)
In the same way, we can derive, from Eq. (26),
194 = 1P + 1P (0), (52)
where Iéz)(t) and / 1(2)(0 are given by
t
19 = / dty T g [Lp(OLsr(t)dW],  (53)
tin

1P@) = ;; / dt F(t)I(t,7), (54)

n
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with

T
I(t,7) = / dtye"s T [Lsr(t)A* (T)Lsgr(t)SW]

fin

t
+ / Aty T [ Lsp(t) Lsg(t) A ()5 W],
' (55)

Here we define Iy(t) and I,(¢) by

Io(0) = 15" + 1)
— eLS(l*fiu)TrR [L SR (t)(s W]

t
+ / dty e Trp[Lsgr(t)Lsr(t1)SW]1,  (56)

e i
L)y=1"0) +180) = ﬁ/ dt F(0)I(t,7), (57)
tin
with
I(t,7) = Ti(t,7) + Io(t,7)
= M UTIITrR [ Lsp() A ()W ]

+ / diy "5 Teg [ Lg (1) A (1) Lsg(t)S W]
1

in

t
+ / dty "5 Teg [ Lg (1) Lsg () A* (D)8 W1,
T

(58)
The operator I(¢) represents the inhomogeneous term of the
time-local quantum master equation in the absence of the
external field and the operator /;(¢) is the first-order correction
to the inhomogeneous term.

Finally we obtain the time-local quantum master equation
up to the first order with respect to the external field F(¢),

3 .
EWS(I) = |:LS + }%F(I)AX:| Ws(t) + [To(r) + 11 (1)]Ws(2)

+ 1o(1) + 1 (2). (59)

To solve this equation, we define the superoperator V (¢,t;,) of
the quantum system by

Vi(t,tn) =exp_ {/ dt[Ls+ l'lo(t)]}. (60)

Then we can obtain the solution of Eq. (59),
Ws(t) = V(,6)U(1,50)Ws

t
+ / diy V() U0Vt i)
tin

+ / At V() U0V~ ) L), (61)

fin
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where U (¢,t;) is given by
U(tatl)

=exp._ {/ dr V7 (z, zm)[ F(r)A* + Hl(r)]V(r tm)}

31

:1+/ dr V7(z, rm)[ F(T)AX+H1(t)i|V(‘L' fin)

141
=14 AU@NH). (62)

In the second equality, we have neglected all the terms higher
than the first order with respect to the external field. Then
substituting Eq. (62) into Eq. (61) and discarding the second-
order terms, we obtain the solution of Eq. (59),

Ws(t) = Wso(0) + Ws (1), (63)

with

Wsot) = V(t.5m)Ws + / dn V), (64)

in

Ws1(t) = V(i) AU, tin)Ws

t
+ f dn V() AUV (0t Doty
1

in

+/ dty V(t,t)1(ty). (65)

The operator Wy o(¢) represents the reduced density matrix of
the quantum system in the absence of the external field and the
operator Wy 1(¢) is the first-order correction which yields the
linear response function of the quantum system.

B. Linear response function of open quantum systems

To obtain the linear response function of the quantum
system, we calculate the change of the average value of an
observable B caused by the external field, which is calculated
by A(B(t)) = Trg[BWjs 1(¢)]. First we obtain the contribution
A B (t) from the first term on the right-hand side of Eq. (65).
It is easy to obtain from Eq. (62),

ABl(t):%/ dt Trs[BV (t,1)A™ V (1,t:) W F(T)

+ / diy Trs[BV (4,0)TL () V (t ) Ws]. (66)

in

Substituting Eq. (45) into the second term on the right-hand
side of this equation and rearranging the order of integrations,
we can express the contribution A B;(¢) in the following form:

AB(t) = / de[pGa(t,T) + Psh(t, D) F(T), (67)

with

Po(1,7) = —TYS[BV(l DAV (T,t)Wsl,  (68)
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t T
¢(C) (t,7) = / dh / dt, Trs{BV(t,tl)eLS(t'_’i")
T tin

X (Lsr(t)[A™(T)]* sk Lgg(2)) g

x e~ Lst=t v g 1YW, (69)

which are parts of the linear response function of the open
quantum system.

Next we obtain the contributions A B,(¢) and A B3(t) from
the second and third terms on the right-hand side of Eq. (65),
which stem from the inhomogeneous terms of the quantum
master equation. The contribution A B;(t) is calculated to be

ABz(t):/ dr F(r)’% /szl Trs[BV (t,7)A* V (z,t)o(t1)]

/dr/ dt, Trs[BV (t,0)T1 (1) V (z, 1) Io(11)]

in

=/ T [p5))(t,T) + ¢ (1, )] F(x), (70)
tin
with
Py (t,7) =
2 i‘n h T
(l )(t )= / dfl/ dtz/ dts Trg{ BV (t,1;)eks =)
T fin tin

X (Lsg(t)[A™(T)]*tsk Lsg(t3))
e LU=y (1, 16) Ip(t2)}. (72)

/dt1TrS[BV(t,r)AXV(r,tl)lo(tl)], 71)

In deriving Eq. (72), we have used Eq. (45). The contribution
A Bj3(t) from the third term is given by

ABs(t) = / dt ¢St 1) F(1), (73)
with

U, T) = / dt Trs[BV (t,1)I(1, )], (74)

T

where Z(¢;,7) is given by Eq. (58).
Summarizing the above results, we can obtain the change
A(B(t)) of the average value of an observable B,

A(B() = / dt dualt,OF (D). (75)

in

The linear response function ¢g4(#,7) consists of four parts,

$a(t,T) = B (1,7) + Pya(,T) + G35y (1,7) + B (1,7),
(76)
where we have redefined ¢(’ 0)(t 1) = ol 1)(t 7) and

¢(’ C)(t 1) =l 2)(t )+ d)(’ 3)(t 7). The functlon ¢(0) (t,7)
represents the hnear response of the system initially prepared
in the quantum state Wy = Trg W if we neglect the correlation
between the states of the thermal reservoir before and after
the application of the external field at the time t and the
inhomogeneous term of the quantum master equation.
The function q)(c) (t,7) gives a correction due to the effect of the

reservoir’s correlation. The other two functions ¢(’ 0)(t 7) and
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¢g’/§)(t,t) represent the effect of the system-reservoir initial
correlation on the linear response. The former ignores the
correlation between the reservoir’s states before and after the
application of the external field at . The latter is the correction
due to the synthetic effect of the reservoir’s correlation and the
initial correlation. Note that ¢§§j\ (t,7) and qbg’j)(t,r) include
the correlation function (LSR(tj)[AX(r)]XLSRLSR(tk))R with
tj > T > t. This means that qbgi(t,t) and ¢>§’Az)(t,t) become
very small if the correlation time of the thermal reservoir is
sufficiently small. Hence the existence of these functions is
closely related to the non-Markovianity and the violation of
the quantum regression theorem. This will be discussed in
Sec. V.

In our approach, the reservoir variables are eliminated
under the influence of the external field. If we first eliminate
the reservoir variables and apply the external field after the
elimination, we obtain the quantum master equation, instead
of Eq. (59),

5 .
EWS(I) = [Ls + %F(I)AX} Ws(t) + o) Wi(t) + Io(1),
7

which yields the linear response function ¢f,(7,7) =

g),l (t,t)+ ¢g’£)(t, 7). In this case, the functions qﬁgz (t,7) and

g’AC)(t,r) are missing in the linear response function. Thus
the order of the elimination of the reservoir variables and
the application of the external field is essential. Taking the
Markovian limit and neglecting the inhomogeneous term in

Eq. (77), we can reproduce the results given in Ref. [24].

C. Comparison with the Kubo formula

Itis well known that the linear response function is given by
the Kubo formula [1-3]. The formal solution of the Liouville—
von Neumann equation, (9/91)W(t) = [L + Lex(t)]W(¢), is
given, up to the first order with respect to the external field, by

. t
W(l) — eL(t—l‘in)W _i_;;/\ dt F(T)€L<t_T)AXeL(T_ti")W,

fin

(78)
where L is the Liouvillian superoperator L = —(i/h)H*
with H = Hg + Hy + Hgg. The effect of the external field
on the average value of an observable B is obtained by
calculating A(B(1)) = Trgg{B[W(t) — eX“~WW]}. Then the
linear response function ¢p4(f,7) is defined by the relation
A(B(1)) = [; dt ¢ppa(t,T)F(t), which yields

¢palt,T) = ’%([B(t),A(T)])SR, (79)

where (- - - )sg = Trgg[- - - W]is aninitial average of the whole
system and Trgg stands for the trace operation of the whole
system. In Eq. (79), A(r) and B(t) are Heisenberg operators
given by

A(T) = e/MH(T=tn) g o= /MH (T —tin)
B(t) = eU/MH(t~tin) p ,—(/WH(t~tin) (80)

In the linear response theory developed by Kubo [1-3], it
is assumed that #;;, — —oo and W is the equilibrium state.
In this case, the linear response function is a function of
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time difference ¢t — 7, namely, ¢pa(t,7) = ¢ppa(t — 7). The
Fourier-Laplace transformation yields a complex admittance
[1-3].

To compare our result (76) with the Kubo formula (79), we
rewrite the formula as follows:

¢BA(th) = }%TI'SR[BeL(r_T)AXeL(T—fin)W]
= }%TTSR[BeL(’_”AXeL("’i")WSpR]

+ ;%TFSR[BeL(’_”AXeL(t_"“)SW], (81)

where we set W = W — Wspg. Thus the linear response
function given by the Kubo formula can be divided into four
parts:

i !
bpalt,T) = ﬁTrs[B<e“f‘”>RAX (7)) W]

+ }%TrS[B{<eL(t—T)AXeL(T—fi“))R
_ <eL(t7‘L’)>RA>< (eL(‘L’ftin)>R}WS]

i -7 X T—1
+ }tlTrs[B(eL(l N RAX (MY 5]

i —T) g X L(t—
+ﬁTrs[B{(€L(t DA M) sy

— (T RA (T s, (82)

with (---)sw = Trg[---8W]. It should be noted that the
operator (el =)y » Wy satisfies the time-local quantum master
equation without the inhomogeneous term. In the Born
approximation, we find the equality V(z,f;,) = (eL0¢~"m))p,
where V (¢,t;,) is given by Eq. (60). Thus the first term on the
right-hand side of Eq. (82) is equal to the function ¢g’i(t,r)
up to the second order with respect to the system-reservoir in-
teraction. Furthermore, the second term of the right-hand side
corresponds to the function ¢§;34 (t,7) since itrepresents the cor-
relation between the states of the thermal reservoir before and
after the external field is applied at the time 7. In the same way,
it is found that the third and fourth terms correspond to the
functions qﬁg’/?)(t,t) and ¢§_,;;? (z,7). Although it is very difficult
to directly calculate the linear response function given by the
Kubo formula for an open quantum system, we have found a
systematic method for calculating the linear response function
by making use of the time-local quantum master equation.

D. Simple example

As a simple example of the linear response of an open
quantum system, we suppose that a thermal reservoir is
modeled by a fluctuating classical field which obeys the
stationary Gauss-Markov process [3,40]. Such a model has
been originally proposed by Kubo [41] and Anderson [42]
in order to investigate the absorption spectrum of a magnetic
system. When the thermal reservoir is described by a classical
stochastic process, the time evolution of the quantum system
and the thermal reservoir is determined by the stochastic
Liouville equation [39,43,44]. To obtain an exact solution, we
assume that a relevant quantum system is a two-level system
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which has a dephasing coupling with the thermal reservoir.
Then the total Hamiltonian of the system is given by

H(t) = Moo, + hQ(t)o, (83)

where o is a transition frequency of the two-level system, and
0x,0y,0; are the Pauli matrices. In this equation, (¢) is a
stochastic variable which obeys the stationary Gauss-Markov
process with zero mean. Then the Doob theorem provides
the two-time correlation function (Q(1)Q(s))g = AZe V=5
[3,40], where A represents a strength of the correlation and y
is its decay rate. For later convenience, we introduce

@aa)zflmkxm. (84)

Furthermore, we assume that the observables A and B of the
quantum system are given by

A= B = (0. cos + o, sinf). (85)

Then it is easy to see that the commutation relation is given by
[B(1),A(T)] = 5(04." "0 —g_e= 771000 co5 6 5in 0

_ %(G+eiwt+i®(t,0) — e 11900 06 6 5in B

+ %O_z(eiw(tfr)w%(—)(t,r)_eficu(tfr)fi@(t,r)) sin2 0,

(86)

where we set the initial time #, = 0 and 01 = (0, & i0,)/2.
Assuming that He(f) = —hF(t)A, we can obtain the linear
response function directly from the Kubo formula,

Ppat,t) = —%((ox) sinwt + (0y) cos wt)G(t,0) cos f sin 6
+ %((ox) sinwt + (o) cos wt)G(t,0) cos € sin 6§
— %(oz) sinw(t — 7)G(t,7) sin® 6, 87)

which is an exact result. In this equation, G(¢,7) is the
characteristic function of the stochastic variable (),

G(t,1) = (e 7)g
= exp {—<é>2[y(t - -1+ eﬂ’f)]} (88)
S ,

where we have used the Gaussianity and the Doob theorem
[3,40].

If there is no external field, the reduced time evolution of
the two-level system is determined by the time-local quantum
master equation [39],

D wet) = | ~Lwox = Lsro 2 | wsr, ®89)
g1 S = | @0 T 489, S

where we set g(t) = dg(t)/dt with g(t) = (A/y)z[yt -1+
e~ ""]. In this case, the superoperator V(z,s) is given by

_ ! ’ l_ X 1 ’ x\2
V(t,s) = exp {[ dt [—za)oz 4g(z‘ o) i|}

1 1
= exp {—%w(r — 50— 1l8() g(s)](o;f}.
(90)
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Then the function ¢g)/),‘(t,r) given by Eq. (68) is calculated to
be

g)i(t,r) = —%((0x> sinwt + {(o,) cos wt)G(7,0) cos b sinf

+ 1((0y) sinwt + (o) cos w1)G(t,0) cos O sin 6
— (o) sinw(t — 1)G(1,00G ™' (z,0) sin> 6,
o1

where (o0,) stands for the initial average of the Pauli matrix
0. Here we note that ¢g’£)(t,r) = ¢g'§)(z‘,r) = 0 since there
is no initial correlation between the two-level system and the
thermal reservoir. The correction term ¢gz(t,r) due to the

reservoir correlation is calculated by the difference ¢4 (f,7) —

0
},);(t,r),

i, 0) = =10 [G(t,7) — G(1,00G7 (7,0)]

x sinw(t — t)sin’ 6. (92)

This correction is an exact result. It is found from Eq. (92)
that if the thermal reservoir modulates the two-level system
very fast and thus the reduced time evolution is Markovian,
the function ¢§§;(z,z) becomes negligible. In fact, we can
approximate the characteristic function as G(t,7) ~ ¢~ (¢~?/T2
for the fast-modulation limit or, equivalently, the narrowing
limit[3], where T» = y /A% is adephasing time of the two-level
system. In this case, we have G(t,7) ~ G(t,0)G~!(z,0), which
means ¢ (£,7) ~ 0.

Next, using the result in Sec. III B, we derive the linear
response function in the Born approximation in order to see
whether or not the Born approximation works well. Although
the Born approximation provides the exact result without
the external field due to the Gaussianity, it does not in the
presence of the external field. Since the function given by (68)
has already been calculated, we derive the correction term

gl(t,r) given by Eq. (69). After some calculation, we can
obtain

Trs[ BV (t.t1)e"" (Lsr(t1)A* () Lsr(t2)) e~ " V (11,0) W]
— Trs[BV(t,t1)e"" (Lsr(t1)Lsr(t2)) RA™(7)
x e Lty (1,0) Wy

i . .
= E<c;Z>A2e—V<’1 ~2)=8W+e) gin (t — 1) sin* B, (93)

where the method for calculation is the same as that given in

Ref. [15]. This result yields the correction term qbﬁ(t,r) of

the linear response function in the Born approximation,
: 1 A? !
fhn) = =3 @ = ne s [an
2 1 :
x eﬁtﬁg@ﬂ} sinw(t — 7)sin’6,  (94)

which is numerically calculated. Obviously this is not equal
to the exact result given by Eq. (92). In the narrowing limit
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(A/y)? < 1[3], however, we have the approximation
G(t,7) — G(t,00G"1(1,0)

AN2
~ (;) [[4e 7 —e 77— 7077

AZ t
~ 7(er — 1)e~¢® / dty e Ve (95)
T

Thus Eq. (94) becomes identical to Eq. (92) in the limit of
(AJy)? < 1.

Finally, we investigate the linear response in the case of
A=B= %ax(: S,) (8 = 7 /2). In this case, the exact linear
response function is

PSN(1,7) = —(S.)G(t,T)sinw(r — 1), (96)

with S, = %Gz, and the Born approximation provides the
approximated linear response function,

G(t,0 A
( )+_

YT _ 1 —g(1)
Groy T e

(1) = —<SZ>[

t
X / dn ey"+g(t‘):| sinw(t — 7). (97)

If we neglect the correlation between the reservoir’s states
before and after the external field is applied at the time 7, the

J

PHYSICAL REVIEW A 95, 022126 (2017)

linear response function becomes

G(t,0) .
O (t,7) = —(Sz)m sin w(t — 7). (98)

When we apply an extremely short pulse to the two-level
system at ¢ = ¢, we obtain the linear response of §,,

A(Se (1)), = (S)pU0(t,1,)0(t —1,) (= ex,2nd,0). (99)

On the other hand, when we apply a monochromatic field
with angular frequency wy to the two-level system, the linear
response of S, is given by

A(Se(1)), = (SZ)/ dt ¢Y)(t.7)sinwyr  (u = ex,2nd,0).
0

(100)
The normalized linear response A(S(¢)),/(S;) of the two-
level system is plotted in Fig. 2. It is found from the figure
that the linear response in the Born approximation is nearly
equal to the exact one, though it deviates a little from the exact
linear response as (A /y)? and t / T, are large. Furthermore, the
linear response obtained by discarding the reservoir correlation
can approximate the exact linear response only if (A /y)? is
sufficiently small.

E. Linear response function based on the time-nonlocal master equation

We formulate the linear response theory of an open quantum system, the reduced time evolution of which is governed by the
time-nonlocal quantum master equation [10-12,15,16]. In the Born approximation, the time-nonlocal quantum master equation

with the external field is obtained from Eq. (15),

ot

with

OP(t,t1) = Us(t,tim){Lsr(t)Lsr(t)) rUg ' (t1,tw),

iWs(r) = [Ls + Lex()IWs(t) + / dt; @P(t,1)Ws(t)) + JV(t) + TP (1),

tin

(101)

(102)

where we have assumed (I: sr(®))r = 0. In the Born approximation, the inhomogeneous terms are equal to those of the time-local
quantum master equation, namely, J(z) = IV(z) and JP(¢) = I'P(t), where V() and 1P (¢) are given by Egs. (25) and (26).
Therefore, we obtain the equality J(¢) + JP(t) = Io(¢) + I,(¢) up to the first order with respect to the external field, where
Io(¢) and I,(¢) are given by Egs. (56) and (57). Neglecting all the terms higher than the first order with respect to the external
field, we can derive the memory kernel superoperator ®@(¢,t,) as follows:

®P(t,11) = (LsgUsr(t,t1)LsrUsg(t1,tn)) rUg ' (t1,tin) = Po(t,11) + O1(2,11), (103)
with
Do (t,11) = €™ (Lsp(t) Lsg(11)) ge™ 517, (104)
_ i ' Ls(t—tin) X —Ls(t;—tin)
D(t,11) = i dt F(t)e (Lsr(@®)A™(t)Lsgr(t1))re , (105)
141
where we have used Eqs. (27), (29), and (30). The first-order memory term ®(¢,#,) is further calculated to be
t . t T
/ dny @11 Ws(0) = £ / dr F@) [ dn ®,.010)Ws(n). (106)
tin tin tin
with
@y (t.11]7) = e TN Lgr(1)A™(T) Lsg(t))) ge "0 ). (107)
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10 0 2 4 ;
t/T

5
t/T

2 6
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FIG. 2. The normalized linear response A(S,(¢)),/(S) of the two-level system influenced by the fluctuating environment, where the (a)—(c)
short pulse and (d)—(f) monochromatic field are applied to the system. The blue solid line stands for the exact linear response, the red dotted
line for the linear response in the Born approximation, and the black dashed line for the linear response obtained by neglecting the reservoir
correlation. In the figure, we set ¢,/ T, = 1.5 and w1, = wyT, = 4.0, where T, = y/ A?isa dephasing time of the two-level system. (a), (d)
The two-level system is slowly modulated by the thermal reservoir; (c), (f) it is modulated very fast.

Therefore, up to the first order with respect to the external field F(t), we obtain the time-nonlocal quantum master equation in
the Born approximation,

0 ! ]
ZWs(r) = LsWs(0) + / diy @o(t.1)Ws(ay) + 1o(0) + EF(OA™ W)

in

. t T . t
+ ;;/ dt F(r)/ dt; @(t,t1|t)Ws(ty) + }%/ dt F(t)I(t,7), (108)
t; tin 4

n n

where Z(¢,7) is given by Eq. (58). The first three terms on the right-hand side of this equation correspond to the time-nonlocal

quantum master equation in the absence of the external field and the others are the first-order correction due to the external field.
To derive the linear response function, we assume that the time-nonlocal quantum master equation can be solved when the

inhomogeneous term is ignored and the external field is not applied. Then we define the superoperator V (¢,ty,) by

0 - _ ! _
Ev(tatin) = LgV(t,tin) +f dty Oo(t,11)V (t1,tin), (109)
1

in

with V (fin, %) = 1. We denote the reduced density operator of the quantum system as Ws(t) = Ws o(¢) + Wy 1(¢), where W o(¢)
and Wy (¢) are the zeroth- and first-order terms with respect to the external field, which are determined by

a t
gws,o(f) = LsWs (1) +/ dty Oo(t,t1)Ws o(t1) + Io(1), (110)
tin
d ! i
EWS,I(I) = LgWs (1) +/ dty Oo(t,11)Ws 1(t1) + ﬁF(t)AXWs,o(f)
tin
l' t T l t
+l€,/ drt F(T)f dt q)l(t,t1|f)W5,0(t1)+ﬁf dt F(t)Z(t,7). (111)
tin tin tin

Furthermore, we assume that the operator V (z,t,) defined by Eq. (109) is invertible, though this assumption is not always true.
Then we obtain, from Eq. (110),

t
Wi o(t) = V(t,tm)Ws +/ dt V(t,t)1o(1), (112)
1,

in
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where we have defined V(¢,s) by V(t,s) = V(t,t;,)V~!(s,tin) (t > ). Substituting this equation into Eq. (111) and discarding
all the terms higher than the first order with respect to the external field, we can obtain

. ' . t t T
WS'I(I):;%Z/ dt F(‘E)V([,T)AXV(T,lin)WS+%/ dt F(‘L’)/ dl1/ dlz V([,ll)q)l(tl,l2|‘5)‘7(l2,tin)WS

fin fin fin

15 _ _
/ dtz V(t,1))D1(t1,1|T)V (t2,13) o (23)

tin

. ‘ - . t t T
+}%/ de F(r)/ dn V(z,r)AXV(z,tl)Io(tl)Jr%/ de F(r)/ dtl/ d,
1 tin tin T 1;

in in

+}%/ dt F(r)/ dt, V(t,t)I(t,7). (113)

In deriving this equation, we have rearranged the order of integrations so that the integration including the external field F(7) is
carried out last.
The linear response A(B(t)) of an observable B is calculated by A(B(#)) = Trs[B Wy 1(¢)], which can be expressed as

A(B(t)):/ dt ppa(t,T)F (7). (114)

in

Therefore, when the reduced time evolution of the quantum system is determined by the time-nonlocal quantum master equation,
the linear response function ¢4 (¢,7) is given by

Gpalt,T) = Py, T) + (1. 7) + PuV(1,7) + ) (1,7), (115)
with
_ i i} _
Ppa(t.) = ZTrs[BV(1LT)A V (x.6) W], (116)
~© i t T _ B
¢BA(LT)=5/ dll/ dty Trg[BV (¢,t0) @1 (t1,12|T)V (t2, 1) Wi, (117)
T tin
. ; T _ _
q's};;?’(t,z)zé/ dt, Trs[BV (t,1)A* V (zt,t) Io(11)], (118)
tin

L ] ) i [ _
b (t.7) = ﬁf dl‘l/ dl‘z/ dts TTS[BV(I‘Jl)q)l(l‘l»l‘2|f)V(fz,f3)10(l‘3)]+ﬁf dty Tes[BV (t,11)L(11,7)], (119)
T fin fin

T

where @ (t1,5,|7) is given by Eq. (107). The meaning of each part of the linear response function is the same as that obtained by
making use of the time-local quantum master equation.

IV. LINEAR RESPONSE BEYOND THE BORN APPROXIMATION

In Sec. III, we have developed the linear response theory, using the time-local and time-nonlocal quantum master equations in
the Born approximation which is valid only if the interaction between the quantum system and the thermal reservoir is sufficiently
weak. In this section, using the general form of the quantum master equation, we extend the linear response theory beyond the
Born approximation. We assume that there is no initial correlation between the quantum system and the thermal reservoir to
avoid mathematical complexity. Hence the inhomogeneous terms do not appear in the quantum master equations. However, the
method for deriving the linear response function is still valid even in the presence of the initial correlation.

A. Linear response function based on the time-local quantum master equation

It is well known that the time-local quantum master equation can be expanded in terms of time-ordered cumulants of the
Liouvillian superoperators Lgg(¢) [10,13-16],
0 A _
EWS(I) = [Ls + Leu()1Ws(t) + Us(t,ti){(Lsg (1)) rU ' (¢, 1) Ws(2)
2
n=2

where (- - )% stands for the time-ordered cumulant [10,13-16] and we set #y = ¢. In this equation, we have not assumed the
equality (Lgg(1))z = 0. To obtain the linear response function, we have to extract the terms up to the first order with respect to

t

n th—2
an [ [ dn Ui EsnOLsat) -+ Lsnoo)5U5 ) Ws), (120
tin tin

fin
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the external field from Eq. (120). For this purpose, we expand the superoperators Usg(?,t,) and Us(t,t,) as follows:

e T U (1) T = 1+ Ault 1), (121)
Ug ' (t,8i)e™ ") = 1 — Au(t,tin), (122)
with
_—
Ault; 1) =}%f dt F(t)A%(1). (123)
173

In deriving these equations, we have discarded all the terms higher than the first order with respect to F'(t). Substituting Eqs. (121)
and (122) into Eq. (120), we can derive the linear response function in any order with respect to the system-reservoir interaction.

It is easy to see from Eqgs. (121) and (122) that the first moment M, does not depend on the external field up to the first order.
In fact, we obtain

M = Us(t,tu){Lsr(®) U " (t,tin)
= BTN Lgp(O[1 + Ault,ti)]) 1 — Au(t, tip)]e” =)
= U Lgr()) R[4+ Ault,tin)I[1 — Au(t,tiy)]e ™0
— eLS(I_ti")(LSR(I)>R€_LS(l_ti"), (124)

where we have used Eq. (27) and Lgg(?) is given by Eq. (38). In the same way, we can calculate the nth moment up to the first
order with respect to the external field,

M, = Us(t,ti){Lsg(t)Lsr(t)Lsg(t2) - - - Lsr(ta—1))rUg ' (t,tin)
= LU (L p (e U (1,8))e 0O~ o p (1))
x e =t [y (1) y)eb0 T [ op(ty) X - - -
x e Loy (1, 5, 1)l T L R (ty_y) X -
x e~ Foln1=tn) {7 (g | ,tin))RUs_l(f,fin)eLS(t_ti")}e_LS(l_tm)
= B (L oo (1) Lsg(t1)Lsg(t2) - - - Lsp(tn_y))ge” L5~
+ el L e (1) Au(t, 1) Lsg(t1)Lsg(t2) - - - Lsr(tn_1)) R
+ (Lsg()Lsg(t1)Au(ty,t)Lsg(tz) - - - Lsg SR(ty—1))x
+ (Lsr()Lsr(t1)Lsp(t2) Auty,13) - - - Lsg(ta—1))r
+ (Lsr(t)Lsr(t1)Lsr(12) - - - Au(ty—2,tn—1)Lsr(ta-1))r
+ (Lsp()Lsr(t)Lsg(12) -+ Lsg(tn—1) Attty —1,1)) &

— (Lsgr()Lsg(t))Lsg(t2) - - - Lsg(ta—1)) R Au(t, tin)ye =50, (125)
To proceed further, we decompose Au(t,t;,) into
Au(t,tn) = Au(t,t) + Auty,t) + - - - + Au(ty—1,tin). (126)

and we use the fact that the equality (e)g Au(t,f,) = (e Au(t,t,)) g holds since Au(t,t,) is a system operator. Then we can
express Eq. (125) in a concise form,

M, = """ (Lsp(t)Lsr(t))Lsr(ta) - - - Lsg(ty—1))ge 25¢

n—1
+etst |:Z Ri—1.4{Lsr(O)Lsr(t1) - -+ LSR(tn—l)>R:|eLS(tti")~ 127)
k=1

In this equation, the symbol R ;; means that the product Lgg(¢;)Lsr(#) is replaced by LSR(tj)[Au(tj,tk)]XLSRLSR(tk). For
instance, we have

Ri—1 4 (Lsr(t)Lsg(t1) - - - Lsr(ta—1))r = (Lsg(t) - Lsg(ti—)[Aulti—1,t)]* “F Lsg(t) - - - Lsr(ta—1)) &> (128)

where the symbol X*%s is explained below Eq. (45). Using the same method that we have used to derive Eq. (127), we can
obtain, for a product of the two moments,

Us(t,tiw){Lsr(t)Lsg(t) -+ Lsp(tu—1))R{Lsr(te) - - Lsg(tesn—1))rUg ' (t,tin)

= BT ([ gp(t)Lsr(tr) - - - Lsg(tm—1))R(Lsr(te) - - - Lsg(tgsn—1)) e 5¢ =
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m—1
+ els=t) |:Z Ri—1,x(Lsr(t)Lsr(t1) - - - Lsr(tm—1))R(Lsr(te) - - - Lsr(to4n—1))R
k=1
+ Rum—1,e{Lsr()Lsg(t1) - - - Lsg(tm—1)) R{Lsr(t¢) - - - Lsr(tezn—1))r
l+n—1
+ > RecrulLsr()Lsr(tr) - Lsg(tm—1)r{Lsg(te) - LSR(tHnnm}e‘“"-’m), (129)
k=t+1

where we have discarded all the terms higher than the first order of F (). Finally, it is found that the nth time-ordered cumulant
of the Liouvillian superoperators Lgg(?) can be expressed, up to the first order with respect to the external field, by

Us(t,tin)(Lsr()Lsr(t) -+ Lsr(ta-))55Us ! (1,1n) = "™ (Lgp(t) Ly (1) Lsg(t2) - - - Lsg(tn—1)§" e 50~

+ e TWR[(Lsr(t) Lsr(t)Lsg(12) - - - Lsr(ty—1))5S ] 507 (130)
In this equation, the symbol R means as follows: First one successive pair Lgg(t;)Lgpr(tx) is replaced by
Lgr(t)[Au(t j,tk)]XLSRL sr(tx), regardless of the partial average over the thermal reservoir, and then the summation is taken
over all the possible successive pairs.

Summarizing the above results, we obtain the time-local quantum master equation up to the first order with respect to the
external field,

) .
- Ws() = [Ls + %F(z)AX} Ws() + To(t)Ws(t) + T (1) Ws(t), (131)

with

in

0 t n th_o
Mo(t) = eLo(tftin) (LSR(I))RefLo(tftin) + Z/ dt / dty - - f dt,_1
n=2 Y lin 4 tin

x e (Lgp(t)Lsg(t)Lsp(ta) - - - Lsp(ta—1)) 3 e~ "5~ (132)

t

M=)
n=2

where I1y(¢) is the damping operator of the quantum master equation in the absence of the external field and IT,(¢) is the first-order
correction to the damping operator. The solution of the quantum master equation (131) up to the first order of the external field
F(7) is given by

4] th—2
an [y [ dn e R LsnOLsa)Lsa) - Lontt, -l W (139
fin fin

tin

Ws(t) = V(¢t,t0)Ws + AWs(2), (134)

with
AWs(t) = % / dt F(t)V(t,T)A*V(t,tin)Ws + / dt' Ve, OV, t,)Ws, (135)
V(t,s) = exp,._ {/ dr'[Ls + no(z’)]}. (136)

The linear response function of the quantum system can be derived from the correction term A Wy(t).
The change of the average value of an observable B caused by the external field is calculated to be

A(B(1)) = Trs[BAWs(1)] = f dt ¢ (1, T)F () 4+ Cpa(). (137)

fin
The first term on the right-hand side of this equation represents the linear response when we ignore the correlation between the

states of the thermal reservoir before and after the external field is applied at time 7. The linear response function ¢g]i(t,t) is
given by

g)f)x(t,r) = %TrS[BV(t,r)AXV(t,tin)Ws]. (138)

The second term provides the correction to the response function due to the reservoir’s correlation,

Cpa(t) = f dt' Trg[BV (t, HIT V(1) Ws]. (139)

in

022126-13



BAN, KITAJIMA, ARIMITSU, AND SHIBATA PHYSICAL REVIEW A 95, 022126 (2017)

Rearranging the order of integrations so that the integration including the external field F(t) is performed last, we can express
the correction term as

Cpalt) = / dt ¢ (t, D) F(1), (140)

in

where ¢>§§L(t,r) is the correction term to the linear response function ¢g(r,r). The correction term derived from the second

time-ordered cumulant has already been given in Sec. III [see Eq. (69)]. In the Appendix, we will obtain the correction term from
the fourth time-ordered cumulant.

B. Linear response function based on the time-nonlocal quantum master equation

Next we obtain the linear response function when the reduced time evolution of the quantum system is determined by the
time-nonlocal quantum master equation [10-12,15,16]. Since we assume that there is no inhomogeneous term, the general form
of the time-nonlocal quantum master equation is

a

where we have used Eq. (124). The memory term can be expressed in terms of the partial cumulants of the Liouvillian
superoperators Lgg(?) [15,16],

a t
o Ws() = [Ls + Lex()IWs(t) + e (Lg(2)) ge ™ H5 W Wi(2) + / dt’ o(t,t"YWs(t'), (141)
tin

t x t f In—
[ arewowsey =3 [an [“ar [ dn Us i EsnOLsnt) - Lsatn 05U o)Wt
tin n=2 tin tin n

4

(142)

The partial cumulant is expressed in terms of the projection operator P as
(LsrLsr(t) -+ Lsg(tam))g™ = (Lsr()(1 = P)Lsp(t))(1 = P)--- (1 = P)Lsg(ts1))- (143)
Here we note that the Liouvillian superoperators are placed in order of L sr(®), L sr(t), ..., L sr(t,—1) in the partial cumulant.

This fact makes the extraction of the first-order terms from the partial cumulants much easier than that from the time-ordered
cumulants. Then, using Egs. (27), (121) and (122), we calculate the partial cumulant up to the first order with respect to the
external field,

Us(t,tin)(Lsg()Lsr(t1) - - - Lsp(ta1)) 5" U (a1, tin)
= ST (Lo (O + Au(t,t)]Lsr(t)[1 4+ Aulty,02)] - - - [1 + Au(ty_2,ta-)ILsr(ta- DI + Au(ty_1,t) )5
X [1 = Aulty_y,tig)]e~Fs0n1 =1

= LS (L (1) Lsr(ty) - - Lsg(ty_1))5 e kst =tn)
n—1
+ Z eBs UL gr(t) -+ Lty—1) Aulty—1,t) Lsr(te) - - - Lsg(ty—1))g e~ Estm1 =i, (144)
=1

with 7y = ¢. Substituting this equation into Eq. (142), we can derive the time-nonlocal quantum master equation up to the first
order with respect to the external field,

ad i
o Ws(h) = [Ls + ﬁF(wAX]Ws(t) + BT L sp()) ge T Wis(r)

t . t t
+/ dt’ <I>0(t,t’)Ws(t/)+;fl/ dt F(r)/ dt' @ (t,t'|T)Ws(t), (145)
1, tin tin

in i

where the two memory terms are, respectively, given by

t & t f tn—2
[ ar @uawsey =3 [dn [t [Tt e L 0L Lntt- e W00,
tin n=2 tin tin

tin
(146)

and

oo n—l1

t t 4 ) T Ik th—
/ dl/q31(l,l/|‘lf)Ws(l/) = ZZ/ dh / dt2~'~/ dt_; / dlk/ dlk+1 / dt,_q
tin T T fin fin fin

n=2k=1"" i

x e Lgg(t) -+ L) A (D) Lsr(t) -+ Lsr(tn-1)) e~ O Wi(t,-1)
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T
= / dty "I Lsp()A™ (1) Lsg(n) e W(n)

tin

T f
+/ dh/ dty e Lgp(t)A* (T)Lsp(t)) Lsr(t2))% e 57 Wi (1)
tin tin

t T
+ / dr, / dty "5 (Lgp() Lsg(t))A™ (T)Lsg(t2))5 e B Wy(ty) 4+ -+ . (147)
T tin

In deriving Eq. (147), we have rearranged the order of integrations so that the integration including the external field F(r) is
performed last.

In order to obtain the linear response function when the reduced time evolution is described by the time-nonlocal quantum
master equation, we assume that the time-nonlocal quantum master equation can be solved in the absence of the external field.
Then we define the operator V (¢,%,) by

9 _ ! _
oVt = [Ls + eSO (Lsg(0)) eV (8, 53,) + / dt’ o(t,1)V (1 tin), (148)

tin
with the initial condition V (fi,%,) = 1. Furthermore, we assume that the superoperator V(t,ty) is invertible. Then up to the first
order with respect to the external field, the solution of the time-nonlocal quantum master equation (145) is given by
Ws(t) = V(t,6m)Ws + AWs(0), (149)
with
.t ;

AWs(t) = l—/ dt F(t)V(t,0) A"V (t,t;)Ws + ;Tz/

fin tin

t t n
dt F(T)/ dl1/ dty V(t,1))®@1(t1,02]T)V (t2,ti) Ws. (150)

fin

In this equation, we set V(¢,s) = V(t,t,)V ™! (s,t,) (t > ). The linear response function is derived by calculating the change of
the average value A(B(t)) = Trs[BAW(1)],

A(B(1)) = / dt Bualt, TF(T).

in

(151)

The response function ¢g(f,7) = &g)i(t, 7)+ qgg(t, 7) consists of two part. One represents the linear response that is obtained
when the correlation of the reservoir’s states is discarded,

Palt.T) = LTr[BV (1,1) AV (r.t) W), (152)
and the other is the correction term due to the correlation,
e i f! n _ _
Foat0 = ¢ / dn / dty Teg[BY (1,10)®1 11,00 (12, ) W], (153)
T tin

In this section, we have assumed that there is no initial correlation between the quantum system and the thermal reservoir.
Thus we have treated the homogeneous quantum master equation in the derivation of the linear response function. However, our
method is still useful even if there are inhomogeneous terms in the quantum master equation since the inhomogeneous term can
be expanded into a combination of the partial averages such as

(Lsg(t) -+ Lrs)r -+ (Lsr(t) -+ Lrs(t)) R{Lsg(tm) - - - Lrs(ta)) s

with (e)g = Trg[epg] and (e), = Trg[e(W — Wspg)]. The structure is similar to that of the time-ordered or partial cumulants.
Therefore, our method developed in this section can be used for extracting the first-order terms from the inhomogeneous terms.

(

V. CORRELATION FUNCTION AND QUANTUM
REGRESSION THEOREM

violation of the quantum regression theorem for open quantum
systems in the Born approximation [28-37].
A two-time correlation function of observables A and

In Secs. III and IV, we have developed the linear response B of an open quantum system is given by {B()A(r)) =

theory for open quantum systems when the reduced time
evolution is described by the time-local and time-nonlocal
quantum master equations. In this section, using the method
for deriving the linear response function, we derive an explicit
expression of a two-time correlation function of an open
quantum system. Furthermore, using the result, we discuss the

Trsr[B(t)A(T)W] with t > t, where A(tr) and 'B(t) are
the Heisenberg operators given by A(r) = e(/MH T
Ae W/MHT=)  and B(t) = e W/MH(—tin) B o—(/MHI~1n)  yith
H = Hg + Hg + Hgg. Then, using the Liouvillian superop-
erator L = —(i /h) H*, we can rewrite the correlation function
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into the following form:
(B(HA(T)) = Trs[BWs(1,7]|A)], (154)
with
Ws(t,7|A) = Trg[e"' " A W], (155)

Here we introduce the nonunitary superoperator U (¢,#,| A) by

U(t,tin|A) = exp_ {/ dt [L + g(t)A]}, (156)

where g(¢) is a test function of time ¢. Setting Wég)(t|A) =
Trr[U(¢,ti,]A)W] and expanding it with respect to the test
function g(¢), we can derive

WS (t|A) = Trg[e = W]
t
+ / dt g(T)Trr[e" "D AT W] + 0(g?).
tin
(157)

Multiplying the system observable B from the left and taking
the trace over the Hilbert space of the quantum system, we

J

PHYSICAL REVIEW A 95, 022126 (2017)

obtain

Trs[ BWE (t|A)] = (B(1) + / dt g(D)(B(HA(D))+0(g?),

(158)

which means that the linear term with respect to the test func-
tion yields the two-time correlation function. More explicitly,
we have the relation

Trs[ BWE (1] 4)]

= (B(1)A(7)).

8()—0

(159)

dg(T)

We can see that U(¢,1;,|A) is a time-evolution operator of the
whole system when a fictitious field g(¢) is applied to the
quantum system, where the coupling between the system and
field is given by a system operator A. Then the two-time corre-
lation function (B(#)A(t)) represents the linear response of the
quantum system to the fictitious field. It is obvious that if we
replace (i /i) F(t)A* by g(t)A in the linear response theory,
the linear response function ¢p.(f,7) becomes the two-time
correlation function (B(t)A(t)). Although the replacement
makes the time-evolution superoperators such as Ugg(?,%n)
and Ug(z,t,) nonunitary, we have not used the unitarity in
the derivation of the linear response function. Therefore, the
results are still valid under the replacement.

When the time-local quantum master equation in the Born approximation is used, the two-time correlation function (B(t)A(7))

of the quantum system is obtained in the following form:

(B(A(1)) = C\(t,7) + C$h2,0),

where Cg’i(r,t) and Cgf)x(t,r) are given by

Cg)é(l‘,‘l,') = Trg[BV(t,1)AV (7,tin) Ws] + /T dty Trg[BV (t,T)AV (r,t1)h(t1)],

t T
C\t,1) = / dr, / dt, Trs[BV (1,1)e™ =) (Lo (1)[A(D), Lsr(t2)]) re ™50V (11, 113) W]
T tin

n f dy Trs[ BV (1.7 (11, 7)],

with

J(t,1) = " Trp[Lsr()A(T)SW] + f dty """ Trg [ Lsr(t)A(T)Lsr(t)SW]

(160)

(161)
+ / dt / dt / dts Trs[BV (t,t1)e"s " = (L p(t)[A(z), Lsg(t3)]) re ™ 5™V (#,12) In(12)]

(162)

(163)

t
+ / di bW [Lsr(t) Ls() AT W],

In these equations, V(¢,,) and Iy(¢) are given by Egs. (60)
and (56). On the other hand, the average value of the
observable B is calculated by the time-local quantum master
equation,

d
—Ws(t) = [Ls + Ho(H)I1Ws(t) + 1o(2),

o (164)

(
which yields

(B(t)) = Trg[BV (t,tin) Ws] +/ dt; Trg[BV (¢,t1)Io(t1)].

(165)

It is obvious from this equation that the time evolution of
the average value (B(t)) is determined by the two operators
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V(t,tn) and Iy(r). However, these operators only determine
the first term Cg)/)4 (t,7) of the two-time correlation function.
This means the violation of the quantum regression theorem
for an open quantum system. In particular, if there is no
initial correlation between the quantum system and the thermal
reservoir, the average value and the two-time correlation
function are simplified as follows:

(B(1)) = Trg[BV(t.tin) Ws], (166)

(B(HA(T))
= Trs[BV(t,7)AV(T,t;) W]

t T
+ / dt / dt, Trs{ BV (1,1 )e"s¢ =)
T tin

x (Lsg(t)[A(T), Lsr(t)]) re” "V (1, 1) Wi ).
(167)

If the second term on the right-hand side of Eq. (167) vanishes,
the quantum regression theorem is established. Here we note
that there is no overlap between the two integrations with
respect to #; and #, in Eq. (167). Hence, the second term
becomes negligible if the correlation time of the thermal
reservoir is sufficiently small. This explains that the quantum
regression theorem is fulfilled if the reduced time evolution of
the quantum system is Markovian. This result is equivalent to
that provided by a different approach in Ref. [35].

VI. SUMMARY

In this paper, using the time-local and time-nonlocal quan-
tum master equations, we have formulated the linear response
theory for open quantum systems, where a relevant quantum
system interacts not only with an external field, but also with
a thermal reservoir. In the previous works [17,18,24,25], it
is assumed that the whole system or the relevant quantum
system is in a stationary state before applying an external field.
So the linear response function only explains the deviation
of an observable from its stationary value [see Fig. 1(b)].
In the present work, however, we have not assumed such a
stationarity of the system. The linear response function derived
in this paper can explain how an observable is influenced

J
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by the external field during the irreversible time evolution
from an initial value to its stationary value [see Fig. 1(c)]. We
have provided the explicit expressions for the linear response
function when the reduced time evolution of the quantum
system is determined by the time-local and time-nonlocal
quantum master equations. First we have obtained the linear
response functions when we apply the Born approximation to
the quantum master equations, and then we have extended the
result beyond the Born approximation. We have found that
the linear response function consists of four parts. The first
part represents the linear response when the initial correlation
between the quantum system and the thermal reservoir and the
finite correlation of the thermal reservoir are discarded. Here
the reservoir correlation means the correlation between the
reservoir states before and after the application of the external
field. The second one is a correction that is obtained by taking
into account only the reservoir correlation, and the third one is a
correction obtained by the effect of the system-reservoir initial
correlation. The last one is a correction due to the synthetic
effect of the two correlations. If we introduce an external field
into the derived quantum master equation [24], we obtain only
the first and third parts of the linear response function. The
second and fourth parts can be obtained when we eliminate the
reservoir variables from the Liouville-von Neumann equation
under the influence of the external field. The linear response
function has been compared with the Kubo formula of the usual
linear response theory [1-3]. The result has been examined by
making use of an exactly solvable model, in which the thermal
reservoir is modeled by a stochastically fluctuating field which
has a dephasing coupling with the quantum system. We have
compared the Born approximation with the exact solution. In
this model, it has been found that the Born approximation
works very well in the linear response theory. Finally, using
the method for obtaining the linear response function, we have
derived a two-time correlation function of an open quantum
system. We have discussed the violation of the quantum
regression theorem when the reduced time evolution of the
quantum system is non-Markovian [35]. The method that we
have developed in this paper to derive the linear response
function is also useful for investigating statistical properties
of weak measurement performed on postselected quantum
systems [45].

APPENDIX: THE FOURTH-ORDER CORRECTION TO THE LINEAR RESPONSE FUNCTION

In this appendix, we derive the contribution from the fourth time-ordered cumulant to the linear response function. To reduce
the number of terms to be calculated, we assume that the equality (Lsr())g = (Lsg(t))g = 0holds. Furthermore, we temporarily
neglect the superoperator e=Xs¢~"n) outside the partial average (o) z of the thermal reservoir since it does not include the integral
variables. Then, the fourth-order cumulant in the damping operator IT,(¢) is given by

t n %)
/dh/ dlz/ dts R(Lsg(t)Lsg(t1)Lsr(t2)Lsr(13))%"
tin

tin tin

t 5] 15 t 1 5}
=/dl1/ dl‘z/ dt3 R(Lsgr(t)Lsg(t1)Lsg(t2)Lsr(t3))r —/dll/ dfz/ dtz R(Lsr(t)Lsg(t1))r{Lsr(t2)Lsr(t3))r
tin 1 tin tin tin tin

in

—/dﬁ/ dlz/_d% 7AQ(LSR(Z)LSR(Q))R(LSR(f1)LSR(l3))R—/dh/ dlz/ dts R(Lsg(t)Lsg(t3)) r(Lsg(t))Lsg(t2)) -

fin

tin

(AL)
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For instance, we can calculate the fourth term, denoted as A4, on the right-hand side of this equation. From the definition of the
symbol R, we obtain

Ay =—/ dl1/ dlz/Hd% (Lsr®[Au(t,:3)1 s Lsg(t3)) g (Lsr(t1)Lsr(12)) g
—/ dfl/ dlz/ dts (Lsr(t)Lsr(t3)) r[Au(ts, 1)1 sk (Lsg(t1)Lsr(t2))

—/ dfl/ dl‘z/ dts (Lsgr(t)Lsr(t3)) R(Lsr(t)[Au(ty,12)1* 58 Lsg(t2)) &

=A4 + Agp + Ags. (A2)

In the calculation of A4, we divide the integration in Au(t,t3) as ft; dt = ftf dt + f[:' dt + fl? dt and rearrange the order of
integrations so that the integration including the external field F(7) is performed last. Then, we obtain

.ot
l
Ay = _ﬁ/ dt FO[AL (@) + AQ (@) + AQ ()], (A3)
tin
with
T 1 153
Al ) = / dn, f d, f s (Lsg(OIA* ()% Lg () r (Lsr(t)Lsr(12) z. (Ad)
tin tin fin
t T 1%
AP (1) = / dn, / dn, / dts (Lsr(OLA* (01 %5% Lsg(t)) r(Lsr(t) Lsr(t) k. (AS)
T tin tin
3) t n T
AQ 0y = / dn, / dr, / dis (Lsr(OLA* (01558 Lg (1)) r (L g (i) Lsg(2)) &. (A6)
T T tin
Since the integration in Au(t3,t;) is rewritten as f: dt = — fé‘ dt — ftzz dt, we can derive, for A,
- ot
l
An=1 / dr FO[ADD) + A2(0)]. (A7)
tin
with
) t T %)
A42(T)=/ dtlf dlzf dts (Lsr(t)Lsg(t3)) R[A™ (T)]*tse (Lgg(t1) Lsr(t2)) g, (A8)
T tin tin
@ 12 n T
AZ(0) = f dn, f d, f dts (Lsg(D)L1(13)) kLA™ (01555 {Lsp(ty) Lsa(t2)) k. (A9)
T T tin
Furthermore, rearranging the order of integrations in A43, we obtain
it 1 T t
Ay = _ﬁ/ dt F(T)/ dh/ dfz/ dts (Lsr(t)Lsg(13)) R{Lsr(t)[A™ (T)]* sk Lsg(t2)) g- (A10)
tin T tin tin

Summarizing the above results, we can obtain the part of the correction to the response function from the fourth term A, in
Eq. (A1),

. T h %) t T %) t h T
ALY (1,7) = —l—(/ dtl/ dt2/ dt3+/ dn/ dt2/ dz3+/ dtl/ dt2/ dl3)
h tin tin tin T tin tin T T tin

x Trs{BV (t,11)e"" " (Lsp(t)[A™ (1)]**s% Lsg(t3)) r (L s (1) Lsr(t2)) re” """V (11, 1in) Ws |

H t T 1% t 1 T
+ L(/ dt / dtz/ dts +/ dt f dl‘z/ dl‘3>TI‘5{BV(l,tl)eLS(t_ti“)
h T 5 tin T T tin

in

x (Lsg(t)Lsr(t3)) RLA*(D)]**s¢ (Lsr(t)Lsg(t2)) re "™V (11, 1:0) Wi }
—é/ dfl/ dfz/ ds Trg{ BV (t,11)e"s" ™ (Lsp(t)Lsg(13)) g (L s (t)[A*(T)]**5% Lsg(12)) r

x e BTV (1 1) Wi} (Al1)
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In the same way, we can derive the corrections to the response function from the first, second, and third terms on the right-hand
side of Eq. (A1). The results are summarized as follows:

Aél‘std)(c) (l T)
h 15
:;lz / dt / dt / dt; Trs{ BV (t,1))e"" " (L sg(1)[A*(T)]**s Lsg(ty)
tin tin ti
x Lsg(t)Lsg(t3))re” "™V (1), ti) Wi }

. t T 15
g / dt / dty / dt; Trs{ BV (t,1))e"s" "™ (L sg (1) Lsg (1/)[A™ (T)]* 58 Lsg(t2) Lsgr(t3)) ge™ """V (11, 1;,) W}

/ dn, / dty [ dis Trs{ BV (1,000 L g () Lsi(t) L ()l A(0)] 458 Lg(t5)) g™V (1 1) W),
tl“

(A12)
2nd (C) ([ 'L')

! / dty [ dt / dty Trs{ BV (t,1))e"" " (L sr(1)[ A* (T)]*“sk Lsr(t1)) r(Lsr(t2) Lsr(t3)) e """V (t1,£:0) W}
tin tin

tin

i / d"/ d”/ drs Tes{ BV (1,100 L g () L (1)) /LA™ (01456 (L sr() Lw(t3)) e ™0V (11, 3) W |
l ,
ﬁ/ dt1/ dlz/ dtz Trs BV (t, tl)eLs(l tm)(LSR(I)LSR(tl))R(LSR(IZ)[A (O)]E5% Lsg(t3)) ge LS(I_I‘“)V(zl,tin)WS}’
(A13)
i T f I ‘ . N
A3rd¢)(6) ,‘L’):—g(/ dl‘]/ dtz/ dl3+/ dtlf dtQ/ dt3)TrS{BV(t,t])eLS(t_’in)
fin fin fin T tin fin
X (Lsp(O[A™(T)]*Esk Lsp(t2))r{Lsr(t1)Lsr(13)) pe —Ls(t— tm)v(tl,tln)WS}
__</ dl‘]/ dtz/ dl3+/ dtlf dIQ/ dt3>TrS BV(t, t])ELS(t tin)
x (Lsr(t)Lsg(t2)) r{Lsr(t)[A*(T)]**s8 Lsg(tz)) ge™ """V (11, 1) Wi }
i [! T t
+}€/ dl‘1/ dtzf dl3TI‘S{BV(t,t])gLs(tftin)(LSR(t)LSR(IZ»R
T fin tin
X [A%(T)]* sk <LSR(f])LSR(Z‘3))R6—LS(t—tm)V(tl’tin)ws}. Al

Therefore, we finally obtain the fourth-order correction to the linear response function,
Aaigh(t,0) = AP Giga(1,7) + AMiga (1,7) + AP (1.1) + AL (1,7), (A15)

which stems from the fourth time-ordered cumulant of the system-reservoir interaction. The calculation performed in this
appendix can be applied for obtaining the correction from the inhomogeneous term of the quantum master equation in the
presence of the initial correlation between the quantum system and the thermal reservoir.
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