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Combined experimental and theoretical studies on the electric dipole moment of the electron (eEDM) can
probe energy scales of a few TeV to PeV. The possible existence of the eEDM gives rise to an experimentally
observed energy shift, which is proportional to the effective electric field (Eeff ) of a target molecule. Hence, an
analysis of the quantities that enhance Eeff is necessary to identify suitable molecules for eEDM searches. In
the context of such searches, it is generally believed that a molecule with larger electric polarization also has a
larger value of Eeff . However, our Dirac-Fock and relativistic coupled-cluster singles and doubles calculations
show that the hydrides of Yb and Hg have larger Eeff than those of fluorides, even though their polarizations are
smaller. This is due to significant mixing of valence s and p orbitals of the heavy atom in the molecules. This
mixing has been attributed to the energy differences of the valence atomic orbitals and the overlap of the two
atomic orbitals based on the orbital interaction theory.
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I. INTRODUCTION

The Standard Model of particle interactions predicts the
size of the electric dipole moment (EDM) of the electron
(eEDM) to be of the order of 10 to −38 e cm [1]. However,
several extensions of this model predict the eEDM to be
many orders of magnitude larger [1]. It can be obtained by
combining the results of the measured values of the energy
shifts in an atom or a molecule with the calculated values of
the effective electric field (Eeff), which can be interpreted as
the net electric field experienced by an electron in an atom
or a molecule. The first experiment to detect the eEDM was
performed on the cesium atom [2]. However, from reasons
first put forward by Sandars [3], it became evident that polar
molecules, such as halides containing a heavy atom, would
have relatively large Eeff , and would therefore be more
suitable for such an experiment [4,5] than a heavy atom.

The enhancement of Eeff is due to the mixing of the valence
s orbital with p orbitals (s-p mixing). In the atomic case, an
external electric field is needed for the s-p mixing, but this
mixing is extremely small because of the limit of the external
field attainable in a laboratory. In contrast, in a heavy polar
molecule containing a halogen atom, a valence electron in
the heavy atom moves to the halogen atom. The electron is
localized in the halogen and it produces an electric field which
is much larger than the external electric field in an atomic
experiment. As a result, the heavy atomic ion experiences an
electric field which comes from the electron. Therefore, in the
polar molecule, the valence orbitals of s and p mix much more
than in an atom and the mixing causes a larger Eeff [4].

In addition, Eeff of a nonpolar molecule would appear
to be small, because the bond between atoms is not ionic
but covalent. In this case, the valence electron would be
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delocalized in the whole molecule, and it would not feel the
strong electric field created by the heavy atomic nucleus.

There are many previous theoretical studies on halides
containing a heavy atom [6,7] based on the points mentioned
in the earlier two paragraphs. In the past 5 years, YbF [8] and
ThO [9], which are polar molecules, have led to new upper
limits of the eEDM. Recently, RaF [10] and HgX [11] (X is
a halogen) have been proposed as candidates in the search for
the eEDM. It is a commonly held idea that as the molecules
become more polarizable their Eeff becomes larger. This is
even mentioned in a recent article in Physics Today [12].

However, our calculations in this paper show that hydrides
of ytterbium and mercury (YbH and HgH) have larger Eeff

than those of fluorides (YbF and HgF) at both the Dirac-
Fock (DF) and relativistic coupled-cluster singles and doubles
(RCCSD) levels. On the other hand, the permanent dipole
moments (PDMs) of the hydrides are much smaller than those
of the fluorides, which indicates that the electric polarizations
of the hydrides are relatively smaller. The results we have
obtained for Eeff and PDMs are not what was expected from
the previous works [4,5,12].

In order to explain the reason for our anomalous findings,
we analyzed our calculated DF orbitals using the Mulliken
population (MP) analysis [13]. We found that the tendency of
the polarization of all electrons is the same as the tendency of
the PDM. Both of them show the fluorides have a larger polar-
ization than the hydrides. However, the single occupied molec-
ular orbital (SOMO), which mainly contributes to Eeff , is al-
most localized in the heavy atom in all four molecules. In addi-
tion, in the hydrides, p orbitals in the heavy atom contribute to
the SOMO more than in the fluorides, and hence, the hydrides
have larger Eeff than the fluorides. The larger contribution
of p would originate from the smaller energy gap and larger
overlap integral between the valence orbitals of each atom in
the molecules, based on the orbital interaction theory [14,15].
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II. THEORY

The molecular properties were calculated at the Dirac-Fock
(DF) and the relativistic coupled-cluster single and double
(RCCSD) levels. The exact wave function of a quantum many-
body system can be written in the framework of the coupled-
cluster method as

|�〉 = eT̂ |�0〉, (1)

where T is the cluster operator and |�0〉 is the reference wave
function. In our calculations, it was chosen to be the DF wave
function corresponding to the ground state of the molecule,
which was a Slater determinant composed of single-particle
four-component spinors.

The cluster operator T̂ is defined as

T̂ =
Ne∑

k

T̂k, (2)

T̂1 =
∑

i,a

tai âi â
†
a, T̂2 =

∑

i>j,a>b

tab
ij âi âj â

†
aâ

†
b, T̂3 = · · · , (3)

where Ne is the number of electrons in the molecule. i and j

(a and b) are orbital indices which are occupied (unoccupied)
in |�0〉. tai and tab

ij represent cluster amplitudes and â and â†

are the annihilation and the creation operators, respectively.
In this work, we have used the CCSD approximation which is
expressed as

T̂ ≈ T̂1 + T̂2. (4)

The CCSD approximation contains certain higher-order
terms that are not present in the configuration interaction
singles and doubles (CISD) approximation. The reason for this
is the exponential nature of the coupled-cluster wave function
as given in Eq. (1), which gives rise to nonlinear terms.

The eEDM interaction in the molecule used by us is given
by the following effective operator [16,17]:

ĤeEDM = 2deic

Ne∑

j

βγ5p
2
j . (5)

Here, de is the value of the electron electric dipole moment,
i is the imaginary unit, and c is the speed of light. β and γ5 are
the four-component Dirac matrices and p is the momentum
operator. The above expression consists of the effect of the
electric field due to both the nuclei and the electrons in the
molecule.

The effective electric field in the molecule can be expressed
as

Eeff = −〈�| ĤeEDM

de

|�〉. (6)

The permanent dipole moment (PDM) of the molecule was
evaluated by using the expression

PDM = −〈�|
Ne∑

i

ri |�〉 +
NA∑

A

ZARA, (7)

where NA and Ne are the total number of nuclei and electrons,
respectively. R and r refer to the position vectors of electrons
and nuclei, and Z is the nuclear charge.

TABLE I. Basis set information.

Atom Basis set

H All of the hydrides: 7s, 4p, 3d

F HgF (QZ): 13s, 10p, 3d , 2f

Other fluorides: 13s, 10p, 4d , 3f [17]
Yb DZ: 24s, 19p, 13d , 8f , 1g [17]

QZ: 35s, 30p, 19d , 13f , 5g, 3h, 2i [17]
Hg DZ: 24s, 19p, 12d, 9f , 1g

QZ: 34s, 30p, 19d , 13f , 6g, 4h, 1i

III. COMPUTATIONAL DETAILS

Our calculations were based on the RCCSD approximation
by combing the UTCHEM [19] and DIRAC08 [20] codes. Eeff

was computed by the modified UTCHEM [21]. UTCHEM was
employed for the generation of the Dirac-Fock orbitals and
the molecular orbital integral transformation using the Dirac-
Coulomb Hamiltonian. DIRAC08 was used for the evaluation of
the RCCSD amplitudes.

In this work, we used primitive Gaussian basis sets. For
Yb and Hg atoms, Dyall double-zeta (DZ) and quadrupole-
zeta (QZ) basis sets [22] were used. For H and F atoms,
Watanabe’s four-component basis sets [23] were used in all
the calculations. We added some diffuse and polarization
functions to each of the above basis sets. These functions
were taken from the Dyall basis sets for Hg and Yb [22], and
Sapporo basis sets [24] for H, F, and Yb. The basis sets used
for Yb and F were the same as those used in the previous
work [17]. In the calculation of HgF at the QZ level, some of
the diffuse Sapporo basis functions, 1d 1f , were removed for
the F atom to avoid a convergence problem. The sizes of the
basis sets employed in this work are shown in Table I and the
used exponential parameters are shown in the Supplemental
Material [25]. The cutoff values for the energies of the virtual
molecular orbitals for our calculations were 80 a.u. In our
CCSD calculations, all the electrons in the molecules could
be excited. The experimental bond lengths were used for the
calculations of YbH, YbF, and HgH molecules. The used
bond length of HgF was optimized by Knecht et al. using the
four-component Fock-space CCSD level. They are 2.0526,
2.0161, 1.7662, and 2.00686 for YbH [26], YbF [27], HgH
[26], and HgF [28], respectively, in angstroms.

The cluster amplitudes tai and tab
ij were evaluated using the

RCCSD method, but the expectation values were calculated
by using only the linear terms in the RCCSD wave function,
written as [17,29,30]

〈�0|(1 + T +
1 + T +

2 )ÔN (1 + T̂1 + T̂2)|�0〉C + 〈�0|Ô|�0〉.
(8)

The most important contributions are captured in this
treatment with feasible computational costs. The Eeff and PDM
of the molecules were estimated by using the above equation.

IV. RESULTS AND DISCUSSION

Table II shows our previous [17] and present results at the
DF and CCSD levels using the Dyall DZ and QZ basis sets for
all the molecules that we have considered. The latest results
for HgH based on the relativistic CCSD z-vector method with
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TABLE II. Summary of the calculated results, Eeff , PDM, and T1 diagnostic at the Dirac-Fock and CCSD levels.

Property Eeff (GV/cm)b PDM (Debye) T1 diagnostic

Method Dirac-Fock CCSD Dirac-Fock CCSD CCSD

Basis set DZ QZ DZ QZ DZ QZ DZ QZ DZ QZ
YbH −21.5 −21.8 −25.9 −31.3 2.61 2.62 2.56 2.93 0.0617 0.0275
YbF [17] −17.9 −18.2 −21.9 −23.2 3.20 3.20 3.37 3.59 0.0393 0.0311
HgH −104.7 −106.9 −114.1 −118.5 0.66 0.62 0.27 0.15 0.0230 0.0244
HgHa [18] 106.9 123.2
HgF −103.4 −105.3 −110.3 −114.4 3.90 3.88 3.10 2.97 0.0231 0.0246

aDyall.cv4z basis set was used for Hg atom, and cc-pCVQZ basis set was used for H atom. The values of |Eeff | are written here according to
the description of reference [18].
bThe direction of the molecular axis for Eeff and PDM is taken from the light atom to the heavy atom.

QZ basis sets has been reported by Sasmal et al. [18] and they
are also given in this table. Our HgH result agrees with that of
Sasmal et al. to about 4%. The relatively small disagreement
between the two results is due to the difference in the basis
sets, the cutoff energy value for CCSD, and the approximation
made in our property calculations. Note that Eeff is negative
and the PDM is positive when we take the molecular axis in
the direction from the light atom to the heavy atom. Although
the signs are incorporated in Table II, we discuss their absolute
values for simplicity.

For Yb and Hg systems, the hydrides have larger Eeff than
the fluorides at both the DF and CCSD levels, but for the
PDM the trend is just the opposite; i.e., the values of the
hydrides are smaller than those of fluorides. This is contrary to
conventional wisdom: “Molecules with smaller polarization
would have smaller Eeff .” The differences in the values of
Eeff between the hydrides and the fluorides increase at the
CCSD level compared to the DF level. The difference in Eeff

between HgH and HgF at the CCSD and QZ basis level is
about 3.7%, which is smaller than the estimated computational
error (6%–8%) obtained from the experimental comparison in
our previous work [17,20]. In contrast, the difference in Eeff

between YbH and YbF at the same level is about 26.2%, which
is substantially larger than the above estimated error. Therefore
we conclude with certainty that the hydrides have larger Eeff

than the fluorides at least in Yb systems.
Electron correlation increases Eeff for all the molecules

we have considered, but it increases the PDM for the Yb
systems and decreases that for the Hg systems. The PDM
values of YbF, HgF, and YbH are relatively large (3.59–2.93),
but the PDM of HgH is quite small (0.15 D), compared to
the other three molecules. This is qualitatively explained from
the difference in the electronegativities between the atoms that
make up these molecules. The values of the Allred-Rochow
electronegativities of H, F, Yb, and Hg are 2.20, 4.10, 1.06,
and 1.44, respectively [31,32]. The largest difference in the
electronegativities is between fluorine (4.10) and ytterbium
(1.06) and the calculated PDM in YbF is also the largest
(3.59 D). Similarly, the order of the differences between the
electronegativities of the two atoms is the same as the order of
PDMs of the molecules calculated in our work.

The relationship between PDM and Eeff is counterintuitive
in the case of HgH. This molecule has the largest Eeff in
spite of possessing the smallest PDM. As mentioned in the
Introduction it is common to think that a molecule with small

polarization would not have a large Eeff . The reasons are that
(i) the bond is not ionic and (ii) the electric field created in the
molecule is smaller than the polar molecule, and the former
provides smaller s-p mixing.

To clarify the reason for this discrepancy, we performed
the Mulliken population (MP) analysis [13] by modifying
UTCHEM. MP indicates the number of electrons belonging to
each atomic orbital in a molecule. Table III shows the total MP
of all the occupied orbitals at the DF level. The contributions
of the g, h, and i orbitals of the heavy atoms and those of the d

and f orbitals of the light atoms are so small that we omit them
in the table. From Table III, the number of s electrons of the
heavy atoms (i.e., Yb or Hg) for all the molecules decreases
from 12, which is the number of s electrons in the neutral
Yb or Hg atom. In contrast, the number of p electrons of the
heavy atoms increases from 24, the number of p electrons in
the neutral atoms. (The reason for this increase would be s-p
mixing in SOMO, which will be explained later.) For the light
atoms (i.e., H or F), the number of s electrons increases in
hydrogen and the number of p electrons increases in fluorine.
It can be seen from the total MP of each atom in Table III that
hydrogen or fluorine becomes highly anionic in YbH, YbF,
and HgF. The charge differences between the neutral atoms
are 0.59, 0.81, and 0.54 in YbH, YbF, and HgF, respectively. In
contrast, the hydrogen atom in HgH is much less anionic: The
deviation from neutral hydrogen is only 0.14. These results
are consistent with the trend of our calculated PDMs (i.e.,
small PDM in HgH) and our expectations on this basis of the
electronegativities of the atoms.

TABLE III. MP of all the electrons in YbH, YbF, HgH, and HgF.
“Heavy total” denotes the sum of the MPs of the s, p, d , and f

orbitals of the heavy atoms and “Light total” denotes the sum of the
MPs of the s and p of the light atoms. This representation is the same
as Table IV.

YbH YbF HgH HgF

Heavy (s) 10.91 10.87 11.38 11.12
Heavy (p) 24.33 24.15 24.52 24.31
Heavy (d) 20.17 20.16 29.94 29.96
Heavy (f ) 14.01 14.01 14.01 14.05
Heavy total 69.41 69.18 79.85 79.44
Light (s) 1.58 4.01 1.12 3.96
Light (p) 0.01 5.81 0.02 5.59
Light total 1.59 9.81 1.14 9.54
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TABLE IV. MP of SOMO electron in YbH, YbF, HgH, and HgF.

YbH YbF HgH HgF

Heavy (s) 0.68 0.86 0.40 0.71
Heavy (p) 0.27 0.13 0.40 0.18
Heavy (d) 0.03 0.02 0.02 0.04
Heavy (f ) 2 × 10−5 3 × 10−4 4 × 10−3 3 × 10−3

Heavy total 0.98 1.01 0.83 0.93
Light (s) 0.02 −4 × 10−3 0.17 0.01
Light (p) 6 × 104 −2 × 10−3 0.01 0.06
Light total 0.02 −0.01 0.17 0.07

In contrast to PDM, which depends on all the occupied
orbitals, Eeff at the DF level only depends on the SOMO. This
is because the contributions of the closed shell orbitals cancel
out in the calculation of Eeff [17]. Table IV shows the MPs
only for the SOMO contributions. In YbH, YbF, and HgF, the
total MPs of the light atoms in SOMOs are less than 0.01. In
HgH, the total MP of hydrogen in SOMO is 0.17, which is
a little bigger than the ones in the other molecules. However,
the SOMO in HgH is still almost localized in Hg; hence it can
have a large Eeff .

In spite of the smaller MPs of the heavy atoms in SOMOs,
the hydrides have larger Eeff than the fluorides. The reason for
this could be explained by the contribution of the virtual 6p

orbitals of the heavy atoms to SOMO. In the four molecules,
the valence 6s orbitals of the heavy atoms mainly contribute to
the SOMOs, but the virtual 6p orbitals can also contribute to
them. It is well known that the mixing of s and p orbitals (s-p
mixing) in SOMO is important for a nonzero value of Eeff , and
the large s-p mixing in a heavy atom can increase Eeff [33].
Hence the larger s-p mixing (i.e., the larger contribution of p

orbitals), which is shown in Table IV, is related to the larger
values of Eeff in the hydrides.

We now turn to why the hydrides have larger s-p mixings
than the fluorides. In molecules, the s and p orbitals belonging
to the same atom cannot strongly interact with each other
directly. This is because the overlap of the two orbitals is
zero due to the orthogonality of atomic orbitals [14]. (Strictly
speaking, they can interact directly because of the nuclear
potential of the light atom in the molecular Hamiltonian, but
the interaction would be small.)

The s-p mixings in the molecules can be interpreted by the
orbital interaction theory [14,15]. In this theory, two atomic
orbitals can strongly interact with each other and form a molec-
ular orbital, if the atomic orbital (AO) energy difference is
small and the overlap integral of the two orbitals is large. In this
theory, the 6s and 6p orbitals are mixed by the following two

steps. (i) The 6s of the heavy atom interacts with the valence
s or p orbital of the light atom. (ii) The valence orbital of the
light atom interacts with the 6p virtual orbital of the heavy
atom. In this two-step process, 6s and 6p can mix in SOMO
indirectly and intermediate mixing of the valence orbital of
the light atom is important for 6s-6p mixing. In the following
paragraph, we consider only the effect of step (i) for simplicity.

Table V shows the AO energy differences and overlap
integrals between the 6s orbitals of the heavy atoms and the
valence orbitals of the light atoms for the four molecules. The
orbital energies were obtained from atomic DF calculations
using the GRASP2K code [34]. The overlap integrals were
obtained by using the contracted Dyall QZ basis sets for
the heavy atoms and the contracted Watanabe basis sets
for the light atoms. These energy differences show negative
correlation with the SOMO MPs of the p orbitals of the
heavy atoms. Besides, these overlap integrals show positive
correlation with the MPs. From these results, the AO energy
differences and overlap integrals would be related to the s-p
mixing, as the orbital interaction theory suggests. It is also
possible to explain why s-p mixing in HgF is larger than in YbF
because of the smaller energy difference in HgF. The energy
diagram for the atomic and molecular orbital energies of the
four molecules is shown in Fig. 1 for ease of understanding.

The smaller energy difference and the larger overlap
integral that we have referred to earlier, however, would not be
proportional to Eeff and not always increase it. There are two
reasons for this. Firstly, the key point for a large value of Eeff

is the balance between s and p orbitals. If the contribution of
the p orbitals of the heavy atom increases, then that of the s

orbitals necessarily decreases. For example, the corresponding
contribution of the s orbitals of Hg in HgH is smaller than it
is in HgF, because the contribution of the p orbitals of Hg in
HgH is larger than it is in the case of HgF. The net result is
that the Eeff for HgH is a little larger than for HgF, although
for YbH it is relatively larger than in YbF. Secondly, when
the energy difference is smaller, not only the 6p orbital of
the heavy atom but also the valence orbital of the light atom
largely contributes to SOMO. Since the total MP in SOMO
is always 1, the large contribution of the light atom leads to a
decrease in the contribution of the heavy atom in SOMO, as
the MP for HgH indicates. In YbH, YbF, and HgF, the total
MPs of the heavy atoms in SOMO are more than 0.9, but that
of HgH is 0.83. That smaller MP of the heavy atom would
be the reason why HgH has a slightly larger Eeff than HgF.
If the energy difference were very close to zero, the valence
orbital of the light atom would greatly contribute to SOMO.
As aresult, the SOMO electron would not be localized to the
heavy atom and Eeff would greatly decrease.

TABLE V. The comparison of the AO energy differences between the 6s orbital of the heavy atoms and the valence orbital of the light
atoms for the four molecules, the overlap integrals, and the p components of the heavy atoms of SOMO MPs. The energies of valence orbitals
of H, F, Yb, and Hg ( 1s,2p3/2,6s, and 6s) were evaluated from the ground state of the neutral atoms by GRASP2K.

YbH YbF HgH HgF

Energy difference (a.u.) (heavy 6s, light valence) 0.30 0.54 0.17 0.41
Overlap integral (heavy 6s, light valence) 0.38 –0.06 0.42 –0.12
SOMO-MP of p orbital of heavy atom 0.27 0.13 0.40 0.18
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FIG. 1. Energy diagram of the AO energies of H, F, Yb, and Hg atom, and the SOMO and SOMO-1 energies of YbH, YbF, HgH, and HgF.
The energies of the valence occupied orbitals of H, F, Yb, and Hg (1s, 2p, 6s, and 6s) were evaluated from the ground states of the atoms. The
6p orbital energies of Yb and Hg were evaluated from the excited state of the atoms whose valence electron configurations are 6s16p1. The
atomic calculations were based on GRASP2K [26]. MO energies of the four molecules were evaluated at the DF level and QZ basis sets.

The analysis we have presented above is based on the
orbital interaction theory. It can explain why the hydrides have
larger s-p mixings in SOMO than the fluorides and it is the
reason why the hydrides have a comparatively larger Eeff .
These explanations are not possible by the conventional idea
based on the electric polarization of molecules. In addition, our
idea would help to search for candidate molecules with large
Eeff . Based on the Koopmans theorem, we may qualitatively
estimate AO energy differences from experimental ionization
energies (IEs). Hence, we can identify some molecules which
would have large s-p mixings in SOMO, and that would be
helpful to suggest candidate molecules with large Eeff .

From the point of view of an eEDM experiment, fluorides
are more suitable for the beam experiment than hydrides,
because of their larger PDM and smaller rotational constant
B. On the other hand, the HgH molecule is suitable for a
solid-state experiment, because of its smaller PDM which
increases the maximum density nmax [35]. As we mentioned
above, different quantities are important for different eEDM
experiments. However, a large value of Eeff is one of the

important factors which is common to all of the experiments.
Our present work, which proposes a general mechanism for
enhancement of Eeff , would be a useful guide for all the eEDM
experiments.

V. CONCLUSION

We find that the hydrides (YbH, HgH) have larger values
of Eeff than the fluorides (YbF, HgF) and explained the reason
for this using the Mulliken population analysis and the orbital
interaction theory. The conventional concept that molecules
with small polarizations have small s-p mixing and Eeff could
not explain the trend of Eeff for the fluorides and hydrides.
Instead, we consider the mixing of s and p orbitals in SOMO
would be derived from the energy difference and overlap
integral of the valence orbitals of the two atoms based on
the orbital interaction theory. The large s-p mixing in SOMO,
which increases Eeff in a molecule, is essential to search for
candidates for eEDM experiments. For molecules, which can
be described by a single reference method, we would adopt
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the approach presented in this paper to find other molecules
with large Eeff . Since the atomic valence energy is equal to
the ionization energy on the basis of the Koopmans theorem,
the atomic orbital energy differences can be qualitatively
estimated from experimental ionization energies. This can
facilitate the search of candidates with large Eeff for the
detection of the eEDM.
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