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We develop reduced models that describe half-harmonic generation in a synchronously pumped optical
parametric oscillator above threshold, where nonlinearity, dispersion, and group-velocity mismatch are all
relevant. These models are based on (1) an eigenmode expansion for low pump powers, (2) a simultonlike
sech-pulse ansatz for intermediate powers, and (3) dispersionless box-shaped pulses for high powers. Analytic
formulas for pulse compression, degenerate vs nondegenerate operation, and stability are derived and compared
to numerical and experimental results.
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I. INTRODUCTION

The optical parametric oscillator (OPO) is an indispensable
tool in nonlinear optics. As a light source, it benefits from
broadband χ (2) nonlinearity, allowing it to produce light at
near- and mid-IR frequencies [1], an essential resource for
molecular spectroscopy [2], high-harmonic generation [3]
and dielectric laser accelerators [4]. From an optical logic
standpoint, since the χ (2) effect is much stronger than the χ (3)

effect, nonlinearity (and thus computation) can be achieved
with much lower powers. Recently, networks of OPOs have
been proposed as tools for combinatorial optimization [5,6]
and machine learning [7]. Integrated χ (2) photonics is rapidly
maturing and recent success with LiNbO3 waveguides [8–12]
and microstructures [13–16], in particular, suggests that large-
scale, integrated OPO systems are feasible in the near-future.

Since optical nonlinearities are most pronounced at strong
field intensities, and the field intensity is enhanced in the pulsed
mode, there has been growing interest in the synchronously
pumped OPO (SPOPO), in which the pump is a train of
ultrashort pulses synchronized to the round-trip time of the
cavity [17]. Highly nonlinear effects can take place at modest
average powers. SPOPOs are used for numerous applications
including pulse compression [18,19], frequency-domain en-
tanglement generation [20], cluster-state preparation [21], and
coherent computing [6,22]. On the other hand, SPOPOs have
far more degrees of freedom than their continuous-wave (CW)
counterparts, so modeling them and predicting their behavior
is a challenge.

This paper discusses computationally efficient schemes for
modeling degenerate SPOPOs. Pulse dynamics in a SPOPO
is a competition between three effects: χ (2) nonlinearity,
dispersion, and group-velocity mismatch (temporal walk-off).
Section II introduces the physical system and its equations
of motion. These equations can be solved numerically using
a split-step Fourier method [which can easily be scaled to
multicore graphic processing unit (GPU) architectures for
performance], giving rise to a discrete round-trip Ikeda-like
map for the pulse amplitude [23]. While this numerical model
is accurate and agrees with experiments, it is computationally
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costly to run, particularly for guided-wave systems with large
temporal walk-off.

Sections III–VI derive approximate, physically motivated
reduced models for the SPOPO system. These models reduce
the OPO simulation time by several orders of magnitude but,
within their respective regimes of operation, give steady-state
pulse shapes and dynamical behavior that match the full
numerical model. The resulting computational speedup is
particularly useful for large simulations of many OPOs in
parallel—for example, large-scale Ising or XY machines based
on time-multiplexed OPO networks [24–26]. Moreover, these
models facilitate device optimization and robustness studies,
by allowing the designer to simulate a SPOPO with a wide
range of test parameters. Finally, these models shed analytic
and physical insight into the dynamics of SPOPOs.

In Sec. III, we derive a linearized model based on an
eigenmode expansion. The eigenmodes and their eigenvalues
are computed, and related to analytic formulas that reveal a
power-law scaling in the steady-state signal pulse width as a
function of the pump pulse width, dispersion, and single-pass
gain. Section IV extends this model by treating pump depletion
to first order in perturbation theory, leading to equations
with cubic terms that resemble the Langevin equations for
continuous-wave OPOs [27]. This model accurately predicts
the oscillation threshold, power efficiency, signal pulse shape,
and stability for the SPOPO near threshold.

An ansatz based on the simulton solution in a χ (2) waveg-
uide [28,29] is presented in Sec. V. By postulating a sech-
shaped signal pulse, effects of the pump shape, dispersion,
and nonlinearity all map onto a set of ODEs for the amplitude,
centroid, and width of the sech pulse. This ansatz restricts the
range of validity compared to Sec. IV (although it can also
be valid well above threshold, where the eigenmode treatment
fails [30]), but it is physically more intuitive and sheds more
light on the pulse dynamics.

In the opposite regime well above threshold, Sec. VI obtains
an analytic form by ignoring dispersion. The result is a box-
shaped pulse whose width is a function of the pump amplitude
and whose spectrum approximates a sinc function. We note that
this section is a generalization of [31] to the case of nonzero
walk-off.

While the results in this paper are general and apply to any
degenerate SPOPO with dispersion and temporal walk-off,

2469-9926/2016/94(6)/063809(20) 063809-1 ©2016 American Physical Society

https://doi.org/10.1103/PhysRevA.94.063809


RYAN HAMERLY et al. PHYSICAL REVIEW A 94, 063809 (2016)

Pump b(t) χ(2) nonlinearity

Signal a(t)
Dispersion

Out-coupler

FIG. 1. Typical synchronously pumped OPO design. A PPLN
waveguide OPA with an optical-fiber feedback loop is considered in
the text.

for concreteness we consider a guided-wave PPLN OPO with
a fiber cavity, implemented in [19] and [32], as an example
system.

II. THE SYNCHRONOUSLY PUMPED OPO

Figure 1 sketches the design. The degenerate, syn-
chronously pumped OPO consists of a cavity with a nonlinear
χ (2) medium, an output coupler, and a lumped dispersion
element (for all dispersion excluding the χ (2) medium). In
isolation, the χ (2) medium is an amplifier, and the feedback
loop created by the cavity turns it into an oscillator. As a
concrete example, in the fiber-coupled OPO in [19], the χ (2)

medium is a PPLN waveguide and the dispersive element is
the optical fiber.

A. Equations of motion

Propagation through the OPO is a two-step process: (i)
nonlinear χ (2) medium and (ii) linear dispersion element.
The waveguide dynamics are governed by a pair of partial
differential equations. To derive these equations, first write the
electric field in terms of slowly varying amplitudes [33,34],

�E(z,t) = Ea
�ET,a(x,y)ei(β̄az−ω̄t)a(z,t)

− iEb
�ET,b(x,y)ei(β̄bz−2ω̄t)b(z,t) + c.c., (1)

where a(z,t) and b(z,t) are the envelope functions for the pump
and signal. Here z is the propagation direction and �ET,a , �ET,b

are normalized transverse mode profiles. The constants Ea,b =√
�ωa,b/2n(ωa,b)ε0c are chosen so that

∫ |a|2dt and
∫ |b|2dt

correspond to the pump and signal photon number. Applying
Maxwell’s equations to (1) and adding dispersion and a χ (2)

nonlinearity, the envelope functions evolve as follows:

∂a

∂z
=

[
−αa

2
− iβ

(a)
2

2!

∂2

∂t2
+ β

(a)
3

3!

∂3

∂t3
+ . . .

]
a + ε a∗b, (2)

∂b

∂z
=

[
−αb

2
− u

∂

∂t
− iβ

(b)
2

2!

∂2

∂t2
+ β

(b)
3

3!

∂3

∂t3
+ . . .

]
b − 1

2
ε a2,

(3)

where αa,b are the waveguide power loss coefficients, u =
(β(b)

1 − β
(a)
1 ) = (va − vb)/vavb is the walk-off (group-velocity

mismatch), β
(a,b)
2 and β

(a,b)
3 are the dispersion coefficients,

and ε = (2ωEbdeff/n(ω)c)
∫

E2
T ,aET,bdx dy is the nonlinear

coupling term. Equations (2) and (3) reveal that the dynamics
is a competition between three effects:

(1) Nonlinearity: There is second-harmonic generation
and, when pulses overlap in time, parametric gain.

(2) Dispersion: Short pulses are spread out and chirped.
(3) Walk-off (group velocity mismatch):The pump and

signal move with respect to each other, limiting the duration
of their overlap.

Previous studies of this problem have either ignored the
walk-off or treated it as a perturbation [31,35] or have focused
on the high-finesse limit when the single-pass periodically
poled lithium niobate (PPLN) gain is small [20,36,37].
Equations (2) and (3) generalize these results to the high-gain,
large-walk-off case that is more commonplace when long χ (2)

crystals and/or ultrashort pulses are used [1,6].
Similar equations can be derived from a quantum model

for the χ (2) system [38,39]. The procedure is similar to that
used for optical fibers [40], but in the resulting equations, the
roles of z and t are swapped. These quantum equations are
equivalent to (2) and (3) under reasonable assumptions.

For very short or high-power pulses, (2) and (3) become
inaccurate, and higher-order effects such as χ (3) and Raman
scattering must be included. Moreover, pulses spanning more
than one octave merit special treatment as the slowly vary-
ing envelope approximation breaks down [41,42]; these are
beyond the scope of this work.

To solve Eqs. (2) and (3), we employ the split-step Fourier
method [34]. First, a sampling window [0,T ] is defined, with
T large enough that all of the dynamics happens inside the
window. One can express the field in terms of a Fourier
series a(z,t) = T −1/2 ∑

m am(z)e−im�t (and likewise for b),
where � = 2π/T and m is the Fourier index. The dispersive
terms in (2) and (3) are propagated in the frequency domain,
while the nonlinear terms are propagated in the time domain.
Since most of the computation time is spent performing fast
Fourier transforms to go between time and frequency domains,
we implemented the solver in CUDA [43] because of the
substantial fast Fourier transform speedup afforded by modern
GPUs [44,45].

The second step, propagation through the dispersive el-
ement, is trivial because it is linear. Since only the signal
resonates in the setup (Fig. 1), each Fourier component
acquires a constant loss and phase shift am → G

−1/2
0 eiφmam,

with φm = φ0 + �λa

2c
�m + φ2

2! (�m)2 + . . ., where φm is the
signal phase measured relative to a degenerate signal whose
round-trip time is synchronized to the pump repetition rate.

The out-coupling loss (1 − G−1
0 ) is the same for all modes,

while the dispersion and walk-off terms give different modes
different phases. Here � is the cavity length detuning (in
units of vacuum half-wavelengths) from matching the cavity
round-trip time to the pump repetition period; φ0 and � are not
independent, φ0 = π� + const. The constant reflects the fact
that zero round-trip-time detuning (hereafter referred to simply
as “detuning”) may not correspond to a round-trip phase equal
to an integer times π at degeneracy (a “resonance peak”).
For signal pulses much longer than an optical cycle, this
constant can be neglected because it corresponds to a small,
sub-optical-cycle mismatch between the cavity round-trip time
and the pump repetition period.
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FIG. 2. Left: Plot of the output signal power Pa,out (in photons per
round-trip) for a 2-mm crystal; no dispersion compensation (“free
space”). Right: Resonance plots of the power spectrum P (λ) for a
4-cm crystal, no dispersion compensation, with normalized pump
values p ≡ b/b0 = 1.16, 1.10, and 1.04 (top) and the spectrum for
the GVD-compensated cavity at p = 1.08 (bottom).

B. Numerical results

Figure 2 shows some typical results for the simulations. The
left plot gives the steady-state OPO output power of the Pa,out,
in units of photons per round-trip. This is proportional to the
photon number Na . If the cavity round-trip loss is O(1), the
photon number will be different at the beginning and end of
the crystal: Na|z=L = G0Na|z=0. The output power, neglecting
cavity losses other than the out-coupler and χ (2) gain medium,
is given by Pa,out = (G0 − 1)Na|z=0.

The figure shows a clear set of resonances called detuning
peaks. At each detuning peak, the round-trip phase φ0 is either
0 or π , since both phases can be amplified by the crystal.
There is an optimal length detuning denoted � = 0 for which
the threshold is the lowest, which is understandable because
a nonzero � creates a repetition-rate mismatch between the
pump and the signal, increasing the required pump power.
Adding a nonzero offset to the relation φ0 = π� + const shifts
the detuning peaks but not the envelope; since the envelope is
much broader than any peak, this does not have a significant
effect on Fig. 2. There is an asymmetry in the plot, where � > 0
peaks have a higher power if the pump is strong enough; this
is a result of walk-off and pump depletion that is explained
using sech-pulse theory in Sec. V.

Another common figure will be the “resonance diagrams”
in the top-right plot in Fig. 2. These are plots of the power
spectrum P (λ) = |a(λ)|2 as a function of λ and the cavity
round-trip phase φ0. They show how the steady-state spectrum
varies within a detuning peak. As the pump power increases
above threshold, the resonance diagrams become increasingly
structured. This structure is explained in Sec. VI in terms of
box-shaped pulses that tend to form well above threshold.

Simulations are performed for many values of � in parallel
and sweeping the “normalized pump” p = b/b0, the ratio of
the peak pump amplitude to the CW threshold (Table I). The

TABLE I. Paramceters for the PPLN waveguide OPO [19,32]
used as an example in this paper.

Term Meaning Value

λa , λb Signal, pump λ 1.5 μm, 0.75 μm
L Waveguide length 40 mm
αa , αb Waveguide loss 0.00691 mm−1a

u Walk-off 0.329 ps/mmb

Tp Pump length 13.2 psc

β
(a)
2 Signal GVD 1.12 × 10−4 ps2/mm

β
(a)
3 Signal TOD 3.09 × 10−5 ps3/mm

β
(b)
2 Pump GVD 4.06 × 10−4 ps2/mm

β
(b)
3 Pump TOD 2.51 × 10−5 ps3/mm

ε Nonlinearity 5.16 × 10−5 ps1/2/mmd

G0 Power gain at threshold 3.33e

Nb,0 Threshold photons 1.94 × 106 f

b0 Threshold amplitude 3.84 × 102 ps−1/2 g

a0.3 dB/cm.
bLiNbO3, extraordinary polarization.
cTp = Lu, matched to the crystal walk-off length.
dε = √

2�ω η, where η = 1.0 W−1 cm−2 is the normalized conversion
efficiency [46,47].
e(1 − G−1

0 ) is the total cavity loss, absorption plus out-coupling. Here
we take a 5-dB loss per round-trip.
fNb,0 = [(αb/4ε)(eαbL/2 − 1)−1 ln(G0e

αaL)]2.
gNb,0 = Tpb2

0, threshold for the CW operation.

stored output is a three-dimensional array a(k,p,�). A typical
run with 256 parallel simulations of 20 000 round-trips takes
15 h with a Nvidia Tesla M2070 GPU. Integrating |a|2 over
k gives the power plot in Fig. 2. The resonance diagrams
are p slices of |a|2. Each φ slice of a resonance diagram is
a spectrum. The lower-right plot shows the simulated power
spectrum for a 4-cm PPLN OPO with a fiber to compensate the
PPLN crystal group velocity dispersion (GVD). Experimental
data are in agreement with this result [19].

III. LINEAR EIGENMODE THEORY

In actively AM (amplitude modulation) mode-locked
lasers, the pulse shape is set by a competition between two
forces: a resonant cavity modulation confines the pulse in
time, while the finite bandwidth of the gain medium confines
it in frequency [48–50]. These effects give rise to a linear
master equation for pulse evolution, which can be solved as
an eigenvalue problem, the dominant eigenmode (typically a
Gaussian) becoming the lasing mode.

The same story holds for SPOPOs. In this case, the finite
pump length confines the signal in time, while dispersion in the
cavity and gain medium confines it in frequency [18,31,51].
Patera et al. followed a similar procedure for the SPOPO
below threshold, linearizing the equations of motion and
diagonalizing them to obtain squeezing “supermodes” [36,37].
However, their analysis was restricted to the low-gain, high-
finesse case, which is not applicable here.

This section derives an eigenmode expansion that extends
the work of Patera et al. to the high-gain regime with walk-
off, where waveguide-based SPOPOs typically operate. We
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do so using a split-step procedure in which a single round-trip
a(t ; n) → a(t ; n + 1) is divided up as follows:

(1) Continuous-wave step: Solve equations with dispersion
terms but a constant pump b(t) = bmax. Result: ã(δω) →
�(δω)ã(δω) (Sec. III A).

(2) Dispersionless step: Solve with a pulsed pump b(t) −
bmax (peak value subtracted) and no dispersion terms. Result:
a(t) → �(t)a(t) (Sec. III B).

This is analogous to the split-step Fourier method used for
the nonlinear Schrödinger equation [34]. The key assumption
that the pulse shape does not change much during a single
step (“gain without distortion ansatz”) is equally necessary
here. Here the “step” corresponds to a single pass through the
entire waveguide; nevertheless, this assumption tends to be
true unless the pump is far above threshold.

Combining the two steps, the pulse satisfies the following
round-trip equation:

a(t ; n + 1) = �(t)�

(
i

d

dt

)
a(t ; n). (4)

�� is related to a Hermitian matrix by transformation, so it is
diagonalizable and the kth eigenmode is found by solving the
corresponding eigenvalue equation:

�(t)�

(
i

d

dt

)
ak(t) = λkak(t). (5)

We define a gain-clipping function G(t) ≡ ln �(t) and a
dispersion loss function D(δω) ≡ ln(�(δω)/�max), where
�max = maxδω�(δω). Both of these functions are negative.
Near threshold, G(t),D(δω) � 1 [so that � ≈ 1 + G, � ≈
�max(1 + D)] and we can obtain a master equation analogous
to [50]:

a(t ; n + 1) = �max

[
1 + G(t) + D

(
i

d

dt

)]
a(t ; n). (6)

Again, one can convert (6) into an eigenvalue equation to
extract the eigenmodes:[

gcw + G(t) + D

(
i

d

dt

)]
ak(t) = gkak(t). (7)

Here gcw = ln �max is the CW gain and gk = ln λk is the
eigenmode gain. Because of the negativity of G and D,
gk � gcw for all eigenmodes.

A. Continuous-wave step

To obtain the CW round-trip gain �(δω), consider the case
of a signal as at frequency ω + δω and idler ai at ω − δω.
From these we define a+ = (as + a∗

i )/2 and a− = (as − a∗
i )/2

(“real” and “imaginary” parts of the field) and use (2) and (3),
excluding pump depletion, to get

da±
dz

=
(

−1

2
αa ± ε b

)
a± ∓

(
1

2
β2δω

2

)
a∓. (8)

Unless the pump loss αbL is large, the pump remains
relatively constant during the propagation; we can replace
it with its average value b → b̄ ≈ bine

−αbL/4. Equation (8)
can then be solved by matrix exponentiation. After exiting
the gain medium, the field passes through the dispersion
element and is then reinserted. There will be additional loss

due to out-coupling, giving a transmission factor of G
−1/2
0 ,

and possibly additional delay and phase due to the cavity
detuning. Thus, the reinserted field is related to the exiting field
by as → G

−1/2
0 ei(φ+ψ)as, ai → G

−1/2
0 ei(φ−ψ)ai, where φ ≡

φ0 + 1
2φ2δω

2 is the symmetric phase shift, and ψ ≡ π� is the
asymmetric phase. The overall round-trip propagation of a± is[

a+
a−

]
→ G

−1/2
0 e−αaL/2eiψ

[
cos φ − sin φ

sin φ cos φ

]
︸ ︷︷ ︸

R(φ)

× exp

([
ε b̄ − 1

2β2δω
2

1
2β2δω

2 −ε b̄

]
L

)
︸ ︷︷ ︸

M

[
a+
a−

]
. (9)

This equation has two eigenvalues: λ±. The round-trip
gain is the larger of the two. Note that det R(φ) = det M = 1
(since det M = etr(ln M)), so the product of the eigenvalues
must equal G−1

0 e2iψe−αaL, whose magnitude is less than 1.
Thus, at most one of the modes experiences gain. We now
assume that the frequency components of the pulse a(t) live
primarily in the growing eigenmode, so that we can substitute
�(δω) ≈ λ+(δω). This eigenvalue is

�(δω) ≈ λ+ = sgn(Z)G−1/2
0 e−αaL/2eiψ [|Z| +

√
Z2 − 1],

(10)

where Z ≡ 1
2 Tr[R(φ)M].

The pump can be written in terms of its normalized
amplitude p, where p = 1 is the OPO threshold for a CW
pump with the same peak intensity as b(t). Since the threshold
depends on φ0, for specificity we take the lowest threshold,
when φ0 = 0, δω = 0:

b̄ = p b̄0, b̄0 = 1

2Lε
ln(G0e

αaL). (11)

At p times above threshold, the maximum gain is at φ0 = 0,
δω = 0, where dispersion effects disappear:

maxφ0,δω�(δω,φ0) = (G0e
αaL)p−1. (12)

Figures 3–5 compare the CW gain from Eq. (10) to numerical
spectra. The power spectrum P (δω) of the OPO signal
is confined to the frequency-gain window |�(δω)| > 1, as
expected, centered on the resonance condition

φ0 + 1
2 (φ2 + β2L)︸ ︷︷ ︸

φ′
2

δω2 = nπ, (13)

which essentially says that the line-center phase shift φ0 must
be compensated by the total (waveguide plus fiber) dispersion.
The shape of the spectrum depends on independent factors,
which we revisit in Sec. VI.

Approximate forms

Equation (10) gives an accurate model of the CW round-trip
gain, but it is cumbersome so it would be helpful to have an
approximate form that is easier to work with analytically.

Naturally, one expects the gain to be maximized when the
fiber dispersion compensates the waveguide dispersion, that
is, φ0 + 1

2φ′
2δω

2 = nπ (with φ′
2 = φ2 + β2L). There are two

possible limits:
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FIG. 3. Top: CW gain |�(δω)| as a function of δλ =
(−λ2/2πc)δω. Bottom: Plot of the power spectral density P (λ) (in
photons/nm), from simulation. The white curve shows the threshold
condition |�| = 1. The dashed line represents Eq. (13). PPLN OPO
with L = 4 cm, free space.

(1) φ0φ
′
2 � 0. This is the degenerate limit, because no

value of δω can satisfy the phase relation. We assume that
a(t) is real when it exits the crystal. This is not exact
[Eq. (8) assumes that a(t) can have arbitrary phase] but
is approximately true because the amplification is phase
sensitive.
Next, we treat the dispersion as a lumped element. Thus, a(t)
entering the cavity has a phase φ = φ0 + 1

2φ′
2δω

2. Since we
are only keeping track of the real part of the field as per the
first assumption, this amounts to a round-trip gain of

�(δω) ≈ �max cos
(
φ0 + 1

2φ′
2δω

2
)
. (14)

The cosine term can be expanded, giving an approximation for
D(δω) = ln(�(δω)/�max),

D(δω) ≈ −φ′
2 tan φ0

2
δω2 − (φ′

2 sec φ0)2

8
δω4. (15)

(2) φ0φ
′
2 < 0. This is the nondegenerate limit. We make

the same assumptions as before, but this time there exists
a δω0 ≡ √−2φ0/φ

′
2 that satisfies the phase relation. At this

frequency, �(δω) is (approximately) maximized. Expanding

FIG. 4. PPLN OPO, 1-m SMF-28e fiber (β2 = −1.58 ×
10−26 s2/m, β3 = 1.10 × 10−40 s3/m). This fiber overcompensates
the PPLN GVD by a factor |φ2/β2L| = 3.5

FIG. 5. PPLN OPO, GVD-compensating fiber (φ2 = −β2L =
−4.49 × 10−27 s2, φ3 = 5.14 × 10−41 s3).

formula (14) about that point, we obtain

D(δω) ≈ −|φ0φ
′
2|(δω − δω0)2. (16)

Section III C makes use of Eqs. (14)–(16) to obtain an analytic
form for the pulse shape.

B. Dispersionless step

The dispersionless step treats Eqs. (2) and (3) without the
dispersion terms with the residual pump bin(t) − bmax [since
b(t) = bmax was used in the continuous-wave pump, and we
need to avoid double-counting the gain]. Since this section
is about linear effects, we ignore pump depletion (but see
Sec. IV), so the pump integrates to (bin(t − uz) − bmax)e−αbz/2

(u = v−1
b − v−1

a is the temporal walk-off) and Eq. (2) becomes

∂a(z,t)

∂z
= −1

2
αaa(z,t)

+ ε a(z,t)∗(bin(t − uz) − bmax)e−αbz/2. (17)

We assume that a(z,t) is close to real, because the imaginary
component experiences loss when propagating through the
waveguide. This is only approximate when there is dispersion
(β2 �= 0,φ2 �= 0) or detuning (φ0 �= 0). Integrating (17) we
obtain the input-output map:

a(t) → exp

(∫ L

0
ε(bin(t − uz)−bmax)e−αbz/2dz

)
︸ ︷︷ ︸

�(t)

a(t). (18)

The gain-clipping function, defined after Eq. (5) as G(t) =
ln �(t), is

G(t) =
∫ L

0
ε(bin(t − uz) − bmax)e−αbz/2dz. (19)

This function is always negative, so the dispersionless step
always gives rise to loss. We call this effect “gain clipping”
because it results in a temporal localization of gain, and
confines the pulse in time.

The concept is illustrated in Fig. 6. As a signal pulse
propagates through the waveguide, it walks through the pump.
The pulse gain depends on the amount of pump that it passes
through, which in turn depends on the pulse’s position. Thus
G(t) takes the form of an integral. For box pulses whose
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FIG. 6. Illustration of gain clipping. A train of femtosecond
pulses (blue) is amplified by a picosecond pump pulse (green).

duration matches the walk-off time in the crystal (Tp = Lu),
it is given by

G(t) ≈ −ε bmax

u
|t | = −p

ln(G0e
αaL)

2Tp

|t |. (20)

The total gain in the split-step approach is �(t)�(δω).
Assuming a box pump and negligible dispersion, we can
replace �(δω) = �max with (12), and thus the gain is

�max�(t) = exp

[
ln(G0e

αaL)

2

(
(p − 1) − p

|t |
Tp

)]
. (21)

As Fig. 7 shows, the pulse is confined to the positive-gain
region (�max�(t) > 1). The signal pulses become longer as
the pump power is increased, since the gain window becomes
larger the larger is p. But only the left half of the gain window
is filled. This behavior is explored in more detail in Sec. VI
but, in short, is a result of walk-off and pump depletion: the
right-side region reaches the pump only after it is depleted by
the left side and is no longer sufficient for amplification. By
this reasoning, the pulse width is derived from (21) to be half
the gain-window width:

Ts = p − 1

p
Tp. (22)

This result is consistent with the simulations. The agreement
is strongest when the cavity dispersion is weakest. As we add
dispersion to the cavity, we filter out the high-frequency modes
and force a(t) to take a smoother waveform (Fig. 7, right). To
model the case with dispersion we need both �(t) and �(δω);
this is done in the following section.

FIG. 7. Left: Dispersionless round-trip gain �max�(t) as a func-
tion of the pump power and time, given by Eq. (21). Right: Pulse
power |a(t)|2 for a PPLN waveguide; fiber lengths Lf = 0 and 5 m
(which overcompensates the GVD by a factor of 17.6).

C. Shapes of eigenmodes

Now that we have the gain-clipping and dispersion terms,
Eqs. (10) and (18), we are ready to find the eigenmodes. There
are two ways to do this: using Eq. (5) gives ak(t) exactly, along
with the round-trip gain gk ≡ ln λk; however, this approach
must be done numerically. Alternatively, one can take the
near-threshold approximation, Eq. (7), and, using analytic
approximations for G(t), D(i d

dt
), obtain analytic expressions

for the eigenmodes. The analytic method is presented first
and compared to Eq. (5) and simulations in the following
subsection.

1. Analytic form, degenerate case (φ0φ
′
2 � 0)

As the resonance diagrams in Figs. 3–5 make clear, there
are two regimes of interest: degenerate and nondegenerate.
The OPO is degenerate when φ′

2φ0 > 0, where φ′
2 = φ2 + β2L

[Eq. (13)]. In this case, using Eq. (7) and substituting (15)
and (20) for D(i d

dt
) and G(t), respectively, we find near

threshold (p ≈ 1) that a(t) gets mapped after one round-
trip to[
gcw− ln(G0e

αaL)

2Tp

|t |︸ ︷︷ ︸
G(t)

+φ′
2 tan φ0

2

d2

dt2
− (φ′

2 sec φ0)2

8

d4

dt4︸ ︷︷ ︸
D(i d

dt
)

]
a(t),

(23)

and thus [gcw + G(t) + D(i d
dt

)]ak = gkak is the eigenvalue
equation. [Equation (23) was obtained for a box-pulse pump
matched to the crystal length; for other pump shapes G(t)
changes; see Eq. (19).]

The general case is not solvable analytically, but usually
one of the time-derivative terms is much larger than the other,
leading to one of two limits:

(1) φ0 ∼ O(1). Since gk is small near threshold, both G(t)
and D(i d

dt
) must be small, and are typically of the same

order. But if (φ′
2

d2

dt2 )a(t) ∼ O(gk) � 1, then (φ′
2

d2

dt2 )2a(t) ∼
O(g2

k ) � (φ′
2

d2

dt2 )a(t), and so the fourth-derivative term can be
neglected. In this case (23) gives Airy’s equation, with the
solutions

ak(t) = sgn(t)kAi

[(
Tpφ′

2 tan φ0

ln(G0eαaL)

)−1/3

|t | − ξk

]
, (24)

gk = gcw − 1

2

(
φ′

2 tan φ0

T 2
p

ln(G0e
αaL)2

)1/3

ξk, (25)

where {−ξk} is the set of all roots and extrema of the Airy
function Ai(τ ) (Table II).

TABLE II. ξk and ζk used in Eqs. (24)–(27).

k

0 1 2 3 4 5 6 7

ξk 1.02 2.34 3.25 4.09 4.82 5.52 6.16 6.79
ζk 0.97 2.36 3.56 4.66 5.71 6.70 7.66 8.59
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(2) φ0 ≈ 0. In this case the second-derivative term is
discarded because it goes as tan φ0. The result is a fourth-order
analog of Airy’s equation, d4y/dx4 + xy = 0, which has
two linearly independent solutions that satisfy the boundary
conditions at |t | → ∞: R1(ζ ) and R2(ζ ) [see Eqs. (29)
and (30)]. The solution is given by the linear combination

ak(t) = sgn(ζ )k[c1,kR1(|ζ | − ζk) + c2,kR2(|ζ | − ζk)],

ζ ≡
(

Tp(φ′
2)2

4 ln(G0eαaL)

)−1/5

t, (26)

gk = gcw − 1

2

(
ln(G0e

αaL)4(φ′
2)2

4T 4
p

)1/5

ζk, (27)

which satisfies the differentiability conditions at t = 0. This
condition constrains ζk (and thus gk), since these conditions
can be reduced to finding a matrix null space:

[
R′

1(−ζk) R′
2(−ζk)

R′′′
1 (−ζk) R′′′

2 (−ζk)

][
c1,k

c2,k

]
= 0︸ ︷︷ ︸

k = 0,2,... (even solutions)

,

[
R1(−ζk) R2(−ζk)
R′′

1 (−ζk) R′′
2 (−ζk)

][
c1,k

c2,k

]
= 0︸ ︷︷ ︸

k = 1,3,... (odd solutions)

. (28)

The roots ζk are listed in Table II. For reference, R1(ζ ) and
R2(ζ ) can be expressed in terms of hypergeometric functions:

R1(ζ ) = 0F3

(
;

2

5
,
3

5
,
4

5
;
−ζ 5

625

)
− 2π

51/20φ3/2�
(

1
5

)
�

(
3
5

) 0F3

(
;

3

5
,
4

5
,
6

5
;
−ζ 5

625

)
ζ

− 53/20π

φ3/2�
(

1
5

)
�

(
2
5

) 0F3

(
;

4

5
,
6

5
,
7

5
;
−ζ 5

625

)
ζ 2 + 53/5�

(
4
5

)
6�

(
1
5

) 0F3

(
;

6

5
,
7

5
,
8

5
;
−ζ 5

625

)
ζ 3, (29)

R2(ζ ) = −0F3

(
;

3

5
,
4

5
,
6

5
;
−ζ 5

625

)
ζ + 51/5φ �

(
3
5

)
2�

(
2
5

) 0F3

(
;

4

5
,
6

5
,
7

5
;
−ζ 5

625

)
ζ 2 − 513/20φ1/2�

(
3
5

)
�

(
4
5

)
12π

0F3

(
;

6

5
,
7

5
,
8

5
;
−ζ 5

625

)
ζ 3.

(30)

2. Analytic form, nondegenerate case (φ0φ
′
2 < 0)

In the nondegenerate case, most of the frequency content is
contained around δω0 = √−2φ0/φ

′
2, which satisfies the phase

condition φ0 + 1
2φ′

2δω
2
0 = 0. We thus make the substitution

a(t) = Re[ā(t)e−i δω0t ]. (31)

The eigenvalue equation, (7), can be solved with the help
of (16) and (20); neglecting higher-order derivative terms we
obtain[

gcw − ln(G0e
αaL)

2Tp

|t |︸ ︷︷ ︸
G(t)

+ |φ′
2φ0| ∂2

∂t2︸ ︷︷ ︸
D(i d

dt )

]
āk(t) = gkāk(t). (32)

Note that Eq. (32) is the same as (23) if we remove the fourth-
order derivative and replace 1

2φ′
2 tan φ0 → |φ′

2φ0|. Thus, the
solutions are Airy functions:

āk(t) = sgn(t)kAi

[(
2Tp|φ′

2φ0|
ln(G0eαaL)

)−1/3

|t | − ξk

]
, (33)

gk = gcw − 1

2

(
2|φ′

2φ0|
T 2

p

ln(G0e
αaL)2

)1/3

ξk. (34)

3. Full form

One can solve the eigenmode equation exactly without
resorting to approximations, diagonalizing (5) numerically
using (10) and (18) for �(i d

dt
) and �(t), respectively.

This approach is necessary in the GVD-compensated case,
where the lumped-element approximations, (15) and (16),
break down. Numerically, it is much easier to diagonalize

�(t)1/2�(i d
dt

)�(t)1/2, which is Hermitian and whose eigen-
vectors are related to those of �(t)�(t) by a (nearly constant)
function of t .

Figure 8 shows the temporal and frequency structure of
the eigenmodes ak(t). The system studied here is the PPLN-
waveguide OPO without any fiber. Like particles in a potential

FIG. 8. Top: Shapes of eigenmodes ak(t) as a function of φ0,
PPLN OPO with p = 1.1 and no fiber. The dark line represents
the dispersionless gain ln(�max) + G(t). Bottom: Power spectra of
eigenmodes |ak(ω)|2; the dark line shows the CW gain ln(�max) +
D(δω).
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FIG. 9. Plots of eigenmodes ak(t) and eigenvalues gk at pump
p = 1.1 as a function of the cavity phase φ0 and fiber length L. Pulse
widths not to scale between graphs.

well, each eigenmode wave function ak(t) is largely confined
to the region ln(�max�(t)) > gk , since �(t) = eG(t) plays the
role of the potential here.

The power spectra in Fig. 8 show that the OPO smoothly
transitions from degenerate to nondegenerate operation as
the phase is scanned from positive to negative, consistent
with the analysis in the previous sections. This transition
happens because the CW gain function �(δω) plays the role
of a potential here. This function is quadratic for φ0 > 0 but
transitions to a double-well structure for φ0 < 0, leading to
nondegenerate operation in that regime.

Fiber dispersion is accounted for in Fig. 9. Here the
eigenvalues gk are plotted against φ0 for a range of fiber
lengths. As the fiber becomes longer, the spacing between
eigenvalues increases, largely consistent with the scaling laws
in Eqs. (25), (26), and (33). As the phase passes through 0,
the eigenvalues “pair up” into degenerate doublets. It may be
confusing notationally, but having degenerate eigenmodes cor-
responds to nondegenerate oscillation. Nondegenerate OPOs
will always have degenerate pairs of eigenmodes, each pair
corresponding to the real and imaginary components of signal
and idler, both of which can be amplified. In a degenerate OPO,
only the real quadrature can be amplified, so the eigenmodes
do not form degenerate pairs.

Figure 10 compares the pulse shapes from Eqs. (25), (26),
and (33) to simulation data. The simulation data are taken very
close to threshold, so that nonlinear effects do not distort the
pulse shape.

In addition to the obvious agreement between theory and
simulation, Fig. 10 shows several important trends in the
behavior of pulsed OPOs. First, the pulses become longer
the more fiber is inserted into the OPO (L = 1 m already
overcompensates the PPLN dispersion). In addition, the larger

FIG. 10. OPO steady-state pulse shape just above threshold.
Filled blue curve: numerical result. Solid green curve (φ0 �= 0):
Airy-function solution, (24) for the degenerate case and (33) for non-
degenerate case. The envelope āk(t) is plotted for the nondegenerate
case. Solid red curve: (φ0 = 0): hypergeometric result, (26).

one makes φ0 in the nondegenerate region, the larger the
signal-idler splitting, consistent with the signal-idler splitting
δω = √−2φ0/φ

′
2 [Eq. (13)].

D. Threshold

The threshold is both straightforward to measure and easy
to derive from the linearized model. It is the pump power
needed to make the principal eigenmode have the highest gain:
g0 = 0. Since the eigenmode gain depends on φ0, the threshold
depends on φ0 as well, giving rise to the detuning peaks in
Fig. 2. For a CW pump at φ0 = 0, the threshold is clearly
p = 1.

We can compute thresholds near the center of a detuning
peak by inverting the eigenmode gain expression. Recall
from (25), (27), and (34) that the eigenmode gain takes the
form

gk = gcw + g′
k, (35)

where g′
k depends on the differential equation being solved.

Near the center of the detuning peak, the CW gain goes as � ≈
(G0e

αaL)p−1 [Eq. (12)], so we can write gcw(p) ≈ gcw(p =
1) + p−1

2 ln(G0e
αaL). Setting the gain, (35), to 0, we obtain an

approximate formula for the threshold:

pth = 1 + −g0(p = 1)
1
2 ln(G0eαaL)

. (36)

This relation is valid for |g0| � 1. In the same way, we can
compute the thresholds for the higher eigenmodes.

By definition, the OPO turns on when the pump power
exceeds threshold. In the simulation results in Fig. 11, the OPO
efficiency η = Pa,out/Pb,in is plotted versus the cavity phase
and pump power. In simulations, the OPO turns on right at
the point where the highest eigenmode goes above threshold
(g0 = 0). Thus, the eigenmode model should give accurate
predictions of pulsed OPO thresholds.

Note that the structure of these thresholds matches that of
the eigenmodes. Consistent with Fig. 9, the eigenmodes “pair
up” in the nondegenerate regime φ0φ

′
2 < 0. Also, as the fiber

length is increased, the spacing between thresholds increases.
Figure 11 is useful because it tells us when a pulsed OPO is

in single-mode operation. If the pump is below the threshold
for the first excited mode a1(t), then the device behaves
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FIG. 11. Plot of OPO efficiency η = Pa,out/Pb,in as a function
of p and φ0, with cavity dispersion provided by various lengths of
fiber Lf . “GVD-cancelled” refers to a fiber that compensates the
dispersion of the χ (2) medium. Contours are thresholds for the first
20 eigenmodes ak(t).

like a single-mode OPO. But once it passes that threshold,
multiple modes can oscillate in principle, and the dynamics
may become more complex. Multimode effects, coupled
with nonlinearity, can give rise to oscillation (Sec. IV B),
instabilities (Sec. V D 3), centroid drift (Sec. V A), and the
formation of flat-top pulses (Sec. VI). More complex behavior
is possible with multimode OPO networks; recent experiments
have hinted towards a multimode description [24], and the
topic is being actively investigated.

IV. NONLINEAR CORRECTIONS TO
EIGENMODE THEORY

For an OPO above threshold, we must add nonlinearity to
the model since it prevents signals from diverging to infinity.
It also makes the otherwise independent eigenmodes interact.
The resulting pulse shape will depend on OPO parameters like
p and φ0.

This section treats nonlinearity as a perturbation to the
eigenmode dynamics. This will only be valid reasonably close
to threshold. Moreover, it is necessary to truncate the nonlinear
model by keeping only a finite number of eigenmodes in the
basis. The required number of eigenmodes grows as the pump
power increases and more modes go above threshold (Fig. 11).
The method described here has O(N4) complexity, where N

is the number of modes, so if too many modes are included,
it becomes impractical. However, we show in this section that
a reasonable number (N � 20) gives good agreement with
numerical data. Thus, the nonlinear eigenmode theory is a good
alternative “reduced model” that captures the dynamics of the
full simulations but takes 102–103 times less computation time.

In addition to nonlinearity, cavity detuning is treated in
this section. To treat these two effects, first we introduce the
equations of motion and project them onto the eigenmode basis
(Sec. IV A). Next we discuss the results of an analytic “two-
mode” model (Sec. IV B) which provides insight into pulse
stability and dynamics, and finally, we compare the nonlinear
eigenmode model with full simulations (Sec. IV C).

A. Equations of motion

The normal modes derived in Sec. III allow us to describe
the field of the OPO pulse in terms of a few mode amplitudes
rather than hundreds of Fourier components. This greatly
reduces the complexity of the problem, at the cost of having
to compute the modes in the first place and being restricted to
a subspace spanned by the dominant modes. Supposing that
a(t ; n) is the pulse at the nth round-trip. This can be written in
terms of the normal modes ak(t) and their amplitudes ck(n):

a(t ; n) =
∑

k

ak(t)ck(n). (37)

In the absence of pump depletion or any other effects, the
equation of motion is

ck(n + 1) = egk ck(n). (38)

In the near-threshold case where gk � 1, this can be converted
to a differential equation:

dck

dn
= gkck. (39)

Pump depletion and cavity length detuning (repetition-rate
mismatch) give corrections to the linear model, as described
in the sections below.

1. Detuning

When the cavity is detuned by a length �, the signal picks
up a round-trip phase π� and its envelope shifts by (λ/2c)�:

a(t) → a

(
t − λ

2c
�

)
eiπ�. (40)

The phase shift was accounted for when the normal modes
were chosen. In the normal-mode picture, the envelope shift is
accounted for using the map

ck → Skl(�)cl, Skl(τ ) =
∫

ak(t)al

(
t − λ

2c
�

)
dt . (41)

Combining both (38) and (41), one arrives at the rela-
tion ck(n + 1) = ∑

l Skle
gl cl(n). If the field changes slowly

between round-trips, e.g., gk,Sk �=l � 1, then one has

d

dn

⎡
⎢⎢⎣

c0

c1
...

cm

⎤
⎥⎥⎦

︸ ︷︷ ︸
dc/dn

=

⎡
⎢⎢⎣

g0 �J01 · · · �J0m

−�J01 g1 · · · �J1m

...
...

. . .
...

−�J0m −�J1m · · · gm

⎤
⎥⎥⎦

︸ ︷︷ ︸
�J+G

⎡
⎢⎢⎣

c0

c1
...

cm

⎤
⎥⎥⎦

︸ ︷︷ ︸
c

, (42)

where the coupling matrix J is

Jkl = dSkl

d�

∣∣∣∣
�=0

= − λ

2c

∫
ak(t)

dal(t)

dt
dt . (43)

Integration by parts shows that Jkl is antisymmetric and only
mixes modes of opposite parity. The linear dynamics are
set by the matrix G + J . This mixes modes of positive and
negative eigenvalue. If the mixing is strong enough, all of the
eigenvalues will be negative and the oscillation is suppressed.
Thus the oscillation threshold will increase with increasing |�|.
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2. Pump depletion

To calculate the effect of pump depletion, go back to Eqs. (2)
and (3). During the dispersionless step in Sec. III B, we solved
these equations in the absence of GVD. The pump equation
can be integrated using the method of characteristics to give

b(z,t) = bin(t − uz)e−αbz/2

− ε

2

∫ z

0
eαb(z′−z)/2a(z′,t + u(z′ − z))2dz′. (44)

We now invoke the “gain-without-distortion ansatz” used to
derive the linear eigenmode theory. In this case it takes the
form a(z′,t) ≈ Gz→z′a(z,t). For small |z′ − z|, say of order
one walk-off length, we can expand Gz→z′ in terms of the
z coordinate a(z′,t) ≈ eg(z)(z′−z)/2a(z,t). When this is so, we
can account for the z′ dependence in the integral on the right
with a factor of eg(z)(z′−z)/2, change the integration variable to
t ′ = t + u(z′ − z), and (in the limit that the walk-off length
Lu is much longer than the signal) set the left bound to −∞;
we obtain

b(z,t) = bin(t − uz)e−αbz/2

− ε

2u

∫ t

−∞
e(g(z)+αb/2)(t ′−t)/ua(z,t ′)2dt ′. (45)

Substituting this into the differential equation for a, we can
eliminate the pump and obtain an equation of motion that
depends only on the signal:

∂a(z,t)

∂z
= −1

2
αaa(z,t) + ε a∗(z,t)bin(t − uz)e−αbz/2

− ε2

2u
a∗(z,t)

∫ t

−∞
e(g(z)+αb/2)(t ′−t)/ua(z,t ′)2dt ′︸ ︷︷ ︸
∂a/∂z|NL

.

(46)

Now one can apply the gain without distortion approxi-
mation so that a(z,t) can be related to its initial condition,
expressing the right-hand side of (46) in terms of ain(t).

For a constant pump, g is constant in z, but in general
it will go as g = 2G−1

0→zdG0→z/dz. Although G0→z depends
on t , the dependence is weak in the region where the pulse
forms (at least for the waveguide OPOs), so it can be taken
to be constant in t . Taking ain to be real, we can integrate
through (46) to obtain the perturbation on aout:

aout(t)|NL = − ε2

2u
G0→L

∫ L

0

[
G2

0→zain(t)

×
∫ t

−∞
e(g(z)+αb/2)(t ′−t)/uain(t ′)2dt ′

]
dt. (47)

At threshold, the PPLN gain matches the cavity loss, so
the loss near threshold is approximately 1/G0→L. This fact
combined with (47) gives a round-trip equation for a(t). In
terms of the coefficients ck , this may be written as

�ck|NL = −2β
∑
lmn

�klmnclcmcn, (48)

where the β (pump back-conversion term) and �klmn are

β = ε2

4u

∫ L

0
G2

0→zdz,

�klmn = 1∫ L

0 G2
0→zdz

∫ L

0

[
G2

0→z

∫ ∞

−∞
ak(t)al(t)

×
∫ t

−∞
e(g(z)+αb/2)(t ′−t)/uam(t ′)an(t ′)dt ′ dt

]
dz. (49)

If the gain is constant (G0→z = egz/2, g(z) = g constant)
and small per walk-off length (gt/u � 1), then one can
simplify this further. These assumptions generally hold for
waveguide OPOs pumped with flat-top pulses. Using G0→L ≈
G

1/2
0 near threshold, one can substitute g → 1

2L
ln(G0); one

can then evaluate the integrals in (49) and, applying the
formulas in Table I, express the remaining constants in terms
of the threshold gain G0 and photon number Nb,0:

β = eαbL/2(G0 − 1) ln(G0e
αaL)2

16Nb,0 ln G0
,

�klmn =
∫ ∞

−∞
ak(t)al(t)

∫ t

−∞
am(t ′)an(t ′)dt ′ dt . (50)

Equation (50) divides the physics into two terms: β is a
property of the pump and the waveguide, while �klmn is a
geometric factor that depends only on the shape of the normal
modes ak(t). �klmn also satisfies a few important identities.
Integration by parts gives

�klmn = δklδmn − �mnkl. (51)

Typically, the fields ak have inversion symmetry. Let us
suppose that the ak are numbered so that the odd-indexed
ones are odd and the even-indexed ones are even: ak(−t) =
(−1)kak(t). Then one finds that exactly half of the �klmn are
either 0 or 1/2:

�klmn = 1
2δklδmn (if k + l + m + n even). (52)

Combining Eqs. (42) and (48), one has all the physics
needed to simulate the OPO near threshold. Writing these
for convenience in continuous time, the equations of motion
are

dck

dn
= gkck +

∑
l

Jklcl − 2β
∑
lmn

�jklmclcmcn. (53)

In the single-mode limit, this resembles the classic result
for a single-mode singly resonant OPO, with � playing the
role of a pump depletion term [27]. The single-mode theory
was extended for high-finesse resonators [36,37], and the
form resembles (53). Note, however, that ck is constrained
to be a real number here, so (53) will not capture the
squeezing dynamics of the OPO. A more careful treatment
of the eigenmodes, which accounts for both the real and the
imaginary parts of the field, will be needed to model squeezing.

B. Two-mode model

Consider a two-mode model. This model is simple enough
that it can be solved analytically, shedding important insight
into the bifurcations and stability of the pulsed OPO.
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The time-delay matrix Jkl only has two nonzero elements:
J10 = −J01 ≡ J . Most of the values of �klmn are set by
identities (51) and (52), giving

�0000 = �0011 = �1100 = �1111 = 1
2 ,

�0001 = �0010 = −�0100 = −�1000,
(54)

�0111 = �1011 = −�1101 = −�1110,

�0101 = �0110 = �1001 = �1010 = 0.

Putting this all together, we have an equation that depends on
six parameters (g0,g1,J,β,�0001,�0111):

ċ0 = g0c0 − J c1 + β
[ − (

c2
0 + c2

1

)
c0

− 2
(
�0001c

2
0 + �0111c

2
1

)
c1

]
, (55)

ċ1 = g1c1 + J c0 + β
[ − (

c2
0 + c2

1

)
c1

+ 2
(
�0001c

2
0 + �0111c

2
1

)
c0

]
. (56)

Since g0 > g1 are the largest eigenvalues g0 � 0 means no
signal. Assuming g0 positive, one can reduce (55) and (56) by
scaling time by g−1

0 and the fields by
√

β/g0

dc̄0

dn̄
= c̄0 − J̄ c̄1 − [(

c̄2
0 + c̄2

1

)
c̄0

+2
(
�0001c̄

2
0 + �0111c̄

2
1

)
c̄1

]
, (57)

dc̄1

dn̄
= ḡc̄1 + J̄ c̄0 − [(

c̄2
0 + c̄2

1

)
c̄1

− 2
(
�0001c̄

2
0 + �0111c̄

2
1

)
c̄0

]
. (58)

Now we only have four parameters (J̄ = J/g0,ḡ =
g1/g0,�0001,�0111). Since the model is two-dimensional,
textbook dynamical systems theory is very useful here [52].
In particular, we can draw a phase-space diagram and plot
the critical points, limit cycles, and separatrices. This can be
done by brute force using numerical solvers, but system (57)
and (58) is simple enough that it has an analytic solution.
Making the substitution c1 = c0ξ , one can combine the two
equations to remove c0, leaving a fourth-order polynomial
in ξ :

(1 + ξ 2)[J̄ ξ 2 + (ḡ − 1)ξ + J̄ ]

+ 2(1 + ḡξ 2)[�0001 + �0111ξ
2] = 0. (59)

Once this is found, one can plug the result into (57) to get c0:

c2
0 = 1 − J̄ ξ

(1 + ξ 2) + 2(�0001 + �0111ξ 2)ξ
. (60)

For given eigenmodes, �0001 and �0111 are fixed. As long as the
general shape of the eigenmodes remains the same, they will
not vary by much. Thus, the reduced system (57) and (58) has
only two parameters. For typical Hermite-Gauss or sechlike
eigenmodes, one has �0001 ≈ −0.26 and �0111 ≈ 0.11.

Four types of behavior are possible, as illustrated in Fig. 12:
(1) Single attractor. This occurs if g0,g1 < 0 or if g0 +

g1 < 0 and J 2 > −g0g1. It corresponds to the OPO below
threshold.

(2) Two nodes. As the pump power is increased, the
attractor undergoes a pitchfork bifurcation, creating a saddle

FIG. 12. Left: Phase diagram of the two-mode model in terms
of normalized parameters J̄ = J/g0 and ḡ = g1/g0. Right: Typical
phase-space plots corresponding to the four regions in the diagram.

point at the origin and two neighboring attractors. In the limit
g1/g0 → −∞, this reduces to the case of a single-mode OPO
above threshold, since the second mode decays too quickly to
participate in the dynamics. In this regime, the OPO behaves
qualitatively like the single-mode model.

(3) Two nodes + two saddles. If the pump increases further,
g1 becomes positive and the saddle point at 0 splits into two
saddles and an unstable node.

(4) Limit cycle. In the previous picture, nonzero delay
causes the attractors and saddle points to move towards each
other. If |J | is large enough, these fixed points annihilate
in a saddle-node bifurcation, giving rise to a limit cycle.
Alternatively, one could start in the single-attractor region
with sufficiently large T , and increasing g1 will lead to the
limit-cycle region by way of a Hopf bifurcation.

The OPO pump and detuning are related to the two-mode
parameters J̄ and ḡ, so the phase diagram in Fig. 12 can be
mapped onto (�,p). Figure 13 shows the phase diagram as a
function of (�,p) for an OPO with 20 m of fiber (at the centers
of the detuning peaks, φ0 = 0). The right plot gives the photon
number from a simulation where the pump is swept from
p = 1.0 to p = 1.4.

Qualitatively, many of the features from the numerical plot
agree with the two-mode model. Near � = 0, the threshold is
lowest, increasing quadratically with �. The two-mode model
does not predict the threshold correctly for larger �, since

FIG. 13. Left: Two-mode-model phase plot for PPLN OPO with
a 20-m fiber, φ0 = 0. Right: Photon number plot for numerical
simulation.
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FIG. 14. Photon number as a function of the pump amplitude.
Darker-colored lines are eigenmode models with increasing N . The
black line represents the numerical result.

higher-order modes start mixing with a0(t),a1(t), raising the
threshold still further.

The two-mode model gives a region of stability at low �,
surrounded by a limit-cycle region with no stable fixed points.
The width of this region roughly matches the simulations,
although it deviates for large p, where higher-order modes
become important. The only way to make the model more
accurate is to add more modes as discussed in the next section.

While a two-mode model with real coefficients cannot
support period doubling or chaos [52] (such phenomena
are, however, possible in pump-resonant OPOs with detun-
ing [53]), it is likely that with three or more modes, or with
multiple interacting pulses, one could realize these and more
complex dynamics [24].

In the frequency domain, the limit cycle in Figs. 12 and 13
is associated with the coexistence of two separate “signal”
and “idler” frequency combs with carrier-envelope offsets that
differ by 2�, where � is the limit-cycle frequency (this is the
above-threshold analog from [54]). If the envelopes of these
combs overlap, they will beat against each other, leading to
a radio-frequency photocurrent signal at frequency �. This
effect has been reported in the literature [55].

C. Comparison to numerics

As the number of modes N is increased, the eigenmode
model becomes more accurate. However, the accuracy depends
on how far one is from threshold. The farther above threshold,
the more modes get excited and the larger N must be to
accurately model the OPO.

Figure 14 gives the signal photon number (upon entering
the crystal) as a function of pump amplitude. The colored lines
denote results from the eigenmode models, with darker lines
for larger values of N . For N � 10, these lines match the
numerical result.

Likewise, the eigenmode model does a good job of
predicting the steady-state signal pulse shape, provided that
enough modes are used. Figure 15 compares the actual pulse
shapes with the eigenmode model. A linearized treatment

Eigenmode

Numerical

FIG. 15. Signal pulse shape, computed numerically (filled blue
curve) and with the eigenmode theory (black line).

would predict a signal centered at the maximum of the
gain-clipping function (black curve, leftmost column), but
a combination of pump depletion and walk-off pushes it to
the left. This “simulton acceleration” term (see Sec. V) can
be treated to first order in an N = 2 model, which predicts
the centroid drift up to about p = 1.06. Beyond that point,
the pulse becomes increasingly elongated and more and more
modes must be included to describe it.

This effect is also shown in the resonance diagrams in
Fig. 16. As in Fig. 2, these give the power spectrum as a
function of the cavity phase. All such diagrams show the same
general shape, but as the power is increased, the numerical plot
acquires a finer structure. This structure is only reproduced if
enough modes are kept in the eigenmode expansion, and with
insufficient modes, the agreement is quite poor.

V. SECH-PULSE ANSATZ

A common way to model pulse propagation is to assume
that the pulse maintains a given shape and obtain equations
of motion for its parameters using manifold projection or
Lagrangian techniques [34]. The eigenmode model in Sec. IV
is an example of linear projection, where a(t) is projected

FIG. 16. Resonance diagrams, computed numerically (final col-
umn) and with eigenmode theories of increasing N (first four
columns).
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onto a linear subspace spanned by the ak(t). Unfortunately,
this model required many modes in order to reproduce the full
OPO dynamics.

This section studies the pulsed OPO using nonlinear
manifold projection onto the space of sechlike pulses:

a(z,t) = A(z)√
2τ

sech{[t − T (z)]/τ (z)}. (61)

The sech pulse is a natural choice because of its relation to the
χ (2) simulton, a bright signal soliton which copropagates with
a dark pump soliton [28,29]. In fact, if we take, Eq. (46) and
assume, in the weak gain per walk-off length,

∂a(z,t)

∂z
= −1

2
αaa(z,t) + ε a∗(z,t)bin(t − uz)e−αbz/2

− ε2

2u
a∗(z,t)

∫ t

−∞
a(z,t ′)2dt ′, (62)

then for a flat-top pump, the sech pulse maintains its shape as it
propagates through the waveguide. This observation suggests
that, absent other effects, sech pulses should naturally form in
PPLN-waveguide SPOPOs, particularly when a flat-top pump
is used. This view is corroborated by the eigenmode model,
which gives a nearly sech-shaped pulse in the degenerate
regime (Fig. 17) as well as the sech-shaped spectra in
experimental data (Fig. 2; see also Refs. [1] and [30]).

In this section, we begin with the sech-pulse ansatz, (61),
and obtain equations of motion for the parameters A, T , τ

(Sec. V A) and perturbation terms due to gain clipping and
dispersion (Sec. V B). The near-threshold limit is discussed
(Sec. V C) and the sech waveform is compared to the first-order
eigenmode. Finally, we compare predictions of the sech-pulse
theory to numerical simulations (Sec. V D).

A. Ansatz and equations of motion

Assume the simultonlike sech solution, (61). This con-
fines the field a(t) to a three-dimensional manifold in state
space. This solution has three free parameters: amplitude A

(normalized so that |A|2 is the photon number), centroid T ,
and width τ . We obtain the reduced model by projecting the
equation of motion, (62), onto the manifold, (61). Projection
requires an inner product, so we use 〈f |g〉 = ∫

f (t)g(t)dt .
Each of the three variables ξ ∈ {A,T ,τ } evolves according to
the projection rules,

dξ

dz
=

∫
∂ξa ∂za dt∫
∂ξa ∂ξa dt

, (63)

where ∂ξa, computed from ansatz (61), is the tangent vector
along ξ , and ∂za is computed from (62) [56,57]. The equations
for A, T , and τ are

dA

dz
=

[∫
γ (t,z)

sech2
(

t−T
τ

)
2τ

dt − ε2

4u
A2

]
A, (64)

dT

dz
= −τ

ε2

4u
A2 + 3

2

∫
γ (t,z)sech2

(
t − T

τ

)
tanh

(
t − T

τ

)
dt,

(65)

dτ

dz
= 18

3 + π2

∫
γ (t,z)

[
t − T

τ
tanh

(
t − T

τ

)
− 1

2

]

× sech2

(
t − T

τ

)
dt, (66)

where γ (t,z) = ε bin(t − uz)e−αbz/2 − αa/2.
Three effects come into play here: gain, gain clipping, and

pump depletion. As in Sec. III, we separate the continuous-
wave dynamics from gain clipping: first, we solve the equations
of motion assuming a constant pump gain γ (t,z) → εb̄ −
αa/2, then treat deviations using perturbation theory. We also
add dispersion terms as perturbations. The solution will take
the form

A = A0 + δA, T = T0 + δT , τ = τ0 + δτ, (67)

where A0, T0, and τ0 satisfy the continuous-wave, lossless
equations and δA, δT , and δτ are the gain-clipping and
dispersion perturbation terms.

Taking Eqs. (64)–(67) and assuming a constant pump
b(t,z) → b̄, one obtains dτ0/dz = 0 and the equations for A0,
T0:

dA0

dz
=

[
ε

(
b̄in − 1

2
αa

)
− ε2

4u
A2

0

]
A0,

dT0

dz
= −τ

ε2

4u
A2

0.

(68)

If the pump field is nearly constant (as is the case with flat
pulses or sufficiently long Gaussian pulses) and the waveguide
is nearly lossless, A0, T0, τ0 will be a good approximation to
the pulse parameters. The constant pump b̄ is chosen to be
close to the average value for a CW field of the same peak
intensity as bin(t):

b̄ = 1

L

∫
bmaxe

−αbz/2dz ≈ bmaxe
−αbL/4. (69)

Solving Eq. (68) one finds

A0(z) =
√

2u(2ε b̄ − αa)e(2ε b̄−αa )z

2u(2ε b̄ − αa) + (e(2ε b̄−αa )z − 1)ε2A0(0)2
A0(0).

(70)
At threshold p = 1, the constants b̄, u, ε can be expressed in
terms of two experimental parameters: pump intensity Nb,0 ≈
eαbL/2b̄2

0 and waveguide gain G0 = e(2εb̄0−αa )L at threshold
(Table I). The pump amplitude is proportional to p,
so b̄ = pb̄0. Making the substitutions Nb = p2 Nb,0, G =
G

p

0 e(p−1)αaL, we rewrite Eq. (70) as

A0(z) =
[

Gz/L

1 + (Gz/L − 1) ln(GeαaL)2

ln(G)
A0(0)2

8Nbe
−αbL/2

]1/2

A0(0). (71)

Combining the first two equations in (68), we can obtain the
centroid shift T in terms of the amplitude:

T0(z) = T0(0) − τ ln

(
Gz/2L

A(z)/A(0)

)
. (72)

Equations (71) and (72) govern the pulse evolution in the
presence of a CW pump. The width τ does not change. Note
that the pump depletion shifts the centroid of the pulse in
addition to reducing its gain. This simulton acceleration is
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caused by pump-signal walk-off: as the pulse walks through the
pump, the leading side experiences gain from the undepleted
pump while the gain on the trailing side is depleted, shifting
the centroid forward.

B. Perturbations

1. Gain-clipping terms

Gain clipping gives rise to perturbations in A, T , and τ . To
find these, we first rewrite (64)–(67) as

d(δA/A0)

dz
= − ε2

2u
A2

0(δA/A0) + g(T ,τ,z), (73)

d(δT )

dz
= 3τ 2

0

2

∂g(T0,τ0,z)

∂T0
, (74)

d(δτ )

dz
= 18τ 2

0

3 + π2

∂g(T0,τ0,z)

∂τ0
, (75)

where g(T ,τ,z) is the differential gain-clipping function of the
sech pulse, defined by

g(T ,τ,z) =
∫

ε(bin(t − uz)e−αbz/2 − b̄)
sech2((t − T )/τ )

2τ
dt .

(76)
Up to a constant, this is the convolution of the pump bin(t − uz)
and sech intensity (2τ )−1sech2((t − T )/τ ).

Equations (73)–(75) can be integrated to give

δA(z) = A0(z)
∫ z

0
g(T0,τ0,z

′)
(A0(z)/A0(0))2

Gz/L
dz, (77)

δT (z) = 3τ 2
0

2

∫ z

0

∂g(T0,τ0,z
′)

∂T0
dz′, (78)

δτ (z) = 18τ 2
0

3 + π2

∫ z

0

∂g(T0,τ0,z
′)

∂τ0
dz′. (79)

Equation (77) gives the gain-clipping correction to the
linear gain. Although the full form is complicated, it simplifies
in the near-threshold regime, where the fraction on the right
side of the integral can be ignored. Equations (78) and (79)
can be simplified if we assume that T and τ change slowly
enough in a single round-trip that we can replace them inside
the integral with their initial values. The input-output relations
become

δA(z) = A0(z)G(T0,τ0), (80)

δT (z) = 3τ 2
0

2

∂G(T0,τ0)

∂T0
, (81)

δτ (z) = 18τ 2
0

3 + π2

∂G(T0,τ0)

∂τ0
, (82)

where

G(T ,τ ) =
∫ L

0
g(T − uz,τ,z)dz (83)

is the integrated sech-pulse gain-clipping function. Up to a
constant factor and offset, it is equal to the convolution of
the the gain-clipping function G(t) from (19) and the sech
waveform.

Combining Eqs. (71) (72), and (80)–(82), one obtains the
full PPLN input-output relations accounting for both gain

clipping and pump depletion:

Aout =
⎡
⎣ G

1 + (G − 1) ln(GeαaL)2

ln(G)
A2

in

8Nbe
−αbL/2

⎤
⎦1/2

,

× (1 + G(Tin,τin))Ain (84)

Tout = Tin − τ ln

(
G1/2

Aout/Ain

)
+ 3τ 2

in

2

∂G(Tin,τin)

∂Tin
, (85)

τout = τin + 18τ 2
in

3 + π2

∂G(Tin,τin)

∂τin
. (86)

2. Dispersion and detuning

Following Sec. III, we employ the lumped-element model
to treat dispersion, since the pulse shape changes only slightly
between round-trips and dispersion is a linear effect that does
not depend on the pulse amplitude. Restricting ourselves to
the degenerate regime φ0φ

′
2 > 0, where we expect to see

simultonlike solutions, and following (23), we have

�a(t)|dispersion = φ′
2 tan φ0

2

d2a(t)

dt2
− (φ′

2 sec φ0)2

8

d4a(t)

dt4
,

(87)
where φ0 is the round-trip phase and φ′

2 is the total (PPLN
plus fiber) dispersion. We enforce the simultonlike form, (61),
by projecting (87) onto the three-dimensional sech-pulse
manifold. As before, each of the three variables A, T , τ

changes according to Eq. (63). Performing the necessary
integrals, one finds

�A =
[
−1

3

φ′
2 tan φ0

2
τ−2 − 7

15

(φ′
2 sec φ0)2

8
τ−4

]
A, (88)

�τ = 12

3 + π2

φ′
2 tan φ0

2
τ−1 + 168

5(3 + π2)

(φ′
2 sec φ0)2

8
τ−3.

(89)

Higher-order effects such as third-order dispersion and χ (3)

are not included here but could also be treated with this
perturbation theory. GVD gives no centroid shift. However,
there is a nonzero �T due to cavity detuning: �T = (λ/2c)�.
Combining these with Eqs. (84)–(86) and adding a loss factor
G−1

0 , one obtains round-trip propagation equations for A, T , τ

in the OPO:

A →
[

1 + G(T ,τ ) − 1

3

φ′
2 tan φ0

2
τ−2 − 7

15

(φ′
2 sec φ0)2

8
τ−4

]

×
[

G/G0

1 + (G − 1) ln(GeαaL)2

ln(G)
A2

8Nbe
−αbL/2

]1/2

A, (90)

T →T + λ

2c
�− τ

2
ln

[
1 + (G− 1)

ln(GeαaL)2

ln(G)

A2

8Nbe−αbL/2

]

+ 3τ 2

2

∂G(T ,τ )

∂T
, (91)

τ → τ + 18τ 2

3 + π2

∂G(T ,τ )

∂τin
+ 12

3 + π2

φ′
2 tan φ0

2
τ−1

+ 168

5(3 + π2)

(φ′
2 sec φ0)2

8
τ−3. (92)
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FIG. 17. Plot of the simulton solution (2τ )−1/2sech(t/τsech) versus
the Airy [Eq. (24)] and hypergeometric [Eq. (26)] eigenfunctions.

C. Near-threshold limit

Near threshold, the sech-pulse model should match the
eigenmode model derived in Sec. III. In that limit, we can
truncate all of the nonlinear gain terms in (90)–(92) at third
order and replace G → G0, the at-threshold gain. In addition,
supposing a flat-top pump pulse, the gain-clipping function be-
comes G(t) = − 1

2 |t/Tp| ln(G0e
αaL). Using Eq. (83), G(T ,τ )

becomes

G(T ,τ ) = − τ

2Tp

ln(G0e
αaL) ln[2 cosh(T/τ )]. (93)

This function is maximized for T = 0, i.e., for a signal pulse
located at the trailing edge of the pump (Fig. 6). Since A, T , τ

change slowly on each round-trip, we can convert (90)–(92)
to a differential equation analogous to (39); performing the
near-threshold substitutions, we obtain

dA

dn
=

[
p − 1

2
ln(G0e

αaL) − ln(G0e
αaL)

2Tp

ln[2 cosh(T/τ )]τ

− 1

3

φ′
2 tan φ0

2τ 2
− 7

15

(φ′
2 sec φ0)2

8τ 4

]
A − βA3, (94)

dT

dn
= λ

2c
� − τβA2 − 3τ 2

4Tp

ln(G0e
αaL) tanh(T/τ ), (95)

dτ

dn
= 18

3 + π2

ln(G0e
αaL)

2Tp

×
[

ln

[
2 cosh

(
T

τ

)]
− T

τ
tanh

(
T

τ

)]
τ 2

+ 12

3 + π2

φ′
2 tan φ0

2τ
+ 168

5(3 + π2)

(φ′
2 sec φ0)2

8τ 3
. (96)

Most of these terms make intuitive sense. For the A

equation, the p − 1 term is the CW gain and the O(τ ), O(τ−1),
and O(τ−3) terms account for gain clipping and dispersion,
which reduce the overall gain of the signal. An O(A3) term
accounts for pump depletion in the near-threshold limit; β is
given by

β = eαbL/2(G0 − 1) ln(G0e
αaL)2

16Nb,0 ln G0
, (97)

which matches Eq. (50) from the eigenmode theory.
Equation (96) lets us compute the pulse width. The O(τ 2)

gain-clipping term is compensated by the O(τ−1) and O(τ−3)
dispersion terms. Working at φ0 = 0 and close enough to

threshold that the simulton acceleration can be neglected
(T = 0), one finds the steady-state pulse width:

τsech =
(

7

15

(φ′
2)2Tp

ln(G0eαaL) ln 2

)1/5

. (98)

Gain-clipping theory says that signal pulses at φ0 = 0 are given
by combinations of hypergeometric functions (Sec. III C):
a(t) ∼ f (t/τL), where τL = ((φ′

2)2Tp/4 ln(G0e
αaL))1/5. Com-

paring to (98), we find τsech = 1.21τL.
In the degenerate φ0 �= 0 limit, the τ−1 term in (96)

dominates and the steady-state pulse width is

τsech =
(

2Tpφ′
2 tan φ0

3 ln(G0eαaL) ln 2

)1/3

. (99)

This result should be compared to the eigenmode model,
in which the pulse shape is given by an Airy function,
Ai(t/τAi + const), with the time constant given by τAi =
(Tpφ′

2 tan φ0/ ln(G0e
αaL))1/3. We find that τsech = 0.987τAi.

Although the pulse widths τAi, τL, and τsech differ, the
respective functions have different shapes, so that the pulse
waveforms predicted by eigenmode and simulton theory
happen to lie right on top of each other, and their full widths
at half-maxima agree to within a few percent (Fig. 17).

D. Comparison to numerics

Numerical simulations for the waveguide OPO show that
the simulton model is accurate when the OPO exhibits
degenerate, singly peaked behavior. This happens in a limited
range of circumstances:

(1) Power: The pulse is sech shaped near threshold. Far
above threshold, pulses become box shaped and are better
described by the theory in Sec. VI.

(2) Phase: One must be near the center of a detuning peak
(φ0 ≈ 0) to use the simulton description. Far from the center
for φ0φ

′
2 < 0, the pulse that resonates starts to resemble a

nondegenerate pulse, which is not described by a sech pulse.
(3) Detuning: The cavity detuning � cannot be too large;

otherwise the sech pulse becomes unstable and the field
amplitude starts to oscillate.

1. Steady-state behavior

The sech-pulse model does a good job predicting the pulse
shape near threshold, provided that the oscillating mode is
degenerate. For φ0 = 0 or φ0 sufficiently large, Eqs. (98)
and (99) can be used to get the pulse width, respectively. For
general φ0, one must solve for the steady state of (96). (Near
threshold one can take T → 0 in that equation, resulting in a
fifth-order polynomial in τ .)

However, as Fig. 18 shows, one cannot use the sech-
pulse model when the OPO oscillates nondegenerately. Also,
Eqs. (94)–(96) must be modified when dispersion compensa-
tion is used to set φ′

2 → 0, and higher-order dispersion must
be taken into account. Since dispersion is treated as a lumped
element here, this causes the pulse width to shrink to 0 (as
in Sec III C). An OPO with dispersion compensation must
be studied numerically or with the eigenmode model, or a
more careful approach must be taken, avoiding lumping the
dispersion into one element. In the dispersion-engineered limit
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FIG. 18. Near-threshold pulse shape computed numerically
(filled curve), compared to the steady-state sech solution (black line).

where both β2 and φ2 are 0, one must go further and include
higher-order dispersion terms.

At threshold, the pulse is centered at the point of
maximum gain. As the pump increases and the ampli-
tude grows, the simulton acceleration causes its centroid
to drift towards negative T . In the absence of detuning
� = 0, a steady state is reached in (95) when βA2 =
(3τ 2/4Tp) ln(G0e

αaL) tanh(T/τ ). One can replace βA2 →
1
2 (p − 1) ln(G0e

αaL) by making the assumption that those two
terms are dominant in the amplitude equation, (94). Assuming
a small T and expanding the hyperbolic tangent, we get

T = 2(p − 1)Tp

3
. (100)

To go beyond this approximation, one must simulate Eqs. (90)–
(92) or (94)–(96) numerically. Figure 19 compares numerical
data versus the simulton model for the free-space PPLN OPO.
The pulse shape matches the sech form well in the linear
regime and continues to match reasonably well as the pulse
is displaced from the maximum-gain point. However, at high
pump powers its shape becomes deformed and it begins to
resemble a flat-top pulse.

In Sec. IV C, we made a similar comparison with the
eigenmode theory. Figures 19 and 15 are computed for the
same OPO system, allowing a direct comparison. We see that

FIG. 19. Plot of the simulated pulse shape (filled curve) compared
to the simulton steady state of Eqs. (90)–(92) (black line). The dashed
black line shows relation (100).

FIG. 20. Evolution of the pulse photon number Nph(t) and
centroid T (t) for the sech-pulse model (dashed lines) and full
numerics (solid lines). Four detuning values are shown. PPLN OPO,
no fiber.

for these OPO parameters, the simulton model is accurate up
to about p = 1.10 and does better than the N = 4 eigenmode
model but not as well as N = 10.

2. Transient behavior

We now consider the evolution of the signal using the
sech-pulse ansatz, assuming that the pump is turned on
abruptly. In the absence of detuning, the pulse first grows
at the maximum-gain point, as per the linear model. Once
pump depletion becomes significant, the pulse shifts forward,
reaching an equilibrium when its amplitude saturates. Both
the simulation and the simulton model agree here (Fig. 20,
center-left plot). This figure visualizes the dynamics with a
phase-space plot. The full system is three-dimensional, but the
pulse width can be assumed to be constant, giving a dynamical
system with two variables. This has one attractor, which is a
spiral, explaining the initial overshoot in photon number.

This behavior changes with cavity detuning. For negative
detuning (� = −7; left plot), the pulse first grows at T < 0
and is shifted further by the simulton acceleration. In this
case, both detuning and simulton acceleration move the pulse
in the same direction, away from the maximum-gain point, so
its amplitude is reduced.

In contrast, for positive detuning (Fig. 20, center-right plot),
simulton acceleration opposes the detuning shift. When the
pulse is weak, the latter is dominant, so it grows at T > 0,
but once pump depletion kicks in, it eventually drifts back
to the maximum-gain point, where simulton acceleration and
detuning cancel out. Not surprisingly, the photon number is
larger than without detuning.

For a given pump power, the optimal detuning is the one
that cancels the simulton acceleration, so that the pulse can
be amplified at the maximum-gain point. This happens when
T = 0 is a steady state to (95). Applying the same substitution
to βA2, we find

�maxλ

2c
= p − 1

2
ln(G0e

αaL)τ, (101)

where τ is computed from (96), which becomes independent
of the other variables when T = 0. This depends on the
pump power; the larger p − 1, the larger � should be to form
the optimal signal pulse. Overshooting gives rise to weaker
signal pulses and can also cause instabilities that suppress the
amplitude and are not captured by the simulton model (Fig. 20,
right plot).

063809-16



REDUCED MODELS AND DESIGN PRINCIPLES FOR . . . PHYSICAL REVIEW A 94, 063809 (2016)

FIG. 21. Plots of the steady-state photon number (left), centroid
(center), and pulse width (right) as a function of the detuning � and
pump p. Numerical simulations (top) are compared with the sech-
pulse model (bottom). The dashed black line represents Eq. (101).
Simulations are for PPLN OPO, 4-m fiber.

3. Detuning and stability

We can see from Fig. 20 that the detuning has a substantial
effect on the energy of the pulse that forms. If � is not too
large, the numerical result matches the simulton description.

A more complete way to capture this behavior is to look at
the pulse properties as a function of both the pump p and the
detuning �, as shown in Fig. 21.

In the upper plots in Fig. 21, several features stand out. The
threshold varies close to linearly with detuning, consistent with
the simulton theory (lower plots). The simulton theory also
predicts that when Eq. (101) is satisfied, the pulse amplitude
is maximized, the pulse width is shortest, and the centroid
lies at T = 0, the trailing edge of the pump. This is roughly
consistent with the data, although there is an overall offset
in the thresholds. The pulse width and photon number also
roughly match.

However, these plots show that the simulton picture is
only valid for a limited range of �. If � is too large,
additional effects destabilize the sech pulse. Thus, the pulse
amplitude 〈a(t)〉/〈|a(t)|〉, which is constant in the simulton
picture, oscillates. These amplitude fluctuations cause smaller
oscillations in the photon number, centroid, and pump width.

VI. BOX PULSE THEORY

Well above threshold, both the eigenmode and the simulton
theories fail. An eigenmode expansion becomes impractical
because too many modes must be used and the computation
time scales as O(N4). Simulton theory fails because in this
regime the pulses are no longer sech shaped. We need a new
theory that predicts the pulse shapes in this regime.

Simulations show that pulses get longer the farther one
goes above threshold (Figs. 7, 15, 16, and 19). This is a
result of the pulse filling the leading side of the positive-gain
region �max�(t) > 0 (Sec. III B). Long pulses mean narrow
spectra and weak dispersion effects. The result is a competition
between gain and pump depletion, with dispersion playing
only a secondary role.

In this section, we ignore dispersion and derive an analytic
formula for the pulse shape that is reasonably accurate in this
regime. Dispersion is treated later, but its main effect will be
to add a modulation on the pulse shape when φ0φ

′
2 < 0, giving

rise to a nondegenerate boxlike pulse.

A. Degenerate case φ0 = 0

First, let us treat the center of the detuning peak φ0 = 0.
Later we treat the general case, but the results are simplest for
φ0 = 0. Recalling (46), we drop dispersion terms and invoke
the gain-without-distortion ansatz to obtain

∂a(z,t)

∂z
= −1

2
αaa(z,t) + ε a∗(z,t)bin(t − uz)e−αbz/2

− ε2

2u
a∗(z,t)

∫ t

−∞
e(g+αb/2)(t ′−t)/ua(z,t ′)2dt ′.

(102)

Here g = 1
L

ln(G0) is the gain per unit length at steady state.
Now make the substitution

a(z,t) = egz/2ā(z,t), (103)

where ā(z,t) is real and slowly varying in z. This is valid
for flat-top pump pulses, where the gain is roughly constant
because the pulse amplitude is constant. We choose g so that
egL/2 is the cavity loss, since at steady state, gain equals loss
and thus the single-pass gain should be egL/2. Deviations are
handled by perturbation theory on ā. Equation (102) becomes

∂ā(z,t)

∂z
= [ε (bin(t − uz)e−αbz/2 − b̄0)]ā(z,t)

− ε2egz

2u
ā(z,t)

∫ t

−∞
e(g+αb/2)(t ′−t)/uā(z,t ′)2dt .

(104)

To obtain the output field, one must integrate (104) from
z = 0 to L. Gain without distortion means that the integrand
is close to constant over that interval, so we can approximate
the integral with one Picard step, setting z = 0 everywhere in
the integrand. The evolution over one round-trip is

�a(t) = a(t)

[ F (t)︷ ︸︸ ︷∫ L

0
ε(bin(t − uz)e−αbz/2 − b̄0)dz

− ε2(egL − 1)

2gu

∫ t

−∞
e(g+αb/2)(t ′−t)/ua(t ′)2dt ′

]
. (105)

There are two linear terms in (105). The first is the gain-
clipping term, where F (t) is related to G(t) by

F (t) = G(t) +
∫ L

0
(bmaxe

−αbz/2 − b̄0)dz

= G(t) + p − 1

2
ln(G0e

αaL)

= G(t) + ln[�max(φ0 = 0)]. (106)

At steady state, a(t) stays constant between round-trips, so
the right-hand side of (105) must equal 0. There are two ways
this can happen:
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FIG. 22. Left: Plot of the pulse shape for the signal and its box-
pulse approximation via Eq. (108), for φ0 = 0, p ∈ [1.0,1.5]. The
pump is shown as the bottom trace, in green. Right: Power spectrum
for the same data, on a log scale.

(1) F (t) < 0 or F (t) decreasing. Since the second integral
is always positive and increasing, it is impossible to set the
term in square brackets in (105) to 0. The only way to satisfy
the steady-state condition is to set a(t) = 0.

(2) F (t) > 0 and increasing. In this case, a(t) �= 0 and the
terms in the square brackets must cancel out. Combining (105)
with its time derivative (both of which must equal 0), we find

a(t)2 = 2gu

ε2(egL − 1)

[
F ′(t) − g + αb/2

u
F (t)

]
. (107)

For a flat-top pump pulse, the analytic formula for G(t)
[Eq. (20)] will suffice; from this we can calculate F (t) =
1
2 ln(G0e

αaL)[(p − 1) − p|t |/Tp]. Using (107) and substitut-
ing g, ε, u, b0 for G0, Tp, Nb,0 (Table I), we find the solution

a(t)2 = 4Nb,0e
−αbL/2 ln(G0)

Tp(G0 − 1) ln(G0eαaL)

×
[
p +

(
ln G0 + 1

2
αbL

)(
(p − 1) − p

|t |
Tp

)]
(108)

for −Tp(1 − p−1) < t < 0 [and a(t) = 0 otherwise]. This can
be integrated to give the total photon number:

Na = 4Nb,0e
−αbL/2 ln(G0)

Tp(G0 − 1) ln(G0eαaL)

×
[

(p − 1) + (p − 1)2

2p

(
ln G0 + 1

2
αbL

)]
. (109)

Figure 22 compares the waveform, (108), and its Fourier
transform to full simulations. The amplitude and the general
shape are modeled well by the theory, although it says nothing
about the shape of the edges. As the pulse gets longer with
increasing pump power, the spectrum narrows, a fact confirmed
in experiments and consistent with previous work [31].

B. Dispersion

Gain clipping sets the overall pulse shape, while dispersion
evens out the edges and sets the signal-idler splitting. If φ0φ

′
2 >

FIG. 23. Resonance diagrams for the box-pulse model [Eq. (111)]
compared to the numerical result.

0, the OPO is degenerate so there is no signal-idler splitting;
however, nonzero φ0 reduces the overall gain, which reduces
the signal power. The most straightforward way to do this is
to say that Eq. (106) should be modified to read

F (t) = G(t) + ln[�max(φ0)] (110)

and the rest of the results carry over unchanged. Equation (108)
becomes

a(t)2 = 4Nb,0e
−αbL/2 ln(G0)

Tp(G0 − 1) ln(G0eαaL)

[
p +

(
ln G0 + 1

2
αbL

)

×
(

2 ln (�max(p,φ0))
ln(G0eαaL)

− p
|t |
Tp

)]
. (111)

For φ0φ
′
2 < 0, the pulse is box shaped but nondegenerate,

a(t) = Re[ā(t)e−i δω0t ] (see Eq. (33)), and ā(t) takes the same
form as (111) but with a

√
2 factor to preserve the overall

energy.
A good way to visualize (111) is to plot resonance diagrams

for the box-pulse model and compare them to the numerics,
as in Fig. 23. The general structures of the resonance plots are
the same, but the features on the tails differ, consistent with
the smoothing in Fig. 22. However, these tails are suppressed
by several orders of magnitude and only show up in the plot
because of the log scale.

The Fourier transform of this waveform is given in Fig. 24.
The OPO is nondegenerate for φ0 < 0, but nondegeneracy

FIG. 24. Time-domain pulse shapes as a function of the phase
and power; numerical results.
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does not affect the overall shape of the pulse. Aside from a
sinusoidal modulation, the pulse remains box shaped.

VII. CONCLUSION

This paper has introduced three reduced models that aid
the understanding, simulation, and design of synchronously
pumped OPOs. These models are based on mathematical
approximations and physical intuition and show good agree-
ment with numerical simulations for predicting steady-state
pulse shapes, transient behavior, and stability. Because the
models run several orders of magnitude faster than numerical
simulations, they will be a useful tool for simulating large OPO
networks and a guide for device design and optimization.

Near threshold, we derived an eigenmode expansion that
predicts the OPO threshold as a function of the cavity
dispersion and round-trip phase and gives the correct steady-
state pulse shape. The pulse dynamics arise from competition
between gain clipping, which shortens the pulse to maximize
its overlap with the pump, and dispersion, which limits its
bandwidth. We noticed a smooth transition between degenerate
and nondegenerate oscillation when the cavity dispersion is
not compensated, which could be explained by a simple
phase-matching argument. In both the degenerate and the
nondegenerate regimes, we obtained analytic formulas for the
pulse shape in terms of Airy and hypergeometric functions,
which gave analytic expressions for the pulse shape and its
threshold. Moreover, pulse stability could be explained using
bifurcation theory with a simple two-mode model.

Far from threshold, the steady-state pulse was found to
have a narrow spectrum, and we obtained a boxlike pulse
shape by solving the equations without dispersion. In the
frequency domain, this “box pulse” appears as a sinc-shaped
spectrum which grows narrower the higher the pump relative
to threshold. An analytic expression for the pulse width and
amplitude was derived, which agrees with the numerics.

Working between these regimes, we obtained a reduced
model based on projection onto a sech-shaped pulse. This
was physically motivated by the “simulton” solution in a χ (2)

waveguide, and we accounted for the effects of gain clipping
and dispersion as perturbations to this solution. While only
valid in the degenerate regime close to threshold, this model
is helpful because it is fully analytic and, within its regime
of validity, agrees with both the eigenmode model and the
numerics.

In future work, we hope to extend this analysis to systems
in the ultrafast, dispersion-engineered limit, where second-
and third-order dispersions are equally important in shaping
the signal pulses. In high-power systems, spatial effects will
also play an important role [30]. In the nondegenerate regime,
the eigenmode model in Sec. III C could be used to quantify
the offset between signal- and idler-comb carrier envelope
frequencies, which has been observed as a radio-frequency
beat note of the output power [55].

Multi-OPO systems are another avenue for future study.
Studies of OPO-based Ising machines have shown conver-
gence to the ground state for small problems with a very
high probability [6,22], suggesting that a single-mode model
may not be accurate to describe their dynamics [24]. The
theory in Secs. III and IV could easily be extended to OPO
networks. Beyond solving Ising problems, it is likely that
such “multimode” OPO networks will have richer nonlinear
dynamics and may, thus, be a more useful resource for
neuromorphic computing and machine learning [58].
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