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Coherent coupling generated by laser light between the hyperfine states of atoms, loaded in a one-dimensional
(1D) optical lattice, gives rise to the “synthetic dimension” system which is equivalent to a Hofstadter model in a
finite strip of square lattice. An SU(M) symmetric attractive interaction in conjunction with the synthetic gauge
field present in this system gives rise to unusual effects. We study the two-body problem of the system using the
T -matrix formalism. We show that the two-body ground states pick up a finite momentum and can transform
into two-body resonancelike features in the scattering continuum with a large change in the phase shift. As a
result, even for this 1D system, a critical amount of attraction is needed to form bound states. These phenomena
have spectacular effects on the many-body physics of the system analyzed using the numerical density matrix
renormalization group technique. We show that the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) states form in the
system even for a “balanced” gas and the FFLO momentum of the pairs scales linearly with flux. Considering
suitable measures, we investigate interesting properties of these states. We also discuss a possibility of realization
of a generalized interesting topological model, called the Creutz ladder.
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I. INTRODUCTION

Low-dimensional quantum systems have been an active
field of research over the last few decades marked by
remarkable developments in device engineering and amazing
discoveries [1–5]. One such example is the formation of
novel states with exotic pairing [6–8]. The Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) state plays a central role in
understanding such exotic pairing mechanisms and is of
importance in different areas of physics [6]. An FFLO state
[9,10] is an exotic quantum phase characterized by a spatially
nonuniform order parameter and a finite center of mass pairing
of fermions.

Ultracold atomic systems have provided an ideal platform to
study the physics of strongly interacting many-body systems in
an unprecedentedly controlled and clean environment [11,12].
Quantum simulation of the low-dimensional systems in cold
atoms has given a better understanding of the static and
dynamical properties of these systems both in equilibrium and
nonequilibrium [12,13]. Realization of the Tonks-Girardeau
gas of hard-core bosons [14] and a quantum Newton’s cradle
[15] in one dimension (1D) and Kosterlitz-Thouless transition
[16] in 2D are a few of such examples. But despite extensive
theoretical [17–21] and experimental [22–24] efforts, a direct
observation of an FFLO state still remains elusive. It is
hindered by technical limitations in 3D and 2D [22,23,25],
but the 1D Fermi gases with population imbalance [13,26–33]
are believed to be the most suitable candidates (with already
an indirect observation reported in Ref. [24]).

Gauge fields used in the gauge theories are central to
the understanding of the nature of interactions between
elementary particles. Cold atoms being neutral objects, gauge
fields are simulated artificially and are called synthetic gauge
fields [34,35]. There are several experimental realizations of
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synthetic gauge fields in cold atoms in both continuum [36–38]
and lattice [39–41] geometries. In cold atomic systems, they
give rise to interesting phenomena [34,42,43] such as the
formation of interesting magnetic phases during the superfluid
to Mott insulator transition [44], generating exotic quantum
phases [45–47], producing fundamental changes in the two-
body scattering of particles [48] and discernible effects in the
size and shape of a trapped cloud [49], etc.

On the other hand, enlarged unitary symmetries such as
SU(M > 2) are crucial to the standard model of particle
physics and the theory of quantum chromodynamics (QCD).
For example, the physics of hedrons is described by an
approximate SU(M) symmetry group where M is the number
of species of quarks. However, in realistic condensed matter
systems, this extended continuous symmetry is uncommon and
generally introduced as a purely mathematical concept. There
are, however, special cases when it emerges spontaneously,
e.g., realization of an SU(4) Kondo effect in semiconductor
quantum dots [50], SU(4) symmetry in graphene [4,5], and
strongly correlated electrons with orbital degeneracy [51].
From the theoretical perspective, enlargement of the symmetry
from SU(2) to SU(M) and doing a perturbative expansion
in 1/M (with large M) have been useful in understanding
the physics of Kondo lattice models [52], Hubbard models
with extended symmetry [53,54], etc. Ultracold atoms loaded
in optical lattices [11,12,55] provide natural realizations
of strongly correlated many-body fermionic systems with
extended SU(M > 2) symmetry. Indeed, there are several sim-
ilarities between the ultracold atomic systems with SU(M > 2)
symmetry and dense QCD matter at low temperatures [56–58].
Remarkable recent developments [59–64] have made it pos-
sible to realize several such systems in cold atoms with
controlled interactions and to study their interesting behav-
iors. Alkaline-earth atoms are generic candidates for such
realizations due to their special properties [63]. Realizations of
SU(6) symmetric systems using 173Yb [59,62,65] and SU(10)
symmetric systems using 87Sr [60,61,64] are such examples.
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Hence, being naturally motivated, we consider a mul-
ticomponent 1D system with SU(M) symmetric attractive
interaction and synthetic gauge fields in this article and show
that the FFLO states can be realized in this system even without
any “population imbalance” between the flavors. The system
under consideration is a recent realization of the Hofstadter
model [66] in a finite strip of square lattice with a system
of atoms having multiple hyperfine states loaded in a 1D
optical lattice. The hyperfine states provide an additional
dimension, called the “synthetic dimension” (SD). Raman-
assisted coherent coupling between the hyperfine states using
laser light generates tunneling along this synthetic dimension.
This system has recently received much experimental [67,68]
and theoretical [69–73] attention. It has been shown that the
noninteracting SD system itself displays rich physics like the
formation of chiral edge states and produces a synthetic Hall
ribbon [67–69].

The experimental realizations of the SD system are most
naturally possible in systems which also have SU(M) sym-
metric interactions between the flavors. In these systems,
the SU(M) symmetric interaction manifests itself as “long-
ranged” along the synthetic direction but is of “contact type” in
the physical direction. Previous studies [56,74–76] of M flavor
fermions in 1D with SU(M) symmetric attractive interactions
and without synthetic gauge fields have revealed the formation
of SU(M) singlet bound states (“baryons”) and their quasi-
long-range color superfluidity. With the synthetic gauge fields,
as in the SD system, recent studies have shown that these
baryons get squished [72] and form novel squished-baryon
quasicondensates [77]. Also, the SD system with repulsive
SU(M) symmetric interaction has been shown to be interesting
both for bosonic [78] and fermionic [70,71,73] particles.

In this article, we explore the rich physics of the SD
system with SU(M) symmetric attractive interaction following
the didactic route of performing a Bardeen-Cooper-Schrieffer
(BCS)-like analysis: first we consider the two-body instabil-
ities of the system and then we look at their effects in the
many-body setting. We ask the following question: What are
the novel effects brought solely by the synthetic gauge field
in this interacting SD system? We show that the synthetic
gauge fields along with the SU(M) symmetric interaction
cause unusual effects in both the two-body and the many-body
physics of this system. At the two-body level, two-body
bound states (dimers) can form only in some regime of total
center-of-mass momentum (COM) and the strongest dimers
have finite COM scaling linearly with the flux (φ). One
important spin-off of our two-body analysis is that these
dimers can transform into two-body resonancelike features
in the scattering continuum over a range of COM solely
due to finite φ and give a large change in the phase shift.
These unusual phenomena have interesting consequences in
the many-body physics of the system which we investigate
using the numerical density matrix renormalization group
(DMRG) [79–82] method. Due to the formation of finite-
momentum dimers, FFLO states are stabilized in the system
even with no “imbalance” between different flavors. We also
point out that these FFLO correlations get suppressed with
decreasing the strength of the interaction and can give rise
to strongly interacting normal states due to the presence of
the resonancelike features in the two-body sector. Finally, we

discuss a possible realization of the Creutz ladder model [83]
in this system.

This article is organized as follows. We delineate the model
under consideration in Sec. II and discuss the single-particle
spectrum of the system in Sec. III. The two-body physics of
the system is examined in Sec. IV, and Sec. V contains an
analysis of the many-body physics using DMRG. Finally, we
give a summary of the results and an outlook in Sec. VI.

II. MODEL

For an M-component SD system, the hyperfine states are
labeled by σ = 1, . . . ,M (called the “synthetic direction”) and
the sites of the 1D optical lattice are labeled by i = 1, . . . ,L,
with L being the total number of sites (called the “physical
direction”). The position of a physical site is thus xi = id,
where d is the lattice spacing. The Raman transitions generate
position-dependent phase factors in the couplings along
the synthetic direction. Therefore, going around a plaque-
tte like (i,σ ) → (i + 1,σ ) → (i + 1,σ + 1) → (i,σ + 1) →
(i,σ ) gives rise to a flux, φ, per plaquette which depends on
the wave vector of the two Raman lasers and can be tuned
by changing the angle between them [67–69]. The model
Hamiltonian (H) of the SD system interacting via an SU(M)
symmetric attractive interaction thus consists of two parts: the
kinetic energyH0 and the interaction energyHI . Then we have

H = H0 + HI , (1)

H0 = H1
0 + H2

0, (2)

H1
0 = −t

∑
i

M∑
σ=1

(C†
(i+1),σ Ci,σ + H.c.), (3)

H2
0 =

∑
i

M−1∑
σ=1

(�i,σC
†
i,(σ+1)Ci,σ + H.c.), (4)

HI = −U

2

∑
i,σ,σ ′

C
†
i,σC

†
i,σ ′Ci,σ ′Ci,σ . (5)

The operator Ci,σ (C†
i,σ ) annihilates (creates) a particle at a

site (i,σ ) of the synthetic lattice and obeys anticommutation
(commutation) relations for fermionic (bosonic) particles. The
two contributions to the single-particle kinetic energy operator
H0 are (i) the nearest-neighbor (n.n.) tunneling Hamiltonian
H1

0 along the different sites of the optical lattice with n.n
tunneling amplitude t and (ii) the hopping Hamiltonian H2

0
along the synthetic dimension with the tunneling coefficients
�i,σ . These coefficients have the form �i,σ = ejφxi �σ , where
j = √−1 and the parameters �σ depend on the details of
the system. We consider �σ = �fσ corresponding to the
experimental realizations [67,68] of the SD system. Here, fσ =√

F (F + 1) − (F − σ + 1)(F − σ ), with F = (M − 1)/2
being the total spin of the atoms. The position-dependent phase
in �i,σ generates the necessary Peierls phase for producing
the flux φ per plaquette in the optical lattice. The SU(M)
symmetric two-body attractive interaction HI has strength U

(>0). It is of “contact type” in the physical direction and is
“long-ranged” along the synthetic direction, enabling any two
hyperfine states to interact with the same strength U .
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FIG. 1. Schematic plot of the synthetic dimension system with
atoms in the F = 1 (M = 3) ground-state manifold in the transformed
basis. The “physical sites” of the 1D optical lattice are labeled by i

and the hyperfine states are labeled by σ = 1, 2, and 3. Tunneling
along the physical direction is with the amplitude t and the phase
factor θσ (here, j = √−1). The spin flip hopping along the synthetic
direction accompanies the amplitude �σ in going from σ → σ + 1
at a particular physical site i. Thus moving around a plaquette of
this synthetic ladder gives rise to the flux φ. The SU(M) symmetric
two-body interaction is of strength U and is “long-ranged” in the
synthetic direction shown by the dashed-dotted curves.

The physics of the SD system is more conveniently
described in a different basis generated by using a local unitary
transformation [72]. This transformation, b

†
i,σ = e−jθσ xi C

†
i,σ ,

creates the new operators b
†
i,σ which obey the same anticom-

mutation or commutation relations as the C
†
i,σ operators. In

this transformed basis, different terms of the Hamiltonian H
[Eq. (1)] become

H1
0 = −t

∑
i

M∑
σ=1

(ejθσ b
†
(i+1),σ bi,σ + H.c.), (6)

H2
0 =

∑
i

M−1∑
σ=1

�σ (b†i,(σ+1)bi,σ + H.c.), (7)

HI = −U

2

∑
i,σ,σ ′

b
†
i,σ b

†
i,σ ′bi,σ ′bi,σ . (8)

Here, the phase factor θσ = (σ − 1)φ. Interestingly, we note
that in this transformed basis the position dependence of the
tunneling along the synthetic dimension is suppressed [Eq. (7)]
at the cost of putting a position-independent phase factor in
the tunneling along the physical direction [Eq. (6)]. The SD
system in this basis for M = 3 is schematically depicted in
Fig. 1. Throughout this article, we consider this basis and
work with the units of � and d being unity.

III. SINGLE-PARTICLE PHYSICS

We consider the periodic boundary condition (PBC) in the
physical direction and take the momentum as a good quantum
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FIG. 2. Single-particle dispersion of the first band for the M = 2
SD system with �/t = 1 and different values of φ.

number. The single-particle kinetic energy operator H0 in
momentum space can be rewritten in the following form:

H0 =
∑

k

M∑
σ=1

εσ (k)b†k,σ bk,σ

+
∑

k

M−1∑
σ=1

�σ (b†k,(σ+1)bk,σ + H.c.). (9)

Here, we have defined εσ (k) = −2t cos(k − θσ ) and b
†
k,σ =

1/
√

L
∑

i e
jkxi b

†
i,σ , with L being the total number of physical

sites. We note that the first term in Eq. (9) describes the
spin-orbit coupling generated by the synthetic gauge field and
the second term acts as the Zeeman term with Zeeman field
strength �. In the limit of � → 0 [84], the single-particle
dispersions have minima at k = θσ and these bands are split
from each other with increasing �. Now, using a unitary
transformation H0 can be diagonalized as

H0 =
∑
k,α

εα(k)a†
k,αak,α, (10)

where εα(k) are the energies of the single-particle states
labeled by α. The unitary transformation is given by b

†
k,σ =∑

k1,α1
Rσ,α1 (k,k1)a†

k1,α1
, with R(k,k1) being a unitary matrix

which is diagonal in the momentum indices, i.e., has the form
Rσ,α(k,k1) = Rσ,α(k)δk,k1 . For the particular case of M = 2
analytical solutions of the single-particle band structure are
possible and they are given by

εα(k) = ε1(k) + ε2(k)

2
+ (−1)α

√
�2 +

(
ε1(k) − ε2(k)

2

)2

,

with α = 1 and 2. We note that for this case, at a particular �,
there is an interesting change in the single-particle spectrum
of the system with changing φ and the lowest band gradually
develops a double-well structure as shown in Fig. 2.

IV. TWO-BODY PHYSICS

In this section, we investigate the physics of two particles
interacting via HI [Eq. (8)] in the SD system. To proceed, we
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recast HI in the momentum space as

HI = − U

2L

∑
Q

∑
σσ ′

P
†
Q(σ,σ ′)PQ(σ,σ ′), (11)

where Q is the total canonical COM of a pair created by the
pair creation operator

P
†
Q(σ,σ ′) =

∑
k

b
†
( Q

2 +k),σ b
†
( Q

2 −k),σ ′ , (12)

with relative momentum k. If k1 and k2 are the individual
momenta of the two particles constituting the pair, then Q ≡
(k1 + k2) and k ≡ k1−k2

2 . We now use the T -matrix formulation
to analyze the two-body problem.

A. Formulation of the two-body problem

We define a two-body state as |K〉 ≡ |k1,α1; k2,α2〉 =
a
†
k1,α1

a
†
k2,α2

|0〉, where |0〉 is the vacuum state. It is noted that the
kinetic energies of the states |K〉 and |K̃〉 ≡ |k2,α2; k1,α1〉 =
ζ |K〉 [the parameter ζ = −1 (+1) for fermions (bosons)] are
the same. The linearly independent states are, therefore, with
k1 � k2 and we define a sum only over these states as

∑∼
K ≡∑

k1�k2,α1,α2
. The noninteracting two-particle spectrum E(K)

corresponding to the state |K〉 is E(K) = [εα1 (k1) + εα2 (k2)].
Using the T -matrix formulation, described in detail in the
Appendix, we now investigate the bound-state properties of the
system. The effective scattering potential [Eq. (A4)] coming
from the interaction term [Eq. (A3)] acts over all the M2

scattering channels of the two-body system but symmetry
properties of the two-body wave function forces only κ =
[M(M + ζ )]/2 of them to be truly independent. We determine
these κ number of bound states with energies Ebs(Q) by
solving for the poles of the T matrix [i.e., Eq. (A11)].

We define Wc(K) [see Eq. (A2)] to be the pair amplitude
corresponding to the state |K〉 at a particular channel c. Then,
we can define the pair density of states (PDOS) g

p
c,c1 (ω),

which measures the propensity of bound-state formation in
the system, corresponding to an incoming state at channel c

and an outgoing state at channel c1 with energy ω as

gp
c,c1

(ω) = π

2L

∼∑
K

W ∗
c (K)Wc1 (K)δ[ω+ − E(K)]. (13)

Bound states can now form in the system in the regime
below an energy value where the PDOS is zero. This energy
value defines the pairing threshold E

p

th(Q) of the system, i.e.,
E

p

th(Q) = min{c,c1} ωc,c1 , where ωc,c1 is the lowest value of
ω in a particular (c,c1) for which the PDOS g

p
c,c1 (ω) = 0+.

Hence, the pairing threshold measures the threshold energy
for bound-state formation, i.e., a two-body state with an
energy value less than E

p

th can form a bound-state pair while
that with an energy greater than E

p

th goes into the scattering
continuum. The binding energy Eb(Q) of a bound state with
the energy Ebs(Q) can now be defined with respect to the
E

p

th(Q) as Eb(Q) = [Ep

th(Q) − Ebs(Q)]. We can also define
another threshold, known as the two-body threshold, which
is the minimum energy of the noninteracting two-particle
spectrum, i.e., Eth(Q) = minK E(K). Interestingly, in general
Eth(Q) � E

p

th(Q). In the following, we are also interested to
look into the behavior of the mass m(Q) of a bound state which

is defined as

m−1(Q) = ∂2Ebs(Q1)

∂Q1
2

∣∣∣∣
Q1=Q

. (14)

B. Results of the two-body problem

The results of the two-body problem, obtained using the
formalism just discussed, are presented here. In the limit
of φ = 0, the exact analytical form of the secular ma-
trix (see the Appendix) can be obtained and exact forms
of different bound-state properties can be found. If the
bound states are labeled by the integer function s(α1,α2)
which takes values 1,2, . . . ,κ , then they have energy Es

bs =
[−

√
U 2 + 16t2 cos2(Q/2) + �Xs], with Xs(α1,α2) = [(2α1 −

M − 1) + (2α2 − M − 1)]. The allowed values of (α1,α2) are
determined by the statistics obeyed by the particles. The
pairing threshold is then ε

p0
th = −4t cos(Q/2) + �X0, with X0

being the value of Xs(α1,α2) corresponding to (α1,α2) = (1,2)
for fermions and (1,1) for bosons. The mass of the bound states
(independent of �) has a simplified form for Q = 0 given
by m(0) = √

U 2 + 16t2/(4t2). For U 	 t , m(0) ∼ U/(4t2),
which can be understood by noting that in this limit particles
hop to their neighboring sites via virtual processes with a
kinetic energy gain of ∼4t2/U .

We now consider the effect of finite flux on the bound
states and concentrate only on the fermionic case. A similar
analysis can be readily adopted for bosonic particles. The
single-particle SD system with finite flux itself is very rich
[67–69] and an additional SU(M) symmetric interaction brings
in nontrivial effects noticed in Refs. [70–72,77,78]. Hence,
we expect qualitative changes in the two-body bound-state
spectrum of the system as a consequence of φ 
= 0. We
consider M = 2 as an example and show the results (obtained
numerically) in Fig. 3. Similar physics is at play for other M

(>2) systems but they have κ (>1) number of bound states.
Flux produces mixing of different α flavors. As a result, a

two-body state can now be composed of the same two α states
(which is not the case for φ = 0 due to Pauli blocking) since it
has a nonzero pair amplitude. This results in a sudden change
in the E

p

th from E
p

th > Eth for the φ = 0 case to E
p

th = Eth

for the φ 
= 0 case. It is evident from Fig. 3(a) that even for
very small φ this discontinuity takes place. Another pertinent
feature brought by the synthetic gauge field, which is seen in
both in Figs. 3(a) and 3(b), is that, in the presence of finite
φ, the minima of E

p

th(Q) and Ebs(Q) shift to a finite value
of Q = Qg . This implies that the strongest bound states of
the system are finite-momentum dimers and they form despite
an ostensible momentum-conserving interaction term [Eq. 11].
Also, as shown in the inset of Fig. 3(b), Qg scales linearly with
φ. This linear scaling can be understood from the behavior
of the lowest single-particle band by looking at Fig. 2. We
note that its single-well structure centered around momentum
k = φ, with increasing φ, gradually changes to a double-well
structure with the two wells centered around k = 0 and φ.
Then, the attractive interaction generates the strongest bound
state with pairs formed from two single-particle states having
the lowest energy. This leads to the formation of the strongest
dimers having a finite COM which scales linearly with φ. The
Ebs(Q) is then symmetric around the momentum Qg of the
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FIG. 3. Two-body bound-state properties of a fermionic SD system with M = 2. Panels (a) and (b) respectively show the variations of the
pairing threshold (Ep

th) and the bound-state energy (Ebs) as a function of the canonical COM Q with �/t = 1. The minima of E
p

th [see panel
(a)] and Ebs [see panel (b)] occur at Q = Qg and it scales as Qg ∝ φ [inset of panel (b)]. We note from panel (a) that Ebs(Q) of φ = 0 (which
is with U/t = 4) can be just above E

p

th(Q) of φ 
= 0 in some regime of Q (hatched regimes below the black curve). In this situation, the fate of
the bound states is explored in panels (c) and (d) focusing at Q = 0. Panels (c) and (d) respectively show the total PDOS [gp(ω)] and the phase
shift [δ(ω)] as a function of energy (ω) with �/t = 1. Finally, in panels (e) and (f), we show as a function of φ the behaviors of the mass (m)
and the binding energy (Eb), respectively, for the strongest bound state occurring at Q = Qg with U/t = 5 (which is larger than U/t = 4 at
which resonances occur). Here, m0 and E0

b are the values of m and Eb, respectively, for a 1D free Fermi gas (φ = � = 0).

dimers. Previous studies in 3D spin-orbit-coupled Fermi gases
with detuning and Zeeman field found similar results attributed
to the broken Galilean invariance of the system [85]. These
finite-momentum bound states have interesting consequences
in the many-body setting discussed in the next section.

The discontinuity in the E
p

th as a function of φ can give
rise to a situation when the Ebs(Q) for φ = 0 [denoted by
E0

bs(Q)] is above the E
p

th(Q) for φ 
= 0. In this case, an
interesting phenomenon can take place in a regime of Q where
E

p

th(Q) < E0
bs(Q) [shown by the hatched regimes below the

black curve in Fig. 3(a)]. We look into this situation a bit
more closely by considering the Q = 0 case in Figs. 3(c)
and 3(d). In Fig. 3(c), we show the behavior of the total
PDOS gp(ω) defined as gp(ω) = ∑

c,c1
g

p
c,c1 (ω). We note that

a nonzero PDOS, which increases with increasing φ, appears
near the two-body threshold ωth. Also, the behavior of the
PDOS where it just becomes nonzero is very different for the
φ 
= 0 case than that of the zero flux case for which it behaves
as ∼1/

√
16t2 − ω2. In this regime, if a bound state exists for

the φ = 0 case due to the absence of any PDOS, we expect this
bound state to acquire a finite lifetime as soon as φ becomes
nonzero since the PDOS also becomes nonzero.

We investigate this phenomenon by calculating the phase
shift δ(ω) defined using the T matrix as δ(ω) = Arg[T (ω+)]
[86,87]. From its behavior, the nature of a bound state
can be deciphered. When there is a “true” bound state
(infinite lifetime) in the system, the phase shift gives a
sharp theta function change while for a resonancelike feature
corresponding to a bound state with a finite lifetime, there
is a smooth but large change in the phase shift [86,87]. The
sharpness in the change of the phase shift is thus related to
the lifetime of the bound state. In Fig. 3(d), we show the

behavior of δ(ω) for different values of finite but small φ.
We note that there is a sharp theta function change in δ(ω)
for φ = 0 but as soon as φ becomes 
= 0 there is a smooth
but large change. Hence, the bound state of the φ = 0 case
no longer remains a “true” bound state when φ 
= 0. Instead,
its vestige as a bound state is manifested as a resonancelike
feature in the scattering continuum accompanying a smooth
but large change in the δ(ω). As φ increases, the sharpness of
the resonances decreases and the finite lifetime acquired by
the bound state decreases, which is because the PDOS also
increases correspondingly. We also note that the resonances
appear at energies dependent on Q. Similar results are also
found in 3D Fermi gases with spin-orbit coupling (SOC) [87]
and systems with narrow Feshbach resonances [88]. Hence, to
produce a true bound state even for this 1D system a critical
amount of attraction strength (Uc) is required and Uc can go
to zero at a finite center of mass.

Finally, we present an analysis of the effect of the synthetic
gauge field on two properties of the strongest bound state
occurring at Q = Qg , namely, the mass (m) and the binding
energy (Eb). We show the behaviors of m and Eb as a function
of φ in Figs. 3(e) and 3(f), respectively, for the M = 2 case
with a value of U larger than the one at which resonances occur.
We note that, although m changes by a small amount, there is
a large change in the Eb as φ increases. Both of them decrease
with the increase in � for fixed φ. The sudden reduction in
Eb [see Fig. 3(f)] as soon as φ 
= 0 is due to the discontinuity
in E

p

th as discussed earlier [see Fig. 3(a)]. Keeping φ and U

fixed, as � increases, the effective hopping parameter of the
system increases and this acts against bound-state formation
[gives reduction of the binding energy seen in Fig. 3(f)].
However, flux promotes bound-state formation enhancing Eb

043634-5



SUDEEP KUMAR GHOSH AND UMESH K. YADAV PHYSICAL REVIEW A 94, 043634 (2016)

with increasing φ at a fixed �. Hence, there is a competition
between � and φ in forming bound states. Although we see
from Fig. 3(d) that the mass varies nonmonotonically for
“larger” values of �, first it decreases and then it increases
with the increase in flux. Another interesting phenomenon is
that for a fixed φ and U , when � is increased, or for a fixed φ

and �, when U is decreased, the zeros of the secular matrix can
move above the scattering threshold and appear below the next
scattering continuum, giving rise to bound states in-between
the bands.

V. MANY-BODY PHYSICS

We use the finite-system DMRG [79–82] algorithm, re-
taining up to 500 truncated states per DMRG block with a
maximum truncation error of 10−7, to simulate a fermionic
SD system with N number of particles and an open boundary
condition (OBC) along the physical direction. This system
having L physical sites and M hyperfine states in the synthetic
direction can then be viewed as a “synthetic” ladder with
M legs and L rungs. The spin-flip term [Eq. (7)] present in
the Hamiltonian of the system reduces the symmetries of the
problem to only the total occupation at a physical site i to be
conserved. The total density of particles (n) of the system is
defined as n = N/L and we consider n � 1.

For this many-body SD system with the SU(M) symmetric
attractive interaction, we are now interested in looking into the
nontrivial effects brought solely by the synthetic gauge field
and the consequences of the novel phenomena occurring at the
two-body level discussed in the previous section. To this end,
we discuss our results considering the M = 2 fermionic SD
system as an example. We focus in the parameter regime where
there is no “population imbalance” between the two legs.
Here, the population imbalance should be defined carefully
since the total number of particles in each of the legs is no
longer conserved. We define the average number of particles
in the σ th leg as 〈Nσ 〉 = ∑

i〈ni,σ 〉, with ni,σ being the number
operator corresponding to the site (i,σ ) of the ladder. Then the
population imbalance in the system is defined by (〈N1〉-〈N2〉)
and when there is no population imbalance 〈N1〉 = 〈N2〉.

We investigate the nature of the many-body ground state
by computing the ground-state expectation values of different
local and nonlocal correlation functions of the system. Then,
quasi-long-range coherence in the system can be deciphered
by an algebraic decay in the nonlocal correlation functions.
First, we consider the pair correlation function (PCF) of the
system defined as

Xi,j = 〈b†i,1b†i,2bj,2bj,1〉. (15)

It measures the propensity of pair formation in the system
and its algebraic decay with distance |i − j | indicates the
formation of a quasi-long-range pair superfluid phase such as
the FFLO phase if the pairs have finite COM. We also define
the pair momentum distribution function (PMF) by the Fourier
transform of Xi,j as

X (kn) =
∑
l,m

�l(kn)�m(kn)Xl,m, (16)

FIG. 4. Synthetic-gauge-field-induced FFLO states. Variation of
the pair momentum distribution function X (kn) for the M = 2
(fermionic) case with �/t = 1, L = 100 (number of physical sites),
and total density of particles n = 0.3, as a function of the pair
momentum (kn) for different values of φ. Panel (a) shows that the peak
of X (kn) shifts to a finite value of kn = QF as φ becomes nonzero,
signaling the emergence of the FFLO states. The FFLO momentum
QF ∝ φ [shown in the inset of panel (a)]. This has its origin in the
formation of finite-momentum dimers shown in Fig. 3(b). Panel (b)
shows that at a fixed φ, the FFLO peak disappears continuously as U

decreases.

where �l(kn) = [2/(L + 1)]
1
2 sin(knl) are the wave functions

of a spinless noninteracting 1D tight-binding chain with
an OBC, where kn takes on values kn = πn/(L + 1) with
n = 1, . . . ,L and its minimum value is k1. We note that
the above definition of the PMF is analogous to that of the
PBC in the physical direction for which it would be X (k) =
(1/L)

∑
l,m ejk(l−m)Xl,m. It is related to the pair creation op-

erator [defined in Eq. (12)] as X (k) = 〈P †
Q(1,2)PQ(1,2)〉δk,Q.

Hence, the PMF can be thought of being a measure of the
population of pairs in the system with COM Q.

The results of the variations of the PMF for different values
of φ are shown in Fig. 4(a). A narrow peak of the PMF at
a finite value of kn > k1 suggests the formation of an FFLO
ground state with the pairs having an FFLO momentum, QF .
This needs to be confirmed by comparing the algebraic decay
of the FFLO correlation [Eq. (15)] with other correlations of
the system and making sure that the FFLO correlations are
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indeed the dominant correlations of the system. We note from
Fig. 4(a) that, for the chosen value of �, the ground state
for the φ = 0 case is not an FFLO state (QF = k1), and as
φ deviates from zero, the QF starts deviating from k1. In
addition, QF scales linearly with φ as shown in the inset of
Fig. 4(a). This scaling is reminiscent of and related to the
scaling of the momentum (Qg) of the two-body bound states
shown in the inset of Fig. 3(b), so we see that the two-body
finite-momentum dimers (discussed in the previous section)
result in the FFLO ground states in the many-body SD system.

As discussed in Sec. III and shown in Fig. 2, there is a
change in the single-particle spectrum of the system with
changing φ at a fixed value of �. As a result, corresponding to a
fixed density of particles in the system, there is a change in the
topology of the Fermi surface, the so-called Lifshitz transition
[89], as a function of φ. The Fermi surface changes from
having two Fermi points to four Fermi points with increasing
φ. We then expect to see changes in the formation of the
FFLO states in the system due to this Lifshitz transition. When
there are four Fermi points in the system (as is the case for
φ = 0.3 and 0.4 shown in Fig. 4 with the given density), the
noninteracting system (U = 0) itself shows a sharp peak in
the PMF at QF ∝ φ although the peak value is very small
compared to the one shown in Fig. 4(a). However, the FFLO
correlations in the system are short-ranged and there is no
quasi-long-range order in the system. Hence, for these cases a
careful diagnosis for the FFLO states is necessary and must be
done as usual by first noting a sharp peak in the PMF as well as
making sure that FFLO correlations are dominant correlations
of the system.

We further analyze the properties of the FFLO ground states
by investigating the behavior of the X (kn) at a fixed φ as a
function of U [shown in Fig. 4(b)]. It is noted that the strength
of the FFLO peak gets suppressed strongly with decreasing U .
Finally, with a continuous decrease in U , the peak diminishes
and gets transformed into a broad hump [for the case shown
in Fig. 4(b)] or a strongly suppressed peak (for the cases of
φ = 0.3 and 0.4 having four Fermi points in their respective
Fermi surfaces) corresponding to a ground state with no quasi-
long-range order. Hence, there is quasi-long-range coherence
in the system only for U > Uc, where Uc is a critical value
of attraction. This is similar to the usual 1D Fermi gas with
a Zeeman field and no spin-orbit coupling [33]. We also note
that this phenomenon is consistent with our discussion of the
two-body problem (the two-body bound states can form only
above a critical value of attraction).

To get a better understanding of this phenomenon of
the vanishing of FFLO correlations with decreasing U , we
define the following two properties of the FFLO peaks
shown in Fig. 5. (i) The peak anomaly (P) [31] is defined
as P = [2X (QF ) − X (QF + k1) − X (QF − k1)]. It can be
thought to be proportional to the difference in the right and
left discrete derivatives of X (kn) evaluated at kn = QF . It
measures the anomaly of the X (kn) at kn = QF and when the
peak diminishes P goes to zero. (ii) The second property is the
area (A) under the PMF curve (shown in Fig. 4) with respect
to that of the U = 0 case. It gives a measure of the pairing
of particles with respect to the noninteracting case when there
is no pairing. We show the variation of P in Fig. 5(a) and
of A in Fig. 5(b) as a function of U . We note that both of

FIG. 5. Properties of the FFLO states for M = 2, �/t = 1, n =
0.3, and L = 100. Panels (a) and (b) respectively show the variations
of the peak anomaly (P) and the area (A) under the X (kn) curve as a
function of U for different values of φ. Here, A0 is the value of A at
U = 0.

them decreases with decreasing U due to the suppression of
the FFLO correlations noted in Fig. 5(b). This suppression is
stronger for smaller values of φ, generating sharp decreases in
P and A, but for larger φ, they change smoothly. Interestingly,
we also note that the variation of P with U for smaller values
of φ is similar to that of an order parameter in standard phase
transitions; i.e., it is zero when this are no FFLO states while
it becomes nonzero when FFLO states appear in the system.
However, for larger values of flux, due to the presence of a peak
even for the noninteracting case, as discussed earlier, there are
smooth changes in both P and A.

The suppression of the FFLO correlations is also related
to the formation of two-body resonancelike features in the
scattering continuum as discussed in Sec. IV B. In the
parameter regime, where these resonancelike features appear,
the state becomes a strongly interacting normal state. The
FFLO correlations become short-ranged and are no longer
dominant correlations of the system. It will be interesting to
investigate different properties of this state and explore other
quasi-long-range orders in the system. Similar physics has also
been pointed out in 3D spin-orbit-coupled Fermi gases with
detuning and a Zeeman field [87].

In Fig. 6, we show the behaviors of a local correlation
function and a few nonlocal correlation functions of the M = 2
SD system in real space. The local correlation function under
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FIG. 6. Local and nonlocal correlation functions. Parameters
are M = 2, �/t = 1, φ/(2π ) = 0.2, n = 0.3, and L = 100. (a)
Variations of the local average density of particles 〈ni,1〉 in the lowest
σ = 1 leg as a function of the site number i are shown for two
different values of U . In the inset, we show the variation of the
difference �ni = 〈ni,1〉 − 〈ni,2〉 for the same U values. (b) Behaviors
of the nonlocal correlation functions X0, C1, and C2 (defined in the
text) with respect to the central site at L/2 are shown. We note that
the FFLO correlation (X0) is the slowest to decay.

consideration is the on-site average density of particle in the
lowest leg 〈ni,1〉. Its behavior is shown in Fig. 6(a) as a
function of the site number i for different values of U and
Friedel oscillations expected for a system with an OBC [31]
are seen. In its inset we show the difference in the on-site
populations of the two legs �ni = (〈ni,1〉 − 〈ni,2〉) and see
�ni = 0 for all values of i. From this figure, we stress the
point that, for the parameter regime under consideration, there
is no population imbalance in the system. Hence, these FFLO
states are different from those predicted in the imbalanced
1D Fermi gases [29–33] and are solely the effect of the
synthetic gauge field present in the SD system (similar results
of flow-enhanced pairing are also seen in 3D Fermi gases
with SOC [87]). Finally, in Fig. 6(b) we show the following
nonlocal correlation functions with respect to the central site at
L/2: a particular case of the PCF X0 = Xi,L/2 [see Eq. (15)], a
single-particle correlation function corresponding to the lowest
(σ = 1) leg C1 = 〈b†i,1bL/2,1〉 and the highest (σ = 2) leg

C2 = 〈b†i,2bL/2,2〉. We note that the single-particle correlations
are short-ranged but the PCF X0 shows algebraic decay with
distance and is the slowest to decay. This signals the existence

of a quasi-long-range order [33] in the system with dominant
FFLO correlations.

VI. SUMMARY AND OUTLOOK

In summary, we investigated the interplay of the synthetic
gauge field and an SU(M) symmetric attractive interaction
in the SD system. We showed that the synthetic gauge
field changes the single-particle spectrum of the SD system
significantly and with a fixed density of particles this change
leads to a Lifshitz transition of the Fermi surface from having
two Fermi points to four Fermi points. We then focused on
analyzing the novel effects brought solely by the synthetic
gauge field and followed the didactic route of the BCS analysis
by considering the two-body instabilities of the system first and
then looking for their consequences in the many-body setting.

Using the T -matrix formulation, we showed that the
synthetic gauge field causes unusual effects on the two-body
bound-state spectrum of the system. It produces dimers having
a finite momentum which scales linearly with the magnetic
flux. They can become two-body resonancelike features in the
scattering continuum with a large change in the phase shift
with decreasing the strength of the interaction. As a result,
even for this 1D system a critical value of attraction strength
is required to form bound states.

Using DMRG, we then showed that these features give
rise to exotic many-body ground states such as the FFLO
state. The FFLO states appear in the system even without any
“imbalance” solely due to the synthetic gauge field present
in the system in contrast to the usual 1D Fermi gases with
population imbalance. The FFLO momentum of the pairs
formed in the system scales linearly with the magnetic flux.
These states disappear gradually with a continuous decrease
in interaction strength and are present only above a critical
value of interaction having behaviors similar to those of the
two-body bound states. We analyzed different properties of
these states and showed that there are interesting measures to
diagnose their presence in the system.

On the other hand, we mentioned that a noninteracting
fermionic SD system has already been experimentally realized
in Ref. [67] using 173Yb atoms. SU(M) symmetric interaction
can be produced by using orbital Feshbach resonances [90–92]
in this system. Also, there are other potential candidates for the
experimental realizations of the SU(M) symmetric fermionic
SD systems, such as using 6Li [93] atoms. Finally, we would
also like to point out that the SD system has the potential to re-
alize a multiflavor generalization of an interesting topological
model known as the Creutz ladder [83] model. This model has
many interesting properties like the production of topological
defects [94], the generation of persistent currents [95], the
decay of edge states [96], etc., and shows interesting behaviors
in the presence of interactions [97]. Since the on-site spin-flip
terms are already present in the SD system, the additional
ingredient necessary for this realization is the generation of
nearest-neighbor spin-flip terms. These can be achieved by
following the proposal of Mazza et al. [98] to induce controlled
Raman transitions between nearest-neighbor different flavor
particles. We conclude by hoping that the interesting results
presented in this article will be useful for further studies in this
system.
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APPENDIX: T -MATRIX FORMULATION

In this appendix, we give the details of the T -matrix
formulation of the two-body problem of the SD system with an
SU(M) symmetric attractive interaction discussed in the text.
This general formulation accommodates both fermionic and
bosonic particles and we use the parameter ζ , which is −1 for
fermions and +1 for bosons. To proceed, we first note that the
pair creation operator [defined in Eq. (12)] can be rewritten as

P
†
Q(σ,σ ′) =

∼∑
k

[
b
†
Q

2 +k,σ
b
†
Q

2 −k,σ ′ + ζb
†
Q

2 −k,σ ′b
†
Q

2 +k,σ

]
. (A1)

Now, we want to express this operator in terms of the two-body
state |K〉 = a

†
k1,α1

a
†
k2,α2

|0〉 already defined in the text. To this
end, we use the unitary matrices Rσ,α1 (k,k1) and recast the
above Eq. (A1) as

P
†
Q(σ,σ ′) =

∑
K

V
Q
σ,σ ′ (K)|K〉,

=
∼∑
K

W
Q
σ,σ ′ (K)|K〉. (A2)

Here, we have defined

V
Q
σ,σ ′ (K) =

∼∑
k

[
Rσ,α1

(
Q

2
+ k,k1

)
Rσ ′,α2

(
Q

2
− k,k2

)

+ ζRσ ′,α1

(
Q

2
+ k,k1

)
Rσ,α2

(
Q

2
− k,k2

)]
,

∑∼
k ≡ ∑

k�0 and W
Q
σ,σ ′ (K) = [V Q

σ,σ ′(K) + ζV
Q
σ,σ ′ (K̃)]. We

note that WQ
σ,σ ′ (K) can be thought of as the potential felt by the

two-body state |K〉 or the amplitude of the pair with COM Q in
the state |K〉. Denoting the scattering channels as c ≡ (σ,σ ′),
the interaction term HI [Eq. (11)] takes the form

HI =
∑
Q

∼∑
K,K ′

WQ(K,K ′)|K〉〈K ′|, (A3)

where

WQ(K,K ′) = − U

2L

∑
c

WQ
c (K)WQ∗

c (K ′), (A4)

which can be thought of as the total effective scattering
potential acting over all the c scattering channels with fixed
Q. As described in the text, there are κ number of independent
scattering channels in the system.

For a given Q, we now use the T -matrix formalism (closely
following Refs. [48,86,87]) to write the T -matrix equation as

(suppressing the Q labels)

TK,K ′ (ω) = W(K,K ′) +
∼∑
K1

W(K,K1)G0(K1,ω)TK1,K ′ (ω),

(A5)

where G0(K,ω) = 1/(ω+ − E(K)) is the two-particle non-
interacting Green’s function and ω+ ≡ (ω + j0). The above
equation can be recast into the following form:

TK,K ′ (ω) = − U

2L

∑
c

Wc(K)[W ∗
c (K ′) + �c(K ′,ω)], (A6)

which reveals the fact that the T matrix is separable in
incoming and outgoing state contributions in each channel.
Here we have defined

�c(K,ω) =
∼∑
K1

Wc(K1)G0(K1,ω)TK1,K (ω). (A7)

Then using Eq. (A6) in the above Eq. (A7), we note that
�c(K,ω) satisfies the following equation:

∑
c1

[δc,c1 + U�c,c1 (ω)]�c1 (K,ω) = U
∑
c1

�c,c1 (ω)W ∗
c1

(K),

(A8)
with

�c,c1 (ω) = 1

2L

∼∑
K

W ∗
c (K)G0(K,ω)Wc1 (K). (A9)

We now define two column vectors,
˜
�(K,ω) and

˜
W (K),

whose cth elements are �c(K,ω) and W ∗
c (K), respectively.

We also define two matrices
˜
�(ω) and the all important

secular matrix
˜
L(ω) whose (c,c1)th elements are �c,c1 (ω)

and Lc,c1 (ω) = [δc,c1 + U�c,c1 (ω)], respectively. Then, we can
solve the Eq. (A8) formally to obtain

˜
�(K,ω) = U

˜
L−1(ω)

˜
�(ω)

˜
W (K). (A10)

Plugging this equation into Eq. (A6), we note that the poles
of the T matrix, which give the energies of the κ number
of bound states, are determined by the solutions of the
equation

Det[
˜
L(ω)] = 0. (A11)

For a general φ, therefore, we solve this equation numer-
ically and obtain different bound-state properties of the
system.
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Phys. Rev. Lett. 99, 120403 (2007).

[20] L. Dong, L. Jiang, and H. Pu, New J. Phys. 15, 075014 (2013).
[21] Z. Zheng, C. Qu, X. Zou, and C. Zhang, Phys. Rev. Lett. 116,

120403 (2016).
[22] M. W. Zwierlein, A. Schirotzek, C. H. Schunck, and W. Ketterle,

Science 311, 492 (2006).
[23] G. B. Partridge, W. Li, R. I. Kamar, Y.-a. Liao, and R. G. Hulet,

Science 311, 503 (2006).
[24] Y.-a. Liao, S. C. Rittner, A. T. Paprotta, W. Li, G. B. Partridge,

and R. G. Hulet, Nature (London) 467, 567 (2010).
[25] H. Hu and X.-J. Liu, Phys. Rev. A 73, 051603 (2006).
[26] K. Yang, Phys. Rev. B 63, 140511 (2001).
[27] G. Orso, Phys. Rev. Lett. 98, 070402 (2007).
[28] M. Casula, D. M. Ceperley, and E. J. Mueller, Phys. Rev. A 78,

033607 (2008).
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[83] M. Creutz and I. Horváth, Phys. Rev. D 50, 2297 (1994).
[84] The limit � = 0 and φ 
= 0 is not well defined because strictly

speaking the unitary transformation to change the basis is valid
only when � 
= 0.

[85] L. Dong, L. Jiang, H. Hu, and H. Pu, Phys. Rev. A 87, 043616
(2013).

[86] J. R. Taylor, Scattering Theory (Dover, New York, 2006).
[87] V. B. Shenoy, Phys. Rev. A 88, 033609 (2013).
[88] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev. Mod.

Phys. 82, 1225 (2010).
[89] I. M. Lifshitz, JETP 11, 1130 (1959).
[90] R. Zhang, Y. Cheng, H. Zhai, and P. Zhang, Phys. Rev. Lett.

115, 135301 (2015).
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