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In the framework of the signal processing approach to single-atom resonance fluorescence with spectral
resolution, we diagrammatically derive an analytical formula for arbitrary-order spectral correlation functions
of the scattered fields that pass through Fabry-Perot interferometers. Our general expression is then applied to
study correlation signals in the limit of well separated spectral lines of the resonance fluorescence spectrum.
In particular, we study the normalized second-order temporal intensity correlation functions in the case of the
interferometers tuned to the components of the spectrum and obtain interferential corrections to the approximate
results derived in the secular limit. In addition, we explore purely spectral correlations and show that they can
fully be understood in terms of the two-photon cascades down the dressed state ladder.
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I. INTRODUCTION

Single-atom resonance fluorescence (RF) has for decades
served as a basic quantum electrodynamical model to study
light-matter interactions [1,2]. One of the most famous features
of RF is the emission spectrum of a strongly laser-driven atom
consisting of three Lorentzian peaks [3—7], which is often
referred to as the Mollow triplet. The RF spectrum provides
information about the elementary scattering processes of laser
photons on the atom. The identification of the scattering
processes that are correlated requires a study of higher-order
spectral correlation functions [8].

To measure frequency resolved RF photons, one puts a
spectral apparatus, such as a Fabry-Perot interferometer [9,10],
between a laser driven atom and a broadband detector. The
presence of an interferometer in the measurement setup poses
some fundamental questions, such as, what is the collapsed
atomic state following detection a spectrally resolved photon
[11]?7 Furthermore, finite resolution of any realistic filter leads
to deviations of the observed (i.e., physical) RF spectra and
spectral correlation functions from the ideal ones (i.e., resolved
infinitely sharply).

The problem of a theoretical description of spectral detec-
tion with a proper account of the filtering process in RF from
real atoms attracted much attention in the late 1970s till the
early 1990s [12-20]. In particular, temporal correlations be-
tween RF photons emitted into the components of the Mollow
triplet have been studied for a wide range of filter bandwidths
[12-14,19-21] in the limit of well separated spectral lines
[2,12,13], providing a good quantitative agreement with the
experiments [19,20,22].

In recent years, progress in coherent control of artificial
atoms (e.g., quantum dots, superconducting qubits, etc.) has
furnished interest in using their RF in applications, such
as quantum logic devices or single-photon generators [23].
Nonlinear optical spectroscopy with man-made quantum
emitters has become a mature field where such experimental
milestones as the observation of the Mollow triplet [23—-27] and
of the bunching of the time-ordered emission of the sideband
photons [28] have been reached. However, the optimization
of the operation regimes of devices based on artificial atoms
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requires a more accurate analysis of the spectral correlation
functions in RF than was hitherto obtained. Since RF from
both real and artificial atoms can be described by essentially
the same formalism, what remains is to generalize the theory of
spectral correlations in RF to arbitrary driving field strengths
and to arbitrary filter tuning frequencies.

This problem has been addressed in [29]. Based on the ap-
proach developed in [29], full two-color correlation functions
of light emitted by a quantum dot have been calculated [30,31].
In particular, it has been shown [31,32] that by spectrally
selecting pairs of RF photons it is possible to produce
frequency-entangled photon pairs or photons exhibiting strong
bunching. The latter effect has recently been experimentally
confirmed [33].

Our present contribution is motivated not by the need to
identify spectral filtration regimes that would further enhance,
e.g., the nonclassical properties of RF, but rather by the
following two factors. First, within the method of [29], each
interferometer is treated as a separate quantum system (sensor)
that is weakly coupled to a laser-driven quantum emitter.
Though this approach, being in the spirit of the theory of
cascaded quantum systems [34,35], is physically sound and
general, its implementation demands working in the Hilbert
space that is a tensor product of the constituents’ Hilbert
spaces. Since this implies exponentially increasing complexity
with the number of sensors, it is desirable to put forward an
alternative method that is free of this drawback. A method
which we develop in this work represents a generalization of
the so-called signal-processing approach of [15-20], where
each filter is treated as a black box, whose output is related to
the input by a spectral response function [9]. In this framework,
all calculations are performed in the Hilbert space of a single
atom.

Second, in order to quantify spectral correlations, correla-
tion functions that are normalized in one or other way have
been employed in [29,31,32]. In the limit of well separated
spectral lines, these functions attain large maxima on the tails
of the spectral distribution of RF. A special class of scattering
processes—the “leapfrog” processes—has been introduced to
explain the origin of these strong correlations [30]. However,
it is one of the goals of this paper to show that the concept
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of the “leapfrog” processes is not justified; large values of the
correlations functions stem from post-selection on the tails of
the RF spectrum.

The rest of the paper is structured as follows. In the next
section we recall the model of single-atom resonance fluores-
cence and define the general spectral correlation functions
of the scattered fields that are transmitted by Fabry-Perot
filters with arbitrary bandwidths and tuning frequencies.
In Sec. III we develop our method and derive a general
analytical expression for the spectral correlation functions.
Next, we adapt our method to the case of temporal and
spectral detection, and calculate the normalized second-order
temporal intensity correlation functions of spectrally filtered
fields. Section V is devoted to the application of our approach
in the limit of well separated spectral lines. Thereby, we
compare our results with the previous analytical results [20]
that were obtained in the secular approximation [2]. Besides,
we present an alternative explanation of the strong correlations
reported in [30] and calculate the unnormalized spectral
correlation function, which exhibits no signatures of the
leapfrog transitions. We conclude our work in Sec. VL.

II. SPECTRALLY RESOLVED DETECTION
OF RESONANCE FLUORESCENCE

We set out this section with the description of the model
of single-atom resonance fluorescence. We present a master
equation governing the dynamics of the atomic reduced density
operator, as well as its formal solution. In Sec. II B we consider
the problem of spectral detection of resonance fluorescence.
Here we recall the relation between the normally ordered
correlation functions of fields transmitted by Fabry-Perot
interferometers and the multitime atomic dipole correlation
functions.

A. Master equation

Our system of interest consists of a single immobile
two-level quantum emitter (an atom, molecule or a quantum
dot) interacting with the quantized radiation field (bath) and
with a monochromatic laser wave, whose frequency, wy, is
close to the atomic transition frequency, w4 | — wa| K wa.
The laser field induces coherent dynamics of the atomic
populations and coherences, whereas the coupling of the atom
to the radiation field induces spontaneous emission as well
as a decay of the off-diagonal elements of the atomic density
matrix. The total Hamiltonian of this system reads

H = Hy+ Har + Hr + Hyr, (D

where H, is a free two-level atom Hamiltonian, H,4; is an
interaction Hamiltonian of the atom with the laser field, Hr
is a free Hamiltonian of the radiation field, and Hsfr is an
interaction Hamiltonian of the atom with the radiation field.
We assume that the field bath is initially in the vacuum
state and employ the standard Born-Markov and rotating
wave approximations to derive a master equation governing
the evolution of the reduced density matrix of the two-
level system p = ps = Trr(par), averaged over the radiation
field’s degrees of freedom (F). In the frame rotating at the
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laser frequency, the resulting master equation reads [36]:
. A LV
p=~Lp= lE[O-ZuO] - lz[m +o0_,p]

+yQo_poy —oyo_p—poo-),  (2)

where £ is a Liouvillian superoperator, o, = |2)(1|,0_ =

[1)(2] and o, = |2)(2| — |1)(1| are respectively the atomic

raising, lowering and inversion operators, A = w; — wa,v is

the Rabi frequency, and y is half the spontaneous decay rate.
Equation (2) has a formal solution,

p(t) = e“ p(ty),

or, in a matrix form,

2
pa(t) =Y Dyt — to)pi; (o), 3)

i,j=1

where D;fl (1) are the matrix elements of the Green’s matrix [37]
of Eq. (2). By virtue of the quantum regression theorem [38],
arbitrary multitime dipole correlation functions for an atom
whose dynamics is governed by the Markov master equation
of type (2) can be expressed through products of Dj)(¢) [37]
(see Sec. IIT A).

B. Correlation functions of spectrally filtered fields

According to Glauber’s photodetection theory [39], quan-
tum statistical properties of the electromagnetic field can be
characterized by a set of the normally ordered field correlation
functions,

n,m
G( )(Xl’ o X, X4 --~»Xn+m)

= (ETVx) - EVEDEP Xy p1) - EP i), ()

where E#/7)(x;) denotes the positive-/negative-frequency part
of the electric field vector operator at the space-time point
X; = {r;,t;}.

Let us consider spectral detection of single-atom resonance
fluorescence, whereupon each of the field components scat-
tered by the atom is spectrally resolved by an interference
filter. Then the positive-frequency component of the field can
be represented as the following sum [40,41]:

EM(x) = B (x) + B (x)), (5)

free

where the first and second terms in the right-hand side are,
respectively, the free- and source-field components. Due to
the vacuum initial state of the radiation field, the free-field
component does not contribute to the normally ordered aver-
ages of the field operators, and will be dropped in subsequent
expressions.

The spectrally resolved field of the atomic source is given
by the convolution [9,41]

t
QWm+ArHW@m/d“W—ﬁ¢W% (6)
0

where T(¢) is the filter transmission function, At is the time
delay caused by difference between the speed of light in a
dielectric medium of the filter and in vacuum, and o_(¢) is
the atomic lowering operator in the frame rotating at the laser
frequency. In passing, we note that the integral form (6) is
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typical of non-Markov processes [42,43], since the filtered
field at time ¢ is determined by the distribution of the atomic
emission events over the entire atom-laser field interaction
history.

Throughout this work, we assume our filtering devices to
be Fabry-Perot interferometers, whose transmission response
functions can be approximated by a single exponential [9],

Ti(t) = ©()le” THO",

(7
= O@)Re[A]e ™,

where ©(¢) is the unit step function, I" is the filter bandwidth,
and 6§ = w — w; is the detuning between the filter and laser
frequencies.
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Before we move on, we would like to mention a recent work
on spectral correlations of photons emitted by a laser driven
single molecule [44], where the filtering device has implicitly
been referred to as the Fabry-Perot interferometer. However,
the expression for the frequency resolved field correlation
function in [44] differs from that given by Eq. (8) and rather
corresponds to the spectral decomposition performed by a
prism [43].

Equation (6) can be simplified if we ignore the retardation
effects and set Ar + |r|/c = 0 for each atom-filter-detector
path. This approximation becomes exact in the steady state
limit — oo, on which we will focus henceforth. Furthermore,
we assume equal optical paths from the atom to each detector.
In this case the spatial dependence in (6) can be dropped and we
arrive at the following expression for the correlation function
of the spectrally resolved fields [17,18]

|
t t ! !
G(n'm)()\,l, ...,)Ln,)"n+l9"")“n+m) = lim / dtl / dfn/ dtn+1 / dtn+m
t—o0 Jo 0 0 0

X TfT(l —t)-- Tf:(t - tn)Tf“H (t —thy1) - Tfnﬂl(t - tn+m)<7[o+(ll) to O'+(ln)]<77[07(tn+l) s 0 (tagm)])s (8)

where 7[~ -] (<7_"[~ --]) are the operators of chronological
ordering which arrange the atomic raising (lowering) operators
such that their time arguments increase from left to right
(from right to left), as indicated by the arrows. Expression
(8) corresponds to simultaneous detection of n + m field
components (since #; =t for i =1,...,n+m) in a setup
where each positive- and negative-frequency field component
is filtered with an individual filter.

In the particular case of spectrally resolved intensity
correlation functions, one sets m = n and T, (t) = Ty,,,,_,(?)
(i=1,...,n). After we present a recipe for calculating
the functions G™™ (A1, ..., Ap,Ansls - - - shnem) in Sec. III,
we will focus on a spectral and temporal detection of
resonance fluorescence for n =m =2 in Sec. IV. In the
latter case, the intensity correlation function depends not only
on the parameters of two spectrometers, but also on a time
delay, t, between the detection events of spectrally filtered
photons.

III. DERIVATION OF A GENERAL FORMULA FOR
G"™ iy e e shnim)

In this section, we take the multifold integrals in the right
hand side of Eq. (8). We divide this task into two steps. In
Sec. IIT A, we introduce diagrams that allow us to express the
multitime dipole correlation function in a transparent way. In
Sec. III B, we use the Laplace transform to obtain the analytical
expression for this function.

A. Diagrammatic presentation of the multitime dipole
correlation functions

As seen from Eq. (8), the spectral field correlation function
represents a multifold convolution of the atomic dipole

(

correlation function,
—
Ctr, o tagm) = (T oy (0) -+ 04 (1)]

<«
x T [O‘*(thrl) e a*(ttﬁm)])v (9)

with the filters’ transmission functions. The calculation of
CUM™(ty, ... t,4m) is complicated by the fact that the atomic
operators do not commute with themselves at different times
[41]. Therefore, in order to find C""™(t1, ... ,t,+m), one needs
to split the multiple integral in the right-hand side of (8)
into a sum of (n + m)! time-ordered integrals and apply the
quantum regression theorem to each of the resulting functions
C™™(ty, ... tyrm), Whose arguments now have a definite
order.

In the following we show that this task—the calculation of
the convolution integrals of the time-ordered correlation func-
tions C™"™(ty, ... ,t,m)—can be accomplished, and a general
analytical expression for the function G™"™ (A1, ..., A,4m) can
be derived for arbitrary n,m.

According to the definition of the normally ordered
correlation function (8), times ¢y, ...,t, are associated with
the atomic raising operator o, whereas times t,41, ... ,t4m
are associated with the atomic lowering operator o_. It is
instructive to represent an arbitrary temporal sequence using
double-row diagrams, where the upper and lower rows carry
times associated with the operators oy and o_, respectively.
Figure 1 gives an example of a possible order of times
fi, ...ty namely, 0 < 11 < fyy S layn S Sy <00 <
ty < tyym < t. This type of diagram is somewhat reminiscent
of the double-sided Feynman diagrams that have been exten-
sively used in nonlinear optical spectroscopy [45]. Subsequent
times are connected by a single or a double line (see Fig. 1)
in accordance with the following rule: If the line’s outgoing
time is in the upper row then the line is single; otherwise,
it is double. These lines correspond to two types of matrix
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FIG. 1. Example of a diagram that corresponds to the following
time order: 0 <t <ty K KL <3 < <y Shgm <
t. Beside each time #; we include the exponents X; of the filter
transmission functions (7), with which the operators o.(#;) are
convolved. Subsequent times are connected by single or double
lines that are associated with the propagators D*!(¢) and D=(z),
respectively [see Eq. (10)].

propagators that are needed to assess the multitime dipole
correlation functions. As already mentioned, such correlation
functions can be expressed through products of the Green’s

matrix elements D,Z(t) [i,j,k,l = 1,2;seeEq. (3)], whose total

number is 16. However, since the function C""™(z1, ... ,tyim)
includes two types of atomic operators (o and o_), only
nine elements of D}/ () suffice to calculate C™™(ty, . .. ,tyym).

Consistently, three out of four density matrix elements p;;()
come into play; they can be arranged into a three-component
vector. The resulting matrix propagators and vector read

Diy(t) 0 Dh()
DY)y = | D) 0 D) |, (10a)
D)) 0 Di)
0 D@y D@
Dl =10 Dle) DEw|, (10b)
0 Di) D)
r(1) = [p12(1), 21 (1), P22 ()], (10c)

where D*1(¢) and D1(r) correspond to single and dou-
ble lines in a diagram, respectively. The computation of
C™™(ty, ... tyym) Now reduces to the multiplication of the
vector r(z), taken at the earliest time, by the propagators
between subsequent times. Finally, C (g Jotm) 18
given by the first (second) element of the resulting vector,
if the final time is in the upper (lower) row. As will become
clear shortly, it is convenient to denote these first and second
elements as {-}; and {-}_, respectively.

The above rules provide an unambiguous way to find
C™™(ty, ... tyem). For example, the expression for the multi-
time correlation function represented by the diagram in Fig. 1
reads

C(n’m)(tla .. 7tn+m) = {DH](tn-i—m - tn) e
DY(t,.3 — 1)DI (1, — £, ,)DI! —1,
X ( n+3 2) ( 2 n+2) (tn+2 n+l)

x Dty — t)r(t)} 4, (11)

and its generalization to an arbitrary double-row diagram (i.e.,
arbitrary time ordering) is straightforward.
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B. Calculation of the multifold convolution integrals
Now, expanding the right-hand side of (8) into a sum of
(n + m)! time ordered integrals, and using Eqgs. (7) and (11),
we arrive at the following expression for the function G*-™
(for brevity, we omit its arguments):

(n,m) . ! I ti/x+m—l
e = Z tl—lfgo/(; dtjl/(; dth'"/o dtj,.,

T(J1seeer Jntm)
n+m
X 1_[ er_}\/k(t_z/k){D[‘Y/z](l‘j] — tjz)
k=1
T D[Sj}l+M](tj»t+rn—l - tjn+m)r(tjn+m) }S,'I ’ (12)
where 7(ji,...,Ju+m) denotes permutations of indices
Jisevsjnem € {1,...,n +m}, and
|+ it e{l, ... n},
s,k_{_ ifj en+l...ntmy @I

Due to the exponential form of the filter transmission functions
(7), the latter are nothing but kernels of the Laplace transforms,
with variables A; (note that for each k,Re[Ar] =T > 0),
shown beside the respective times, #;, in Fig. 1. This allows us
to take the convolution integrals in Eq. (12) exactly, with the
result (see Appendix B)

- 1 n+m o
G( ’ )ZA— Z Fjl { |:1_[ ijDI /kl(Ak)i|roo} )
s

Tt k=2 o
(14)
where roo = lim,_, o, 1(2),
n+m
Ae=Y_ % (15)
I=k

and D#!(p) is Laplace transform of the propagator D'*!(z).
The explicit expressions for the elements of D*/(p) and ry
are given in Appendix A. Thus, according to our result (14),
the calculation of the stationary spectrally resolved correlation
function G"™ amounts to a sum of (n +m)! products of
(n +m — 1) matrices DI*(p) [see Eq. (10b)]; a task which
can be efficiently implemented numerically.

It should be noted that the structure of the expression (14) is
similar to that of single-atom spectral response functions that
appear in the multiple scattering theory of intense laser light
from cold atoms [46]. The precise relationship between these
two types of functions will be established in future work.

For the particular case of spectrally resolved intensity
correlation functions, we have m = n and Ay = (Aoyp1-1)*
(k =1,...,n). The correlation function G"" then depends
on n bandwidths and n detunings (instead of 2n bandwidths
and 2n detunings): G™" = G""(T,81;...:T,,6,).

For n = m =1, Eq. (14) reduces to the first-order spectral
field correlation function, which is related to the stationary
physical spectrum, S(I",8), via S(I",8) = I "'GU-(T,8) [41],
or

S(I,8) = Re (DN — id)ra)_1. (16)

We illustrate the I' dependence of the physical spectra
[see Eq. (16)] at a moderate generalized Rabi frequency,
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S(I,w-0,) (arb. units) 05

I=2.0y

20 -10 0 10 20
(0-o)y
FIG. 2. Stationary physical spectra S(I',w — w,), calculated us-
ing Eq. (16) atv = 10y and A = 2y (i.e., Q2 =~ 10.2y) for filter band-

widths I'/y = 0,0.1,0.5,1.0,2.0. The Mollow triplet corresponds to
limr_ o ST, — wy).

Q =~ 10.2y by several examples in Fig. 2. Like the Mollow
triplet, the stationary physical spectrum consists of three
Lorentzian components that are symmetrically shifted by 2
from the central peak, located at the laser frequency. Although
the line shape of the physical spectra, in general, deviates from

J
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that of the Mollow triplet [4], it tends to the latter in the limit
r—o0.

Let us finally note that the expression (16) for the stationary
physical spectrum can be generalized to a multilevel atom,
where it is possible to control interference between emission
processes from different dipole transitions of the atom through
variation of the filter bandwidth [47,48].

IV. TEMPORAL AND SPECTRALLY RESOLVED
DETECTION. CASEn =m =2

Having obtained the general expression, Eq. (14), for
the function G™™ we now specialize on the case of n =
m = 2, where the two photodetection events are separated
by a time delay t. From the definition of the temporal
intensity correlation function, we move on to a discussion
of its symmetry properties with respect to the filter tuning
frequencies at T = 0. Finally, we consider arbitrary time delays
and introduce diagrams that help us to take the emerging
convolution integrals.

A. Definition

In this section, we consider the case of simultaneous
temporal and spectral detection, focusing on the second-
order temporal intensity correlation function of the spectrally
resolved fields. For equal filter bandwidths, I'; = I'; = T, this
function is defined as

t t+t t+71 t
G(Tz’z)(l";él,éz):tlirgo / dn [ dn, / dts f du Tt — )TE — )Tyt — 13)Ty (t — t3)
- Jo 0 0 0

— e
X (T [o4(t)op ()] T [0—(t3)0-(t4)]), 17

where time delay T > 0 corresponds to the case where a photon
resolved by the interferometer with the detuning §; is detected
first.

B. Symmetry properties at T = 0

The zero-delay second-order intensity correlation function
reads [compare to Eq. (14)],

F3 4 _ 4
GE)Z,Z)(F’(SI,(S2)EZ Z { |:l_[ DB/k](Z )\‘],>:|r00] .
T(J1sees Ja) k=2 1=k 5,

(18)

Henceforth, all spectral correlation functions corresponding
to simultaneous detection (t = 0) will for definiteness be
furnished by the subscript 0. Consistently, the notation Gf)l’l)
will be reserved for the stationary first-order field correlation
function.

For simultaneous detection, the order of the detunings §,
and &, in Eq. (18) becomes immaterial, which leads to the
mirror reflection symmetry about the diagonal in the (6;,8,)
plane,

GEIT Ao =GP ab). (19)

(

Furthermore, at exact resonance (A = (), there appears an
additional mirror reflection symmetry about the antidiagonal
81 = —821

GEP (81,8 = GEI(T, =81, =8 (20)

Both symmetry properties can be explicitly demonstrated by
the perturbative calculation of the correlation signals using the
two-photon scattering amplitudes, which is valid in the limit
v < y. From Eq. (18) we obtain the result

4
G2? = (%) g +0((w/)°). @h

where

P = 8U'y8:8, + 8y + 42 [A 4 28,8, — A(8) + 8)]
AT 52482 — A1 +8,) |+ T [4T 481 + 82)7],
(22a)
0 = (y?+ AH(T? +67) (T + 83)[402 + (81 + 62)°]
X [T+ ) + (A =81+ y)° + (A — 8)°].
(22b)
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In the nonperturbative regime, Eqs. (19) and (20) also hold
true. In this case the symmetry GBZ’Z)(F,SI,Sz) = G(()z’z)(f‘,
— 81, — 82), at A = 0, is related to the equal state populations
of the eigenstates of laser-atom interaction Hamiltonian
(dressed states [2]; see Sec. VA 1).

C. Decomposition of Eq. (17)

Without loss of generality, we assume that T > 0 (the result
for T < 0 follows upon the replacements §; <> ), and expand
the fourfold integral in Eq. (17) into four terms:

4
G =3 (), (23)
k=1
where
t t t t
Ii(t) = lim dtI/ dt2/ dt3/ diy
t—00
X F(t -[)(l] (243.)
L(t) = hm/ dtl/ dl‘z/ dl3/ dty
X F(t -[)(l] (24b)
I;(t) = hm dtl/ dlz/ dl3/ dty
X F(t -[)(l] (24C)
Li(t) = hm dtl/ dl‘z/ dl3/ dty
X F(;,r)(fl coesla), (244d)
with
4
Fuo(ti... 1) =T%" He_kk(l_m

k=1

— <
X (T [o4(t)o ()] T [o-(13)0-(14)]).

(25)
Since I;(t) coincides, up to the exponential prefactor e 2''",
with G5 [see Eqgs. (24a), (25), and (17)], we obtain
h(w =e7"Gy?, (26)
22 . .
where G, is given by Eq. (18).

The remaining three integrals, given by Egs. (24b)—(24d),
are partially temporarily ordered.

By analogy with the case of the function G™™ (see
Sec. IIT A), we expand these integrals into fully time-ordered
ones, and use double-row diagrams to calculate the dipole

correlation functions (7 [y (1)o+ (t2)] T [0 (63)0_(12)]). Ex-
amples of fully time-ordered diagrams corresponding to
integrals Ir(t), I3(t), and I4(t) are presented in Fig. 3. It
is easy to see that there are overall six terms in the expansions
of Ir(t) and I3(7) into the fully time-ordered integrals. As
for 14(7), it can be decomposed into four fully time-ordered
integrals. The derivation of the analytical expressions for I>(7),
I5(7), and I4(7) is given in Appendix C.
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(a) (b)
tl; }\'1 tz, 7\'2 t]’ 7\‘1 t25 7\’2

. . +
O t3, 7\13 t4, }\‘4 t 1+t O t4; }\‘4 t [1; 7\‘3 I+T
()
A S
0 r5n, I 15 17T

FIG. 3. Examples of time-ordered diagrams that contribute to (a)
I(7), (b) I3(7), and (¢) I4(7).

Using the results obtained in this section, we will next
analyze the behavior of the second-order temporal intensity
correlation function of frequency resolved RF in the limit of
well separated spectral lines.

V. NUMERICAL RESULTS: LIMIT OF WELL-SEPARATED
COMPONENTS

In this section, we apply the general expressions that we
derived in Secs. III and IV to analyze correlation signals
in resonance fluorescence with spectral resolution in the
limit of well-separated components, €2 > y. Thereby, we
attain two goals. One the one hand, we obtain corrections
to the approximate expressions for the second-order temporal
intensity correlation functions that were obtained in [20]. On
the other hand, it is in this regime of strong atom-laser field
coupling where the authors of [30] introduced a new class of
elementary processes to explain the behavior of the normalized
second-order intensity correlation functions with spectral
resolution. We show that the observed features stem from
normalization, whereas spectral correlations can be understood
using the “standard” transitions down the dressed-state ladder.

A. Normalized second-order intensity correlation function
1. Approximate versus rigorous treatment

As already mentioned, in the limit Q > y, where Q =
(A% 4+ v?)!1/2 is the generalized Rabi frequency, the emission
spectrum of resonance fluorescence splits into three compo-
nents [4], each of which has a width of the order of y, that are
centered at the well-separated frequencies w; — 2, w,, and
wr, + Q2. In this case, the spectral lines of the RF triplet can
be attributed to spontaneous transitions down the ladder of the
so-called dressed states [12] (see Fig. 4),

(27a)
(27b)

|—) = copall) — s9/212),
[+) = s9,211) + co212),
where 0 = arccos(A /), and ¢, = cosx, s, = sinx. States

|£) are the eigenstates of the laser-atom interaction Hamil-
tonian [upper line of Eq. (2)]. An analysis of the transitions
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wr — O wp

A 4 A 4 |+>
F R T

FIG. 4. Dressed levels, |[+) and |—) [see Eq. (27)], and sponta-
neous transitions giving rise the resonance fluorescence triplet in the
limit of well-separated spectral lines. The components of the triplet
are centered at the frequencies w; — 2, w,, and w; + €2, which for
A = w; — wp > 0 are referred to as fluorescence (F), Rayleigh (R),
and three-photon (T) lines, respectively.

between the dressed states makes it possible not only to inter-
pret the RF triplet, but also to identify temporal correlations
between the components thereof [13,49]. However, the results
of [13,49] do not explicitly include spectral filters, which can
alter the statistics of the detected photons [50]. Furthermore,
the treatments of [13,49] are based on the secular approx-
imation (see below). The description of photon correlations
between the components of the Mollow triplet in the secular
limit, but with the incorporation of the frequency filters, has
been done in [19-21,51]. Some of the theoretical predictions
[19,20] have found a good agreement with the experimental
observation using broad filters, y < I' « € [19,20].

In this section, we present the results of our rigorous
calculations of the temporal correlations between the peaks of
the RF triplet. Thereby, we obtain corrections to the previous
approximate results [ 19,20] which are consistent with the small
error due to the secular approximation [2]. We recall that, to
derive the approximate master equation [20], one introduces
the atomic transition and inversion operators between the
dressed states,

So=1=0F Se=1H=l S=I[H ===l
(28)

Using Eq. (28), one can express the atomic operators of the
bare states basis as

(29a)
(29b)

o_ =Sz + Sz + 57,
or = S;+ S+ SF,

where the operators
Sy =3nS—. Sy =—s;,5-. S =s0025:/2 (30)

describe the emission of photons into the fluorescence (F),
Rayleigh (R), and three-photon (T) lines of the triplet (see
Fig. 4), with the account of the 8-dependent weights of the
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corresponding processes. Using the representation (29), and
employing the secular approximation [2] wherein interference
between the emission processes down the dressed states giving
rise to different peaks of the triplet is ignored, it is possible
to reduce the dissipative part of Eq. (2) to an incoherent sum
of spontaneous decay processes into the three components of
the RF triplet [20]. The temporal normalized second-order
intensity correlation functions of photons transmitted by two
wide spectral filters (y < I' <« €2), tuned to the components
o, B of the triplet (o, 8 = F,R, T, which means that the filters’
resonance frequencies coincide with the positions of the peaks
of the RF triplet: §;,6, = —2,0,22; see Fig. 4), can then be
found analytically [20] (see Appendix D). In Fig. 5, along with
the approximate results obtained in [20], we present our results
for the normalized temporal second-order intensity correlation
function,

G2I(T;a,p)

2 —
gr (ap;7) = ;
i Gy (M) GY- (T B)

€2V

where the numerator and denominator in the right-hand side
of Eq. (31) are given by Egs. (23) and (16), respectively.

In all cases, the approximate analytical results of [20]
are very close to the exact behavior (see Fig. 5). The only
feature that is not captured within the approximate treatment
are the oscillations of g(rz)(ot,B;r) with the frequency 2
and amplitude ~y /2 <« 1. These oscillations arise due to
interference between the emission processes giving rise to
different lines of the RF spectrum. The interference effect
is very small when the filters are tuned to the peaks of the
triplet (the small amplitude of the oscillations is consistent
with the error due to the secular approximation [2,38]).
However, setting the filters’s resonance frequencies in between
the Rayleigh peak and either of the sidebands enhances
the interference effect. In particular, interference between
different spontaneous emission processes down the dressed
state ladder results in the inversion of the reduced atomic
state following detection of the frequency filtered photon
[52]. Another situation where interference between different
emission processes cannot be ignored occurs beyond the limit
of well-separated spectral lines. For instance, a decrease of the
Rabi frequency down to 2 = 20y, see Fig. 6, results in the
increase of the amplitude of the interferential oscillations of
the function g?) (aB; ) and in the overall significant deviations
of the exact behavior thereof from the predictions of [20].

Let us briefly remind the main properties of the function
81("2) (aB; T) that are manifest in Fig. 5. Namely, the photons
within the Rayleigh line exhibit the Poisson statistics, that
is, they are uncorrelated [gf})(RR ;0) = 1, see Fig. 5(a)]. In
contrast, the photons emitted into the sidebands, as well
as the photons from the central peak and either of the
sidebands exhibit antibunching [¢2(TT;0) = ¢g@(FF;0) =
gP(RT;0) = g (RF;0) ~ 0, see Fig. 5(b.c)]. Finally, the
photons from different sidebands are uncorrelated at A =0
[see Fig. 5(d)]. Nonzero detunings A lead to the asymmetry of
the time-delayed coincidence rate and to bunching of photons
from different sidebands [¢(FT;0) > 1, see Fig. 5(e.f)].
The asymmetry of the function gl@(F T; 1) is a manifestation
of a definite time order between the processes giving rise
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FIG. 5. Temporal normalized second-order intensity correlation function, g(rz)(a,B; 7), for the components «,8 = F,R,T of the RF triplet
(see Fig. 4) that are resolved by the interference filter(s) with I' = 20y in the limit of well separated spectral lines (v = 200y ). Our numerical
results (“numer.”) are plotted for exact resonance (A = 0) and for the detuned driving (see legends) along with the analytical solutions
(““analyt.”), derived in [20] (see Appendix D). (a) B = RR, analyt. = Eq. (D1a); (b) «f = RF = RT, analyt. = Eq. (D1b); (¢) B = FF =TT,
analyt. = Eq. (Dlc); (d), (e) «f = TF, analyt. = Eqgs. (D1d), (Dle); (f) 8 = FT, analyt. = Egs. (D1d), (D1e). Note that analytical results are
independent of A in plots (a) and (b). Further on, plots (a) and (c) are presented only for ¢ > 0, since the function gl(ﬂz) (ar; T) is time symmetric

for @« = F,R,T.

to the detected photons — fluorescence (F) occurs after the
three-photon (T) scattering process, in agreement with [22].

2. The function g:.z)(Sl,Sz; 0) and “leapfrog” transitions
The results of Sec. VA1 suggest that the zero-delay
coincidence rate g(rz)(a,B; 0) allows one to distinguish between

14 1.2
(a) 0 (b)
1.24 TN T
. 0.8 \ |
S0 [ AAm——————— 1]
Q 0.6+
2 ]
=" 081 0.4 1}
(=]
— —analyt. 021 il
0.6 num. |
: 00—
0 1 2 3 4 5 5 -4-3-2-1012 3425
1.0 ] 16
/// (c) T\ (d)
0.8 g 1.4 I/ \
= / \
& 06 / 1211 A
= / / R
s 0.440\// 104 0 TTUSe—
/
021/ 0.8
/
0.0 ;
0 1 2 3 4 5 0.6 1 2 3 4 5
' YT

FIG. 6. Same as in Fig. 5 but for v =20y, A =0, and I' = 6y.
(a) B = RR, analyt. = Eq. (Dla); (b) «f = RF = RT, analyt. =
Eq. (D1b); (c) af = FF =TT, analyt. = Eq. (Dl1c¢); (d) B = TF,
analyt. = Eq. (D1d).

three different kinds of statistics: Poisson, bunching, and anti-
bunching. The type of the statistics stems from the dependence
of photon correlations on the particular two-photon emission
cascade down the dressed state ladder [13,49]. Therefore, in
a certain sense, the function gl(az)(oz,B;O) reflects information
about the elementary scattering processes on a laser driven
atom.

This fact has encouraged some authors to consider the func-
tion g(rz)(cSl,(Sz; 0), where §; and 4, are arbitrary, as a quantity
identifying possible scattering processes [29,30]. Examples of
the normalized correlation function 81(*2) (61,02;0) are presented
in Fig. 7. This function exhibits the mirror reflection symmetry
about the diagonal §; = §, and—at A = 0 —about the antidiag-
onal §; = —§,, in agreement with Eqgs. (19,20). However, the
most prominent feature of gl(-z)((Sl ,02;0) is its very large values
> 1 (‘resonances’) for the values of §;,5, that lie outside the
positions of the maxima of the RF spectrum. The origin of these
resonances has been attributed to a special class of elementary
scattering processes termed leapfrog transitions [30]. Accord-
ing to [30], these transitions cannot be described as emission
cascades down the dressed states’ ladder (see Fig. 4), but occur
via two-photon jumps mediated by virtual states. Recently,
strong correlations of the function g(rz)(S 1,823 0) in the domains
of §1,8,-values predicted in [30] have been measured in [33]
and regarded as the experimental evidence of the leapfrog
transitions.

However, the above interpretation of the function
81(*2) (81,62; 0) outstretches the physical meaning of this quantity.
Indeed, it is the emission spectrum that shows which of
the scattering processes are possible, whereas the spectral
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FIG. 7. Contour plots of the normalized correlation function 81(*2) (81,825 0) in the limit of well separated spectral lines, at ' = 0.4y, and (a)
v =100y, A =0; (b) v =50y, A = 80y. Both plots exhibit strong correlations at the values of §;,8, that lie beyond the positions the peaks
of the Mollow triplet at (a) §;,8, = 0, & 100y, (b) §;,8, = 0, - 94.34y.

intensity correlation function identifies which of them are
correlated [2]. Hence, the maxima of the function g{?)(ﬁl ,62;0)
should not be associated with a new kind of scattering
processes.

Therefore, we would like to present an alternative expla-
nation of the behavior of the function g{})(S 1,62;0) in Fig. 7.
The resonances in Fig. 7 can be understood using the dressed
state picture, if we recall that gl@(é 1,825 0) is the normalized
correlation function. Its very large values are attained on the
tails of the Lorentzian distribution (i.e., for |8, » — wy| = 10y,
with wy = 0, £ Q), where the denominator of Eq. (31) (the
product of spectral intensities) is very small. Yet the intensity
correlation function [the numerator of Eq. (7)] can be relatively
large, resulting in the magnitude of the ratio >> 1. Such a
condition is realized, for example, for pairs of the transmitted
photons whose frequencies satisfy the energy conservation
relation, w; + w; = 2wy [i.e., §; + 8 = 0, which corresponds
to the main antidiagonals §; = —4&, in Figs. 7(a) and 7(b)].
Other domains of strong correlations in Fig. 7 lie along the
lateral antidiagonals §; = —8, £ Q2. In this case the normal-
ized correlation function attains the maximum values on the
crossings with the main diagonal; that is, at §; = §, = £/2,
which lie in between the central peak and one of the sidebands.
In this case, interference between the processes giving rise to
the Rayleigh peak and to either of the sideband resonances of
the Mollow triplet, comes into play. Thus, such properties as
two-photon entanglement, violations of classical inequalities,
etc., are not due to special virtual transitions [31,32,53] but
rather due to frequency (post)selection on the tails of the
spectral distribution of the light resonantly scattered by an
atom.

Having thus shed light on the behavior of the function
gl(az)(él ,62;0), we will next present a true measure of spectral
correlations in RF which exhibits pronounced resonances only

in the frequency domains that coincide with positions of the
peaks of the RF spectrum.

B. A true measure of spectral correlations
in resonance fluorescence

To characterize spectral correlations in RF, instead of
gl@((S] ,02;0) we will use the unnormalized function [8]

AGP(T;81,87)

= Gy (381,8) — Go(T380Gy (T38). (32)

By definition, the function AG®(I';8;,8,) possesses the
symmetry properties (19) and (20). Furthermore, this function
has the following meaning: it attains positive (negative)
values for correlated (anticorrelated) pairs of spectrally filtered
photons and it vanishes for uncorrelated pairs thereof. It
was predicted in [8] that in the limit I' — O the sideband
photons satisfying the condition w; + w, = 2wy, are strongly
correlated, but the function (32) has not been systematically
studied.

In this work we illustrate Eq. (32) in Fig. 8 for the same
parameters’ values as used in Fig. 7. It is clear that the location
of the resonances in Figs. 7 and 8 are complementary to each
other: In Fig. 8 their position in the (§;,5,) plane coincides with
the position of the peaks of the RF triplet. Outside these regions
of pronounced (anti)correlations (which for I' < y spread over
areas with a linear size ~y), the spectral correlation function
in Fig. 8 forms a background where the absolute value of
AGP(T;8,,8,) is several orders of magnitude smaller than
that at the peaks.

Finally, let us discuss the character of spectral correlations
featured in Fig. 8. We remind that a variation of the filters’
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FIG. 8. Contour plots of the spectral correlation function AG®(T'; §;,8,) at ' = 0.4y and (a) v = 100y, A = 0,and (b) v = 50y, A = 80y.
Left panels show that AG®(I";8,,8,) exhibits (a) nine and (b) seven resonances. Four of the resonances in (a) and (b) are framed in
dashed boxes and labeled by roman numerals (i), (ii), (iii), and (iv). Right panels show magnified resonances (i)—(iv). The structure of
the remaining resonances can be extracted using the symmetry properties (a), (b) AGP(I'; 61,8,) = AGP(T;8,,8,) [see Eq. (19)] and (a)

AGO(T;81,8,) = AGP(T; =8, — 8,) [see Eq. (20)].

bandwidths can lead to a modification of the photon statistics
[50,51]. In other words, the statistics of the fields that are
valid for relatively narrow filters, with I' < y, in general
differ from the statistics in the case I' > y, discussed in
Sec. VA1 (note also Fig. 5 at T = 0). Figures 8(a) panels
(i,iv) and 8(b) panels (i,iv)] feature strong correlations for the
filters tuned either both to the Rayleigh peak or to the opposite
sidebands. Furthermore, within the Rayleigh lines, filters tuned

symmetrically with respect to the laser frequency and filters
tuned to the same frequency are also correlated. The former
correlation results from the energy conservation for photons
satisfying the relation §; + 8, = O; the latter one has a purely
classical origin, since AG®(I";4,8) has the meaning of the
variance. A signature of the latter (classical) correlation can
be noticed also when both filters are tuned to the sidebands
[see Fig. 8(a), panel (ii)]. The remaining (negative) resonances
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emerge when one of the filters is tuned to the central peak and
another one to either of the sidebands [see Figs. 8(a), panel
are anticorrelated when the filters are tuned asymmetrically
with respect the laser frequency [see Figs. 8(a) and 8(b), panel
(1)]. The given summary is consistent with the results of [21],
where temporal correlations between the fields, passed through
narrow filters that were tuned within the components of the RF
triplet, have been analyzed.

VI. CONCLUSION

We developed an efficient method to calculate spectral
correlation functions in single-atom resonance fluorescence.
Our method represents a generalization of the so-called signal
processing approach [16—18] to spectral filtration—wherein
an interferometer is treated as a black box relating the
output to the input by the response function—to arbitrary
parameters of the filters and laser driving field. An appealing
feature of our method is an intuitive character of its diagram-
matic implementation and the possibility to derive general
expressions for the correlation functions in an analytical
form.

In this work we applied our method to assess spectral
correlations in the limit of well separated spectral lines of
the RF spectrum and restricted ourselves to the second-order
intensity correlation signals passed through the Fabry-Perot
interferometers with equal bandwidths. Thereby we, on the
one hand, checked the validity of our results by comparing
them with the ones obtained previously [20] in the secular
limit. On the other hand, we showed that interference effects
between the contributions to the different components of the
RF triplet are not entirely negligible.

Finally, we critically examined the concept of “leapfrog”
transitions [30]. We showed that large values of the normalized
spectral intensity correlation function and associated effects
reported in [30,31] can be understood as a result of spectral
post-selection. Moreover, we explored a true measure of
spectral correlations and showed that its behavior can fully
be understood by considering the spontaneous two-photon
cascades down the dressed states ladder, without introducing
any new kind of transitions.

It would be interesting to apply our present method to study
higher-order spectral correlations of RF in future work. We
would also like to clarify the connection between the spectral
correlation functions in RF with spectral resolution and the
single-atom spectral response functions that appear in the
theory of multiple scattering of light by atoms [46].
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APPENDIX A: GREEN FUNCTIONS

Here we provide the explicit expressions for the Laplace
transforms of the atomic Green’s matrix elements which
are needed to determine matrices DI*1(p) and DI=1(p) [see
Eq. (10b)]:

Dhp) = [P (]

_i(p£2y)pFy — DAY

N 2p0(p) - (Al
D (p) = %, (A1b)
Dh(p) = Dsi(p) = #zp), (Alc)
D3i(p) = [DB(p)]"

_2p+ 2y)(§5(;)+ i+ g
DA(p) = [PR()]" = —%, (Ale)

where Q(p) = (p + 2y)[A* + (p + ¥)*1 + (p + y)v*. Itcan
be shown [4] that for an arbitrary detuning A, the three roots
of the polynomial Q(p) have negative real parts; these roots
are either all real or one of them is real, whereas the remaining
two are complex conjugates of each other. At exact resonance
(A = 0) the roots of Q(p) are py = —y,p+ = =3y /2 +i,
where Q = \/v? — y2/4 is the modified Rabi frequency.

Let us finally present also the steady-state solution ry, =
lim, _, oo ¥(#) for the vector r(t) = [p12(), p21(1), p22(1)]":

_ —i(y —iA)yv A2
p12(00) = m (A2a)
021(00) = [p12(00)]", (A2b)

2
pra(00) = ° (A2)

4y + Y+

APPENDIX B: DERIVATION OF EQ. (14)

To take the convolution integrals in Eq. (12), we introduce
new integration variables, x,x7, ... ,X,+,, Which are related
to the old ones through

k
o=t—=Y x (k=1...n+m). (B1)
=1

It is easy to check that the Jacobian of this transformation
J =10, ....tj,,,)/0(X1, ..., Xp4)| = 1. In new variables,
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the right-hand side of Eq. (12) transforms to

t t—x) t—X] == Xptm—1
G"M = 3" lim [ dx / dxs... f dXpim
Trduim) V0 0 0
n+m n+m
x [ rjes {D“fﬂm) . RECH. (r - Zm)}
k=1 =1 s

2
o0

o0 o0
— § / dxle_Alxl / dx2e_A2X2 . / dxn+me_An+mxn+m
0 0

A tses ugm) © 0

n+m n+m
5 5 1 s
X 1_[ ij {D[ /z](xZ)_“D[ j"+m](x”+m)r°°}s,l = A—l Z Fj] {|:l_[ ijD[ /k](Ak)i|l'oo} y (B2)
k=1 TGt Jtm) k=2 sy
where r, is given by Eq. (A2),
n+m
A=) % (B3)
I=k
withA;, =T, +1id;, and D#(p) is Laplace transform of the propagator DI(z):
oo
DHl(p) = / dre””"D¥(@),  Re[p] > 0. (B4)
0

The elements of the matrices DI*!(p) are given in Eq. (A1).

APPENDIX C: TEMPORAL CORRELATION FUNCTIONS OF SPECTRALLY RESOLVED PHOTONS

We begin with the calculation of /(7). Expanding the right-hand side of Eq. (24b) into fully time-ordered integrals, we obtain

IL(t)= hm Z / d[2/ dtjl/ dt]z/ dl‘hr4 —2I't He—xk(t )

JT(JI J2.J3)
x (DUl (1 — 1, )DV2) (1) — 1, )DUsI(2;, — 1, r (1)) 4, (C1)
where ji, jo, j3 € {1,3,4}. After the transformation of variables
k+1
=tr+7T—Xx, tjk=t+T—le (C2)

that, up to a time shift t, coincides with (B1) (hence, its Jacobian |J| = 1), we arrive at

+T—x +T—x1—x2 +T—X1—X2—X3
IL(t)= hm Z / dx1/ dx2/ dx3/ dxy
0

H(Jl J2.J3)
3

4
x [T ean l_[ e Tt m {D[S/l](xz)D[sz](xs)D[s“](M)r (t +7-— le> }
+

=1
—F4 e Z / dxlf d)Cz/ dx;/ dX4

7 (j1.J2+J3)

X e_()“2+2k:1 Aj i e~ Zi:l Ajx2 e_(}‘fz +j3)x3 e_}‘/éx“ {D[‘Y/l](XQ)D[sz]()C3)D[S/3](X4)l'oo}+

— %2 Z / dxle—4rx1 / dxye” Y A X2 {D[Sh]()Cg)D[SfZ]()LjZ + A; )D[Y” ( )roo}+’ (C3)

(1 jas3) T

where we have used the identity A, + Zzzl Aj, = 4I'. Thus, the calculation of I;(7) involves a double integration and requires
the expression for the time-dependent propagators D!=!(¢). The latter can easily be found by the inverse Laplace transform of
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D#(p). Namely, each element of D*I(¢) represents a sum of decaying exponentials (see Appendix A), such that taking the
integrals in (C3) is elementary.
In full analogy with the above result, for /3(t) we obtain

T o0
Ho=ret ) / dxle_%/ dxe” Zim P DI () (s, + iy DI (A ) oo}, (C4)
w(iy,iz,i3) 0 T—X|

where i1,i5,i3 € 1,2,4.
Finally, we calculate I4(7). By definition,

t+t ti, t 1),
Ii(t) = lim / dt; / dt; f dt~/ dt;,
t—>00 Z t " *Jo . 0 .

7(i1,2),7w(j1, j2)

4
X F4€_2FT 1_[ e_)bk(t_tk){D[Siz](til - tiz)D[Sjl](tiz - tjl)D[szl(tjl - tjz)r(tjz)}s,'] s (CS)
k=1
where i,i; € {2,3} and ji, j» € {1,4}. Performing the transformation of variables
k k+2
ho=t+T—Y X, f=t+T—) X, (C6)
I=1 I=1

that is, similarly to (C2), and taking the limit 1 — 0o, we obtain the result

T T—x] 00
Ii(t) = F462Fr Z / dxle—4FX| / dx2e—()~,-2+2r)xz /
0 0 T

7(iv,i2),w (i j) —Hn

dxse= 20 {D[xiz](XZ)D[S/, 13D (}sz)roc }

Siy

(€7

APPENDIX D: ANALYTICAL FORMULAS FOR THE FUNCTION g®(a8,7)

For reference, here we reproduce the analytical expressions for the functions g(rz) (xfB; 1) (o, B = F,R,T) that were derived on
the basis of an approximate master equation in [20]:

sPRR:7) = 1, (Dla)
gl (FR; 7) = gV (RF; 7) = g (TR; 7) = g (RTy 1) = (1 — "7 )%, (D1b)
g (TT; 1) = g (FF; 1) = 1 — 7, (Dlc)
o4 ot 1 2 o4 1
gV (TR 1) = L =+ (1+ 22 ) (1= se™™) + (1452 ) g, (D1d)
53/2 Sg/z 2 Cg/z 4
4 4 2 4
s, s, 1 ¢ 1
gD (FT; 1) = 22 (" — ) + (1 + #) (1 — —e‘”) + (1 + #)—e‘z”, (Dle)
Co2 Co2 2 S92 4

where y1 = 2y(cj , + 53/,) and cg/2,59/2 are defined after Eq. (27).
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