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We report photoassociation (PA) of ultracold Na and Cs atoms in a dual-species magneto-optical trap. Trap
loss spectroscopy of the ultracold polar NaCs molecules formed by PA, which carries information about relative
PA transition strengths, has been experimentally obtained by using highly sensitive modulation spectroscopy
technique. The fine and hyperfine effects at near-dissociation levels of NaCs molecular c 3�+ state are observed
and modeled. The interaction Hamiltonian is described in terms of the Hund’s case (a) coupling scheme. The
molecular hyperfine structure of near-dissociation levels is simulated within a simplified model of four interacting
vibrational levels belonging to different initially unperturbed electronic states. The results of the simulation infer
that the interaction parameters of the observed near-dissociation levels are close to the asymptotic parameters of
the pair of atoms. The coupling of the electronic states is essential for forming the hyperfine structure.
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I. INTRODUCTION

Much attention has been paid to the study of cold and
ultracold molecules over the last decade [1–3]. Ultracold polar
molecules are of particular interest because their intrinsic
permanent electric dipole moments (EDM) allow them to
interact strongly in the presence of electric fields. In addition,
the dipole-dipole intermolecular interactions are long range,
anisotropic, and tunable. The properties, combined with the
exquisite control of ultracold systems such as the ones trapped
in the electronic trap [4], offer exciting prospects in the
field of quantum controlled chemistry [5,6], precision mea-
surements [7–9], quantum computations [10], and quantum
simulations [11,12]. Various methods to produce ultracold
polar molecules have been proposed [13]. Photoassociation
(PA) of ultracold atoms is one of the most efficient techniques.
Ultracold polar molecules have been produced by PA in LiCs,
LiRb, KRb, RbCs, LiK, and YbRb [14–19]. PA not only serves
as a significant approach for preparing ultracold molecules at
low temperatures in the micro-Kelvin range, but also gives rise
to a new high-resolution molecular spectroscopic technique,
i.e., PA spectroscopy. This spectroscopy is a unique tool to
detect the molecular long-range states, which has provided a
wealth of information about molecular structures in the near-
dissociation region [20]. In addition, it has been widely applied
in precise measurement of s-wave scattering length [21] and
fundamental physical constants [22].

The NaCs molecule is a promising candidate for ultracold
polar molecular experiments for many reasons. First, the
rovibrational ground state of the NaCs molecule is predicted
to have a large EDM of 4.6 Debye [23], which is second only
to LiCs among the diatomic alkali heteronuclear molecules.
Second, thanks to the efficient free-bound excitation charac-
teristic, the one-step PA experiment can fortuitously generate
large numbers of ultracold NaCs molecules in the absolute
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vibrational ground state [24]. Last, the NaCs molecules can
be electrostatically confined using an inexpensive and easily
constructed trap [4].

Bigelow and co-workers reported for the first time the
formation of ultracold polar NaCs molecules via a PA
experiment in 2004 [25]. In their following studies [24,26–28],
PA spectroscopy of the different electronic states of NaCs
molecules had been obtained using ionization detection tech-
nique and ground-state molecules had been obtained by optical
pumping approaches. The ionization detection technique has
the advantages of sensitivity and zero background; however, it
does not provide the information about PA transition intensities
due to the intervention of the extra ionization laser [29]. A fea-
sible technique is the trap loss detection by directly monitoring
the fluorescence yield from trapped atoms [30]. One of the
strengths of the trap loss is that it not only provides frequency
positions of PA resonances, but it also carries information
about relative transition strengths, information that is not
always available with other techniques such as ionization [31]
but is important for studying the PA process and optimizing the
energy schemes in future experiments. However, the trap loss
spectroscopy of the NaCs molecules has not been previously
reported, because the sensitivity of the trap loss detection is
not sufficiently high while the Franck-Condon factor of a PA
transition is rather small for heteronuclear molecules [32]. The
trap loss spectroscopies had been obtained in some other polar
molecules, such as RbCs, LiCs, LiRb, and LiK [14,15,17,18].
However, these studies are limited to observing the PA phe-
nomenon and preparing ground-state molecules only. Detailed
analysis of the trap loss spectroscopy, especially the molecular
hyperfine structure in these spectra, is required for many
potential applications of ultracold polar molecules, such as
precision measurements and quantum simulations.

The primary purposes of the present article are: (1) to show
that the trap loss technique in place of the ion detection method
can be successfully used to study the ultracold heteronuclear
NaCs molecule and to report the first experimental results
obtained with this approach; and (2) to present a theoretical
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model along with numerical simulations of the hyperfine
structure at the NaCs near-dissociation levels observed in such
experiments.

In this article, we report the trap loss spectroscopy of
ultracold polar NaCs molecules induced by the PA of ultracold
Na and Cs atoms using the modulation spectroscopy tech-
nique [33]. Some hyperfine structures of high-lying vibrational
levels have been observed and analyzed in the c 3�

+
�=1

electronic state. The hyperfine structure spectra containing
the information on both PA resonance positions and transition
intensities are simulated using a developed model that is simple
but able to reproduce the overall characteristic hyperfine
structure of the experimental spectra.

This article is organized as follows. In Sec. II we present the
experimental setup and the experimental results, and in Sec. III
we report the theoretical model. The numerical simulations
are given in Sec. IV, the discussion is given in Sec. V, and the
conclusions are presented in Sec. VI.

II. EXPERIMENT

Our experiment begins with overlapping dark-spot
magneto-optical traps (dark-SPOT MOTs) of sodium and ce-
sium. The dark-SPOT MOTs allow us to obtain a large number
of ultracold atoms with minimal losses from light-assisted
interspecies collisions [34]. The details of the apparatus are
shown schematically in Fig. 1. The 133Cs dark-SPOT MOT
typically contains NCs ≈ 6 × 107 of the Cs atoms at a density
of 1.5 × 109 cm−3, with a majority of the 133Cs atoms in
the lower hyperfine (f = 3) levels of the 6s 2S1/2 state. The
23Na dark-SPOT MOT typically contains NNa ≈ 9 × 106 of
the Na atoms at a density of 2.0 × 109cm−3, with a majority
of the Na atoms in the lower (f = 1) hyperfine levels of the
3s 2S1/2 state. The temperature of the ultracold Cs (Na) atomic
sample is measured to be ∼120 μK (∼150 μK) by using a
time-of-flight method.

The PA laser is provided by a widely tunable continuous-
wave Ti:sapphire laser system (Coherent MBR 110, power
∼3.5 W, linewidth ∼100 kHz). The long time frequency drift
is suppressed within 500 kHz by locking to its self-reference

FIG. 1. Experimental setup. Simplified diagram of key elements
of the apparatus. The Na and Cs ultracold atom samples are trapped
in a dual-species MOT.

cavity. The absolute frequency of the PA laser is measured
by a wavelength meter (High Finesse-Angstrom WS/U) with
an accuracy of 30 MHz. The wavelength meter is repeatedly
calibrated with the Cs atomic hyperfine resonance transition,
6S1/2(f = 4) −→ 6P3/2(f = 5), corresponding to the wave
number of 117 32.176 cm−1. The PA laser beam is collimated
to a 1/e2 diameter of 0.78 mm with a maximum available
average intensity of ∼750 W/cm2.

One of the simplest techniques for detecting a PA transition
is to monitor the number of atoms remaining in a MOT.
This number is a balance between the loading and losses.
The PA of atoms introduces an additional loss mechanism:
the excited molecules formed by a PA quickly decay by
spontaneous emissions to hot atoms that are not recaptured
by the trap or to stable molecules that are not trapped. A
convenient way to monitor the number of trapped atoms
in a MOT is by observing the level of the fluorescence
emitted by the atoms as they are continuously bathed in the
near-resonant light which forms the MOT. The variation of the
atom number with the PA laser frequency gives the spectral
information [31]. In our experiments, the fluorescence from the
Cs (Na) dark-SPOT MOT is collected using a lens and detected
by an avalanche photodiode (a photomultiplier) with a 852-nm
(589-nm) bandpass filter. The direct fluorescence detection
is usually not satisfying because a noise arising from stray
fluorescence nearly submerges the useful signal. The lock-in
method, based on modulating the fluorescence of the ultracold
atom, is used to improve the detection sensitivity of the
trap loss spectroscopy in our experiment [33]. A modulation
frequency of 3.4 kHz (3.2 kHz) for the fluorescence from
trapped Cs (Na) atoms is also used in stabilizing the trapping
laser frequency. The modulated fluorescence is demodulated
with a lock-in amplifier (Stanford Research SR830) and
recorded by a computer.

We experimentally study the PA resonance below the
Na(3S1/2) + Cs(6P3/2) asymptote, i.e., near the D2 line of
Cs at 852 nm. Figure 2 demonstrates the time evolution of
the fluorescence from Na and Cs atoms corresponding to the
MOT on or off, which are characterized by loading times
of tNa = 3.3 s and tCs = 3.9 s, respectively. Accordingly,
the PA laser scanning rate is set 5 MHz/s so that the PA
spectra can be observed with a reasonable resolution. It is

FIG. 2. Typical loading sequence of the Na+Cs dual MOT.
Trapping of Na (red curve) and Cs (blue curve) is controlled by
switching the corresponding repumping beam off or on.
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clear from Fig. 2 that the Na atom’s loss as the Cs MOT
is on. So a Cs2 PA resonance, i.e., the loss of the cesium
atoms, may increase the number of the Na atoms; therefore
the Na fluorescence may increase. A PA resonance leads to
the formation of ultracold polar NaCs molecules in an excited
electronic state and the losses of both the trapped Na and Cs
atoms. The losses of the trapped Na atoms, experimentally
monitored by detecting the Na atomic fluorescence signal, can
represent a real PA for heteronuclear NaCs molecules, whereas
the losses of the trapped Cs atoms represent the sum of PA
for heteronuclear (NaCs) and homonuclear (Cs2) molecules.
Moreover, the PA-induced loss of the Cs atomic fluorescence,
monitored simultaneously with the Na atomic fluorescence
in the process of photoassociation in our experiment, is not
distinguishable. The main reason may be that the loss of
the Cs atoms caused by the formation of the heteronuclear
NaCs molecules is not heavy enough to affect the total Cs
atomic fluorescence. Here, we experimentally demonstrate
the trap loss spectroscopy of ultracold polar NaCs molecules
by detecting the Na atomic signal. As shown in Fig. 3, five
typical trap loss spectra have been observed for the different
rovibrational levels, whose detunings below the (3S1/2) +
(6P3/2) dissociation limit are ∼31.7 cm−1, ∼25.2 cm−1,
∼14.8 cm−1, ∼10.8 cm−1, and ∼ 7.7 cm−1, respectively. The
maximum loss ratio of signal is up to 0.45. We have observed
some other rotational levels (J > 1) and vibrational series, but
the loss ratio of the signal is not satisfactory; most resonance
lines are nearly indistinguishable. In order to keep the data
relatively complete and organized, we do not list the other
resonance lines in the manuscript.

It is worth noting that the rich hyperfine structure is
observed with the available information about relative tran-
sition strengths in a PA process. Referring to the expected
spectral features and the ion spectra reported in the PhD
thesis [35], these spectra are assigned to five vibrational levels
of v = 61,62,64,65, and 66 with the same lowest rotational
quantum number (J = 1) in the c 3�

+
�=1 electronic state.

III. THEORETICAL MODEL

We consider a simplified model of initially unperturbed
levels belonging to one of the electronic states of the
corresponding dissociation limit: 1

�+ and 3
�+ for the limit

s + s; 1
�+, 3

�+, 1�, 3�, for the limit s + p, etc. These levels
are split into a multitude of rotational, fine, and hyperfine
sublevels by rotational and interaction Hamiltonians.

For the rotational Hamiltonian we used

HR = �
2

2mr2
R2 = Bv

[(
J2 − J2

z

) + (
S2 − S2

z

) + (
L2

x + L2
y

)
− ( J+S− + J−S+) − ( J+L− + J−L+)

+ (S+L− + S−L+)
]
, (1)

where r is the internuclear separation, and the standard
designations for the molecular angular momenta are used.
However, in the actual computations we only included the
diagonal part (the three first parenthesis) and the S-uncoupling
part (the fourth parenthesis) of this Hamiltonian, while the
L-uncoupling and the homogeneous spin–electron parts (two
last parenthesis) were ignored.

FIG. 3. Trap loss spectroscopy of c 3�
+
�=1 electronic state. Each

scan shows the resolved hyperfine structure of a single rotational level
(J = 1) for five different vibrational levels.

We also ignored all other interactions dealing with the
rotational momentum R as well as the interactions between
two electronic spins (spin-spin) and between two nuclear spins
(nuclear spin-spin); this is justified for the states observed
in the ultracold photoassociation of alkali metals, as they
belong to the lowest rotational states and were located at large
internuclear separations.

The effective interaction Hamiltonian was composed of
four terms:

H int = HSO + HIL + HIS + HEQ, (2)

where

HSO =
∑

i

ai(l i · si) (3)

is the spin-orbit (SO) interaction,

HIS =
∑
i,k

bik(si · Ik) (4)
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TABLE I. The atomic parameters (GHz) of the fine and hyperfine
interactions in the designations of the present work.

Na(s) Cs(s) Cs(p)

A 0 0 5536.5565501
bNa,Cs 0.4429065 1.1490790 − 0.09568497
cNa,Cs 0 0 0.08554940
qNa,Cs 0 0 − 0.0005096

is the interaction between the nuclear and electronic spins (IS),

HIL =
∑
i,k

cik(l i · Ik) (5)

is the interaction between the nuclear spins and the electronic
orbits (IL), and

HEQ =
∑

k

T 2(∇ Ek) · T 2( Qk) (6)

is the electric quadrupole interaction (EQ). Here k numerates
the nuclei, i numerates the electrons, Ik is the spin of the
kth nucleus, si is the spin of the ith electron, l i is the orbital
momentum of the ith electron, T 2( Qk) is the second-order
irreducible tensor of the kth nucleus electric quadrupole
moment, and T 2(∇ Ek) is the second-order irreducible tensor
of the electric field gradient at the kth nucleus. The parameters
of the interactions can be expressed via dynamic variables
of electrons and nuclei [36]. We imply that the term HIS

comprises both the Fermi contact interaction and the average
dipolar interaction. The matrix elements of these Hamiltonian
terms in the Hund’s case (aβ) basis along with their asymptotic
(atomic) forms are listed in the Appendices.

IV. NUMERICAL SIMULATIONS

We suppose that the photoassociating atoms at the ground-
state asymptote s + s are initially at their lowest energetic
states, i.e., they possess the atomic quantum numbers of the
total momentum fNa = 1 and fCs = 3. Depending on their

mutual orientation in the s-wave scattering process, they are
able to form molecular states with F = 2, 3, 4. In accordance
with the selection rules, the photoassociation transitions are
possible to the upper states with F = 1, 2, 3, 4, 5.

Therefore, at the ground-state asymptote we constructed
the Hamiltonian matrices of HIS for F = 2, 3, 4 using the
asymptotic atomic parameters from Table I, in the full (aβ)
basis of molecular states correlating with s + s. With the aim
to restrict ourselves to only the s-wave scattering state, we
projected these matrices onto the bβ basis with N = 0 with
the help of the well-known transformation matrix [37]. We
computed the eigenvectors of these matrices and chose those of
them belonging to the lowest atomic hyperfine limit. Further on
we supposed that these three states are incoherently mixed with
weights 2F + 1 in the unpolarized ensemble of the molecules;
notice that when estimating the transition intensities via the
squares of the reduced matrix elements of the electric dipole
moment, the sum over all projections MF is already taken into
account; therefore there is no need to multiply these intensities
by 2F + 1.

Analogously, at the excited-state asymptote s + p we con-
structed the Hamiltonian matrices for F = 1, 2, 3, 4, 5 using
initially the asymptotic atomic parameters from Table I, in the
full (aβ) basis of molecular states correlating with s + p. Posi-
tions of the four levels belonging to the unperturbed electronic
states 1

�+, 3
�+, 1�, and 3� varied (see below). In fact, this

same model with the totally ignored rotation and all four levels
with zero energies was explored to reproduce the asymptotic
atomic structure and to determine the quantities in Table I.

The strong spin-orbit interaction splits all the eigenenergies
into two largely separated groups. Further on we tracked the
levels belonging to the upper 3s1/2 + 6p3/2 asymptote. The
rotational constant Bv ≈ 0.485 7 GHz of the c 3�

+
1 state was

estimated from intervals of the observed rotational levels of
the v = 61 vibrational state. For the other (perturbing) states
the rotation was ignored (Bv = 0).

Then we computed the matrix elements and the intensities
of the electric dipole transitions between the three lower states
and all the eigenvectors of the upper states. To compare the

TABLE II. Nonzero asymptotic matrix elements of the spin-orbit Hamiltonian term between molecular state vectors of an alkali-metal
dimer at the s + p asymptote (coefficients at the spin-orbit constant A = (1/2)〈p|a|p〉).

1�
+
0

3�
+
0

3�0(� = 1) 3�0(� = −1) 3�
+
1

1�1
3�1

3�
+
−1

1�−1
3�−1

3�2
3�−2

1�
+
0 0 0 –1 1

3�
+
0 0 0 1 1

3�0(� = 1) –1 1 –1 0
3�0(� = −1) 1 1 0 –1
3�

+
1 0 1 1

1�1 1 0 –1
3�1 1 –1 0
3�

+
−1 0 –1 1

1�−1 –1 0 1
3�−1 1 1 0
3�2 1
3�−2 1
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FIG. 4. The experimental loss spectrum of the NaCs c 3�
+
�=1 (v =

61,J = 1) and its simulation with only energies of levels being varied.

spectrum with the experimental one, we approximated the lines
by Lorentzians.

Initially we placed the levels of every electronic state
into accidentally chosen different positions, separated by
∼10 GHz. As soon as the spin-orbit interaction is turned on,
the level of the 3

�+ state splits into the components � = 0
and � = 1 (more correctly, the blended states in accordance
with Table II). To determine which one is which, we did a
numerical experiment: the position of the component � = 1
is highly sensitive to the moves of the levels of the � states
and weakly sensitive to the moves of the 1� state, while the
component � = 0 is more sensitive to the moves of 1

�+
and weakly sensitive to the moves of 1� state levels (see
Table II). As soon as all the other interactions are turned on,
the hyperfine structure is revealed.

Certainly, within our model the line positions and intensities
depend on the relative positions of the four unperturbed levels.
We tried to adjust their positions in order to get a reasonable
reproduction of the experimental spectrum. Our best result is
compared to the experimental spectrum in Fig. 4. Note that in
Figs. 4–7 below we use identical scales of both the axes.

The simulated spectrum has a definite resemblance of
the experimental spectrum (the same overall spread, similar
distribution of peaks), but the discrepancies are also evident. To
improve the situation, we tried to vary the molecular interaction
parameters along with the energies of the levels. The result is
shown in Fig. 5, achieved with the (IS) molecular parameters
being varied. The final values of the interaction parameters

FIG. 5. The experimental loss spectrum of the NaCs c 3�
+
�=1 (v =

61,J = 1) and its final simulation.

FIG. 6. The experimental loss spectrum of the NaCs c 3�
+
�=1 (v =

61,J = 1) and its simulation with the (IS) interaction turned off.

differ from the asymptotic ones by ∼10%. We were unable
to find a better simulation than this one. An attempt to vary
additionally the (IL) parameters and/or the rotational constants
Bv did not result in a significant improvement, and even
produced numerical instabilities.

In order to assess the role of different terms of the hyperfine
Hamiltonian, we did the simulations with definite interactions
being turned off. Figure 6 shows the result achieved without
the (IS) interaction, and Fig. 7 shows the result achieved
without the (IL) interaction. We see that both effects contribute
significantly. Turning off the electric quadrupole interaction
(EQ) hardly changed the simulated spectrum.

The spectra can be interpreted as combinations of the
hyperfine structures of the electronic states blended at this
level. This is clearly seen in Fig. 6, where the observed lines
can be treated as two (IL) multiplets originating from the
intermixes of the 3�1 and 1�1 states. (In accordance with
j = 3/2, they must be tetraplets.)

The spectrum in Fig. 7 is more complicated, first of all
because, contrary to the case of Fig. 6, both atoms contribute,
and the (IS) interaction parameters were shifted from their
asymptotic values. Supposedly, it represents the (IS) structure
of two triplet intermixes to the � = 1 state (3�

+
1 and 3�1).

We would also like to emphasize that the assignment of
the state as 3�

+
1 is no more than conventional. All three states

with � = 1 present with noticeable weights. Rather, it can be
characterized as the Hund’s case (c) state � = 1.

FIG. 7. The experimental loss spectrum of the NaCs c 3�
+
�=1 (v =

61,J = 1) and its simulation with the (IL) interaction turned off.
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V. DISCUSSION

For sure, the model being explored has many limitations.
First, the interactions are in fact global and in general cannot
be accurately described in terms of the local interactions
between a few levels; see our work [20] where only the
full-scale quantum mechanical multichannel computation was
able to reproduce the rovibrational structure of the near-
dissociation levels of Cs2 at the asymptote 6S1/2 + 6P1/2.
Such a computation would allow us to estimate accurately
the PA strengths as well, but for a while this is out of the
scope of the present work. In the present simulation our basis
comprised several hundreds of states. In our experience, the
mapped Fourier grid method [38–41] (employed in Ref. [20])
requires ∼100 or more nodes of the spatial grid. This leads to
the Hamiltonian matrix of the size ∼105 × 105. The situation
is somehow relaxed by the fact that this matrix is sparse,
giving way to computational approaches developed for sparse
matrices. Nevertheless, such a computation would require
substantial computational resources, especially in a view of
its use in a fitting procedure.

If even such a computation would be done, there are
many other factors influencing the observations. Among them
are: possible contributions from the scattering states higher
than the s-wave state; possible presence of the atoms at the
other f states than the lowest ones; possible polarization
of the initial ensemble of atoms caused by the polarized
radiation of the cooling lasers, which could be not totally
thermalized; complicated mechanisms of the decay of the
associated atoms; possible deviations from the Condon ap-
proximation; perturbations from the states of other atomic
limits; and the interaction mechanisms currently ignored.
The remaining discrepancies of the experimental and sim-
ulated spectra can indicate that some of those factors are
significant.

Meanwhile, the present model is relatively simple and
requires reasonable computational efforts. Of course, it can be
hardly considered as being quantitative but rather illustrative.
This is why we restricted its application to only one observed
level. Nevertheless, this simple model is able to reproduce the

overall characteristic hyperfine structure of the experimental
spectra. The simulated spectrum in Fig. 5 has the same
characteristic spread and intervals between peaks as the
experimental one; the counterpartners can be found for all
intense peaks. The model allows one to reveal physical
mechanisms underlying the observed hyperfine structure and
enables better understanding of near-dissociation properties.

VI. CONCLUSIONS

We have observed five near-dissociation rovibrational levels
of the c 3�+ electronic state of NaCs below the atomic limit
3S1/2 + 6P3/2. All the levels contain significant hyperfine
structures. There are at least seven prominent hyperfine reso-
nance peaks in each rovibrational level observed in the spectra.
The simplified model of four vibrational levels belonging to
different initially unperturbed electronic states is proposed to
explain the hyperfine structure of alkali-metal dimers at the
limit s + p. This model provided a reasonable reproduction of
the experimental loss spectrum of the near-dissociation level in
the c 3�+ state. The hyperfine structure is mostly caused by the
interactions of the nuclear spins with the electronic spins and
with the electronic orbits. The interaction parameters are close
to the asymptotic parameters of the pair of atoms. The coupling
of the electronic states is essential for the interpretation of the
hyperfine structure.
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APPENDIX A: MATRIX ELEMENTS

Within the Hund’s case (aβ) coupling scheme, the matrix elements of the Hamiltonian terms can be expressed via the quantum
numbers of the basis states. Using the standard designations from the algebra of the quantum angular momentum [42] and from
the molecular spectroscopy [43], the resulting expressions are as follows.

The diagonal part of the rotational Hamiltonian:

〈n�S�J�IFMF |Bv

[(
J2 − J2

z

) + (
S2 − S2

z

) + (
L2

x + L2
y

)]|n′�′S ′�′J ′�′I ′FMF 〉
= δ��′δSS ′δJJ ′δ��′δII ′Bv[J (J + 1) − �2 + S(S + 1) − �2 + ε], (A1)

where ε is a small contribution from the last parenthesis of this part, which is usually ignored or attributed to the adiabatic
potential function (or vibrational energy for the isolated level).

The S-uncoupling term of the rotational Hamiltonian:

〈n�S�J�IFMF | − �
2

2mr2
( J+S− + J−S+)|n′�′S ′�′J ′�′I ′F ′MF 〉

= −δnn′δ��′δII ′δFF ′δJJ ′δSS ′ 〈n�| �
2

2mr2
|n�〉[{[J (J + 1) − �′(�′ − 1)][S(S + 1) − �′(�′ − 1)]}1/2δ�,�′−1

+{[J (J + 1) − �′(�′ + 1)][S(S + 1) − �′(�′ + 1)]}1/2δ�,�′+1]. (A2)
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The spin-orbit interaction:

〈n�S�J�IFMF |HSO |n′�′S ′�′J ′�′I ′FMF 〉 = δII ′δJJ ′δ��′(−1)�−�′+S−�

(
S 1 S ′

−� (�′ − �) �′

)
A, (A3)

where

A =
∑

i

〈n�|ai T̃
1
�−�′(l i)|n′�′〉〈S‖T̃

1
(si)‖S ′〉, (A4)

and T̃
k

q designates the qth component of the irreducible tensor operator in the molecule–fixed coordinate system, while T k
q relates

the space–fixed coordinate system.
The nuclear spin–electronic spin interaction:

〈n�S�J�IFMF |HIS |n′�′S ′�′J ′�′I ′FMF 〉

= (−1)F−S+I+I ′+I1+I2−�δ��′[(2J + 1)(2J ′ + 1)(2I + 1)(2I ′ + 1)]1/2

{
J I F

I ′ J ′ 1

}(
J 1 J ′
� (�′ − �) −�′

)

×
(

S 1 S ′
−� (� − �′) �′

) 2∑
k=1

[(2Ik + 1)Ik(Ik + 1)]1/2

[
δk1

{
I ′ I 1
I1 I1 I2

}
+ δk2(−1)I−I ′

{
I ′ I 1
I2 I2 I1

}]
Bk, (A5)

where

Bk =
∑

i

〈n�|bik|n′�〉〈S‖T̃
1
(si)‖S ′〉. (A6)

The nuclear spin–electronic orbit interaction:

〈n�S�J�IFMF |HIL|n′�′S ′�′J ′�′I ′FMF 〉

= δSS ′δ��′(−1)F+I+I ′+I1+I2−�[(2J + 1)(2J ′ + 1)(2I + 1)(2I ′ + 1)]1/2

(
J 1 J ′
� (�′ − �) −�′

){
F J ′ I ′
1 I J

}

×
2∑

k=1

[(2Ik + 1)Ik(Ik + 1)]1/2

[
δk1

{
I1 I I2

I ′ I1 1

}
+ δk2(−1)I−I ′

{
I2 I I1

I ′ I2 1

}]
Ck, (A7)

where

Ck =
∑

i

〈n�|cik T̃
1
�−�′(l i)|n′�′〉. (A8)

The electric quadrupole interaction:

〈n�S�J�IFMF |HEQ|n′�′S ′�′J ′�′I ′FMF 〉
= (−1)F−�+I+I ′+I1+I2δSS ′δ��′ [(2J + 1)(2J ′ + 1)(2I + 1)(2I ′ + 1)]1/2

×
(

J 2 J ′
� (�′ − �) −�′

){
F J I

2 I ′ J ′

}[{
I1 I I2

I ′ I1 2

}
Q1 + (−1)(I−I ′)

{
I2 I I1

I ′ I2 2

}
Q2

]
(A9)

with

Qk = 〈n�|T̃ 2
�−�′(∇ Ek)|n′�′〉〈Ik‖T 2( Qk)‖Ik〉. (A10)

The common convention is to introduce the scalar quadrupole moment of a nucleus:

Q(k) ≡ 〈Ik,MIk
= Ik|

∑
nuclonsp

(
3z2

p − r2
p

)|Ik,MIk
= Ik〉 (A11)

and

q(k) ≡ 2〈n�|T̃ 2
�−�′(∇ Ek)|n′�′〉, (A12)

so that

Qk = 1

4
eQ(k)q(k)

[
(2Ik + 3)(2Ik + 2)(2Ik + 1)

2Ik(2Ik − 1)

]1/2

. (A13)

However, throughout the work we used the values Qk but not eQ(k)q(k) as the parameters of the electric quadrupole interaction.
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To complete the computations, we also need the (reduced) matrix element of the electric dipole transition operator in the
Hund’s case (aβ) basis. Here it is:

〈n�S�J�IF‖T 1(d)‖n′�′S ′�′J ′�′I ′F ′〉 = δSS ′δ��′δII ′(−1)F
′+I+�+1[(2F + 1)(2F ′ + 1)(2J + 1)(2J ′ + 1)]1/2

×
(

J ′ 1 J

−�′ (�′ − �) �

){
J F I

F ′ J ′ 1

}
M, (A14)

where

M = 〈n�|T̃ 1
�−�′(d)|n′�′〉, (A15)

and d is the electric dipole of the electrons. Within the present work we supposed M = const (Condon approximation).

APPENDIX B: ATOMIC ASYMPTOTE

At the asymptote of large internuclear separations, all the molecular equations must reproduce the energetic structure of two
independent atoms.

At the ground-state asymptote s + s (� = �′ = 0, S,S ′ = 0,1), the only nonzero interaction matrix element is the one of
Eq. (A5), arising from the Fermi contact interaction at the atoms. At the asymptote s + p (�,�′ = 0,1, S,S ′ = 0,1), all four
terms contribute.

Addressing the properly symmetrized asymptotic atomic configuration functions of the two-electron systems of alkali-metal
dimers,

|n1�〉 → 1√
2

[ψ1(q1)ψ2(q2) + ψ1(q2)ψ2(q1)], |n3�〉 → 1√
2

[ψ1(q1)ψ2(q2) − ψ1(q2)ψ2(q1)], (B1)

where ψk(qi) is the state function of the kth atom at the position qi of the ith electron, we get for the electronic matrix elements
of some operator hik:

〈n 1�|hik|n′ 1�′〉 → 1

2
δψk̃,ψ

′
k̃
〈ψk(qk)|hkk|ψ ′

k(qk)〉,

〈n 3�|hik|n′ 3�′〉 → 1

2
δψk̃,ψ

′
k̃
〈ψk(qk)|hkk|ψ ′

k(qk)〉, (B2)

〈n 1�|hik|n′ 3�′〉 → (−1)(k+i)

2
δψk̃,ψ

′
k̃
〈ψk(qk)|hkk|ψ ′

k(qk)〉,

where ψk̃ is the wave function of the other (not kth) atom. Besides,

〈(1/2,1/2)S‖T 1(si)‖(1/2,1/2)S ′〉 = (−1)S
′(2−i)+S(i−1)[(2S + 1)(2S ′ + 1)]1/2

{
1
2 S 1

2

S ′ 1
2 1

}√
3

2

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, S = S ′ = 0√
3/2, S = S ′ = 1

(−1)i
√

3/2, S = 0, S ′ = 1

(−1)i−1
√

3/2, S = 1, S ′ = 0

, i = 1, 2. (B3)

These properties give way to deduce the asymptotic molecular matrix elements in terms of the atomic matrix elements.
In part [see Eq. (A6) for Bk],∑

i

〈3�|bik|3�〉〈S = 1‖T 1(si)‖S ′ = 1〉 →
√

6 bk,

∑
i

〈3�|bik|1�〉〈S = 1‖T 1(si)‖S ′ = 0〉 = −
∑

i

〈1�|bik|3�〉〈S = 0‖T 1(si)‖S ′ = 1〉 (B4)

→ (−1)k−1
√

3 bk,

with

bk = 1
2 〈nl|bkk|nl〉 (B5)

being half of the kth atom diagonal electronic matrix element.
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Then [see Eq. (A8) for Ck]

〈n�|
2∑

i=1

cikT 1
q(l (i))|n′�′〉 =

2∑
i=1

1

2
〈ψk|ckkT 1

q(lk)|ψ ′
k〉 = 1

2

2∑
i=1

〈nklk|ckk|n′
kl

′
k〉〈lkmlk |T 1

q(lk)|l′kml′k 〉

= (−1)lk−mlk 2

(
lk 1 lk

−mlk q m′
lk

)
[(2lk + 1)lk(lk + 1)]1/2δlk l

′
k

[
1

2
〈nklk|ckk|n′

kl
′
k〉

]
, (B6)

or, for the case of the s + p limit (l1 = 0, l2 = 1, ml2 = �),

〈n�|
2∑

i=1

cikT 1
q(l (i))|n′�′〉 = δk22

√
6(−1)�−1

(
1 1 1

−� q �′

)
c2 (B7)

with

c2 = 1
2 〈np|c2,2|np〉. (B8)

Then [see Eq. (B9) for Qk], at the asymptote s + p,

〈n�|T̃ 2
�−�′(∇ Ek)|n′�′〉〈Ik‖T 2( Qk)‖Ik〉 → δk2(−1)�−1

(
1 2 1

−� (� − �′) �′

)√
30 q2, (B9)

where

q2 = 〈p1|T 2
0(∇ E2)|p1〉〈I2‖T 2( Q2)‖I2〉, (B10)

and p1 designates the atomic state with the orbital momentum equal to 1 and its projection equal to 1.
Analogous to Ref. [44], the asymptotic matrix elements of the spin-orbit interaction at the limit s + p are presented in Table II

in the form of coefficients at the spin-orbit constant A = (1/2)〈p|a2|p〉. There are two differences between our table and the
table in [44]. First, the signs of all the matrix elements between the states of different multiplicities are opposite; this could
occur due to the different order of coupling of the two atoms into a molecule. Second, we have not split the matrix � = 0 into
two independent matrices with definite reflection parities “±”; we prefer using the initial basis because with it all the matrix
elements are easier expressed and manipulated. Both differences are purely technical and cannot lead to a difference for anything
observable.

We have determined the atomic parameters, expressed in the designations of the present work, by fitting our asymptotic
molecular equations to the term values of the atomic pair Na + Cs. The experimental term values of the atoms were taken from
Refs. [45–52]. The results are listed in Table I. The residuals of the reproduction of the atomic pair term values with these
parameters are ∼2 × 10−3 MHz.

It is also seen from Eqs. (B3) that for any transition between molecular states of the asymptotes s + s and s + p, the
transition matrix elements Eq. (A15) are just a sum of the corresponding atomic matrix elements, one of which [Na(s) → Na(s)]
is always zero. The pure rotation approximation is valid at both asymptotes. Applying the Wigner-Eckart theorem [42] we
have

〈n,L = 0,� = 0|T̃ 1
−�′(d)|n′,L′ = 1,�′〉 =

(
0 1 1
0 −�′ �′

)
〈n,L = 0‖T̃

1
(d)‖n′,L′ = 1〉

= (−1)1−�′ 1√
3
〈n,L = 0‖T̃

1
(d)‖n′,L′ = 1〉. (B11)

Therefore the transition matrix elements change signs for transitions to the states with different �′; up to this change of sign the
Condon approximation is justified asymptotically.
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