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Quantum simulation of pairing Hamiltonians with nearest-neighbor-interacting qubits
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Although a universal quantum computer is still far from reach, the tremendous advances in controllable
quantum devices, in particular with solid-state systems, make it possible to physically implement “quantum
simulators.” Quantum simulators are physical setups able to simulate other quantum systems efficiently that are
intractable on classical computers. Based on solid-state qubit systems with various types of nearest-neighbor
interactions, we propose a complete set of algorithms for simulating pairing Hamiltonians. The fidelity of the
target states corresponding to each algorithm is numerically studied. We also compare algorithms designed for
different types of experimentally available Hamiltonians and analyze their complexity. Furthermore, we design a
measurement scheme to extract energy spectra from the simulators. Our simulation algorithms might be feasible
with state-of-the-art technology in solid-state quantum devices.
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I. INTRODUCTION

Classical computers fail to efficiently simulate quantum
systems with complex many-body interactions due to the
exponential growth of variables for characterizing these
systems [1–4]. For instance, 2N parameters are required for
the complete description of a quantum system composed of N

entangled spin-1/2 particles. In the 1980s, quantum simulation
was proposed to solve such an exponential explosion problem
using a controllable quantum system [5]. In 1996, it was
shown that a quantum computer containing only few-particle
interactions can be used to efficiently simulate many-body
quantum Hamiltonians [6]. Quantum simulators are classified
into analog and digital ones [1]. An analog quantum simulator
is a controllable quantum system that can efficiently mimic
the time evolution of other target quantum systems [7],
while a digital quantum simulator normally imitates the time
evolution of the target system through the implementation of
a series of elementary quantum gates [8]. Practically, these
two approaches are often combined. A simulation task can be
completed through the free evolution of quantum simulators
combined with external logic gates at given time instants.
Quantum simulators containing tens of qubits are practically
useful to carry out classically intractable tasks, while the
number of qubits required for practical quantum computing
is much larger [1]. Therefore, in comparison with universal
quantum computing, quantum simulation is more feasible in
the near future, and the simulation algorithms for certain tasks
using existing Hamiltonians are strongly desired.

Quantum simulation has attracted extensive attentions (see,
e.g., global reviews [1–4] and specialized reviews [9–17]).
It can be applied to solve problems in condensed-matter
physics (see, e.g., Refs. [7,18]), high-energy physics (see,
e.g., Refs. [19,20]), cosmology (see, e.g., Refs. [21,22]),
and quantum chemistry (see, e.g., Refs. [12,13,23,24]) with
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the aim of quantum information processing [25–29]. The
latest quantum simulation proposals with respect to many-
body problems [30,31] include simulating Heisenberg spin
chains with photon-coupled microcavities [32], Cooper pairing
with photons [33], correlated-hopping models with ultracold
fermionic atoms in optical lattices [34], interacting fermion
lattice models [35], and the Holstein model [36] in trapped
ions. Quantum simulators using trapped ions [8,15,37,38],
cold atoms [14,39], and photons [16] have already been
experimentally demonstrated to some extent.

Pairing Hamiltonians, for example, BCS theory in con-
ventional superconductors, feature long-range many-body
interactions, which are generally intractable on classical
computers. Nevertheless, large-scale numerical calculations
based on pairing Hamiltonians are of great importance, for
instance, in condensed-matter physics, ultrasmall metallic
grains, nuclear physics, and other many-body Hamiltonian
systems [40]. To tackle this problem, a polynomial-time
quantum algorithm based on nuclear magnetic resonance
(NMR) quantum computing was proposed [40] and has been
demonstrated experimentally [41,42]. Despite experimental
progress on NMR quantum simulators [43,44], liquid NMR
has several constrains that make a NMR quantum computer
not scalable [45]. Therefore, the large-scale implementation
of the NMR-based quantum algorithm is unlikely with the
state-of-the-art technology.

In contrast to NMR systems, superconducting quantum
circuits have been witnessed in past decades [45–49]. Based on
nearest-neighbor coupled superconducting qubits, single-qubit
and two-qubit gates with fidelity at the threshold of fault-
tolerant quantum computing have been realized recently [50].
The unique flexibility in design and fabrication of supercon-
ducting circuits enables the tunability in extensive Hamiltonian
parameter ranges. Moreover, the techniques for scaling up
are compatible with modern integrated circuits. Both of the
above aspects are significant advantages for superconducting
quantum circuits to serve as practical quantum simula-
tors [17,51,52]. Many approaches have recently been proposed
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for simulating dynamical gauge fields [53], Heisenberg and
frustrated Ising spin models [54], topological Majorana bound
states [55], and quantum phase transitions [56] using su-
perconducting quantum circuits. Also, the research on other
solid-state quantum coherence devices, e.g., quantum dots
in semiconductors [57] and defect systems [58], has made
significant progress recently.

Although various quantum simulation algorithms have been
proposed to simulate numerous model Hamiltonians, we find
that the pairing Hamiltonian simulation algorithm has not been
updated from the NMR system to other ones since 2002. In
view of the rapid experimental progress of solid-state quantum
computing devices and important applications of the paring
Hamiltonian in various many-body systems, it would be of
great interest to generalize the quantum simulation algorithm
from the NMR system [40] to solid-state ones. Here, we
propose a complete set of algorithms and a measurement
scheme to simulate pairing models using four representative
Hamiltonians, which extensively exist in solid-state quantum
systems. The proposed algorithms are suitable for a wide
range of controllable solid-state quantum devices, especially
superconducting quantum circuits and semiconducting qubit
systems.

The remainder of the paper is organized as follows. In
Sec. II, we give a brief description of our simulation task and
available theoretical Hamiltonians for quantum simulation.
General simulation algorithms based on qubits with various
types of nearest-neighbor interactions are presented in Sec. III.
The fidelity of the algorithms and its variation with various
parameters are numerically studied in Sec. IV. The complexity
of the algorithms and the parameter dependence is analyzed
in Sec. V. We have also designed an effective measurement
scheme based on the entanglement of a single qubit in the
simulator and an ancillary qubit in Sec. VI, through which
crucial information in the energy spectrum could be extracted.
We finally summarize our results in Sec. VII.

II. PRELIMINARIES

For the completeness of this paper, first, we briefly review
pairing Hamiltonians and outline our simulation tasks.

A. Pairing Hamiltonians and qubit representation

The general BCS pairing Hamiltonian is extensively used
in condensed-matter physics and nuclear physics and has the
form

HBCS =
N∑

m=1

εm

2

(
nF

m + nF
−m

) +
N∑

l=1

N∑
m=1

Vmlc
†
mc

†
−mc−lcl, (1)

where c
†
±m and c±l are fermionic creation and annihi-

lation operators and nF
±m = c

†
±mc±m are fermionic num-

ber operators. As has been analyzed (see, for example,
Ref. [40]), the BCS pairing Hamiltonian made by fermionic
pair operators can be mapped onto qubit operators σx

m, σ
y
m,

and σ z
m through the transformation {σx

m,σ
y
m,σ z

m} = {c†mc
†
−m +

c−mcm,ic−mcm − ic
†
mc

†
−m,nF

m + nF
−m − 1}. With the mapping,

we can rewrite the Hamiltonian in Eq. (1) as

Hp =
N∑

m=1

εm

2
σ z

m +
∑
m<l

Vml

2

(
σx

mσ x
l + σy

mσ
y

l

)
, (2)

with εm = εm + Vmm.

B. Qubits with Nearest-Neighbor Coupling

Solid-state qubits can be coupled through various types
of interactions. For instance, superconducting qubits can be
coupled to their nearest neighbors through capacitances [59],
inductances [60], or Josephson junctions [61]. Different
interaction models [62] resulting from different coupling
schemes can be classified into four categories of commonly
used interaction Hamiltonians: longitudinal Ising types [63–
65], transverse Ising types [66–68], XY types [69–71], and
Heisenberg types [72–76]. These four different types of
nearest-neighbor Hamiltonians can be unified as

H = H0 + HI , (3)

with H0 denoting the single-qubit Hamiltonian

H0 =
N∑

l=1

1

2
ωlσ

z
l (4)

and HI denoting the interaction Hamiltonian

HI =
N−1∑
l=1

(
J x

l σ x
l σ x

l+1 + J
y

l σ
y

l σ
y

l+1 + J z
l σ z

l σ z
l+1

)
. (5)

Here, σx
l ,σ

y

l ,σ z
l are Pauli matrices in the basis of σ z

l , and l
denotes the lth qubit. Parameters Jl (l = 1, . . . ,N − 1) denote
the coupling strength between the lth and (l + 1)th qubits.
Hereafter, we assume � = 1.

Each of these four types of Hamiltonians is a special case
of Eq. (3) with parameters being properly chosen. The Hamil-
tonian (3) can be thus reduced to (i) the longitudinal Ising
Hamiltonian for parameters J x

l = J
y

l = 0 and J z
l = Jl , (ii)

the transverse Ising Hamiltonian for parameters J
y

l = J z
l = 0

and J x
l = Jl , (iii) the XY Hamiltonian for parameters J z

l = 0
and J x

l = J
y

l = Jl , and (iv) the Heisenberg Hamiltonian for
parameters J x

l = J x
l = J

y

l = Jl . For clarity, we summarize
them in Table I.

Assuming that qubit systems with nearest-neighbor cou-
plings in Eq. (3) are available experimentally, we can hence use
them to simulate dynamical behaviors of pairing Hamiltonians
in Eq. (2) with the help of single-qubit operations. These
operations will be done by applying external fields F =∑N

l=1(f x
l σ x

l + f
y

l σ
y

l + f z
l σ z

l ) to individual qubits. It is clear

TABLE I. Summary of various interaction Hamiltonians in solid-
state systems with single-qubit Hamiltonians H0 = ∑N

l=1(ωlσ
z
l /2).

Note that J x
l = J

y

l = Jl for the Heisenberg model.

Interaction type Interaction Hamiltonian

Longitudinal Ising model HIsing,L = H0 + ∑N−1
l=1 Jlσ

z
l σ z

l+1

Transverse Ising model HIsing,T = H0 + ∑N−1
l=1 Jlσ

x
l σ x

l+1

XY model HXY = H0 + ∑
i=x,y

∑N−1
l=1 Jlσ

i
l σ

i
l+1

Heisenberg model HH = H0 + ∑
i=x,y,z

∑N−1
l=1 J i

l σ
i
l σ

i
l+1
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that the pairing models in Eq. (2) do not share the same form
of Hamiltonians in Eq. (3). Therefore, it is necessary to design
algorithms to simulate these pairing Hamiltonians using the
four types of interaction Hamiltonians mentioned above.

C. Quantum simulations

Our goal is to simulate the BCS-type pairing Hamiltonian
in Eq. (2), which can be rewritten as

Hp = Hp0 + HpI , (6)

where Hp0 = ∑N
m=1 εmσ z

m/2 is the single-qubit Hamiltonian
and HpI = ∑N

l>m Vml(σx
mσ x

l + σ
y
mσ

y

l )/2 is the interaction
Hamiltonian.

We now come to simulate parameters εm (m = 1 . . . N)
and Vml (m,l = 1 . . . N,m < l) in Eq. (6) with each of
the Hamiltonians in Table I using the decoupling and re-
coupling techniques in Ref. [77]. The single-qubit terms
εmσ z

m/2 (m = 1, . . . ,N) and two-qubit interaction Hamilto-
nian terms Vml(σx

mσ x
l + σ

y
mσ

y

l )/2 (l,m = 1, . . . ,N,l < m) will
be simulated separately through dynamical evolution. Special
care must be taken when the separated terms are all put together
using Trotter’s formula [78,79] since operators σx

m,σ
y
m, and

σ z
m do not commute with each other. Another challenge is to

simulate long-range interaction terms in Hp through simula-
tors containing only nearest-neighbor interactions. Therefore,
methods for extending the range of interaction must be
properly designed.

We note that the tunability of parameters ωl (l = 1, . . . ,N)
and J i

l (i = x,y,z; l = 1, . . . ,N − 1) affects the efficiency
of the algorithms. Algorithms for simulators with constant
parameters presented in the following section are often more
complex. Simplification is allowed if some of the parameters
are tunable during the simulation process. A comparison of
fidelity and complexity between simulators with constant and
tunable coupling parameters will be given in Secs. IV and V.

III. SIMULATION ALGORITHMS

In this section, we give a detailed discussion of how to
simulate a pairing Hamiltonian using Ising-type, XY -type, or
Heisenberg-type interaction Hamiltonians as listed in Table I.

A. Algorithm for simulators with the longitudinal
Ising Hamiltonian

We first study an algorithm to simulate pairing Hamiltoni-
ans using the longitudinal Ising Hamiltonian. The simulation
algorithm needs two steps [40]. The first step is to simulate
Hp0, and the second one is to mimic HpI . We then combine
Hp0 and HpI to obtain the complete pairing Hamiltonian. The
detailed description of these steps is as given below.

1. Simulation algorithm for individual terms Hp0

We now use the simulators with longitudinal Ising-type
interaction HIsing,L in Table I to simulate Hp0. The operator

UIsing,L(τ ) = e−iτHIsing,L (7)

denotes the time-evolution operator of the quantum simu-
lator. Let us consider the time-evolution operator Uz

l (τ ) =

..…
…

..

…
..

…
 

…
 

..… …
 

…
 

FIG. 1. The quantum circuit to realize Uz
l (τ ) from UIsing,L. The

thick red line stands for the lth qubit in the system, whose individual
evolution term is going to be extracted through this step. Black dots
on both sides stand for the periodic extension of the logic gates to the
rest of the system in the given direction. Here, the period is 2. X±

stand for external gates e±i π
2 σx

.

exp(−iτωlσ
z
l /2) of the lth qubit. Using a method similar to

that shown in Ref. [40], we show that Uz
l (τ ) can be given as

(see the Appendix for detailed derivations)

Uz
l (τ )

=
⎛
⎝⊗

j ′′ �=l

e
i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′
e
i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)

×
⎛
⎝⊗

j ′′ �=l

e
−i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′
e
−i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)
(8)

using UIsing,L(τ/4). Here, j ′ and j ′′ denote the j ′th and the
j ′′th qubits in the simulator. j ′ is an even (odd) number, and
j ′′ is an odd (even) number if l is an odd (even) number, where
j ′′ �= l. The detailed quantum circuits to realize single-qubit
operation Uz

l (τ ) in Eq. (8) are shown in Fig. 1. We note that
all following logic operations and corresponding circuits are
derived and given by using a method similar to that for Eq. (8)
and correspond to Fig. 1.

For a given Uz
l (τ ), we can extract the time evolution

HIsing,L of each single qubit and then simulate Hp0 through the
circuit e−itHp0 = ⊗N

m=1 Uz
m(τ ), with τ = εmt/ωm. Therefore,

an individual Uz
l (τ ) is the building block when simulating

Hp0. In the following sections we will show that Uz
l (τ ) can be

simulated on simulators with other types of interactions.

..…..……
 

…
 

…
 

…
 

..… ..…

FIG. 2. The quantum circuit for simulating Uzz
l,l+1(τ ) directly from

UIsing,L(τ ). The thick red lines stand for the lth and the (l + 1)th qubits
in the system. For the extension represented by the black dots on both
sides, the period is 2.
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2. Simulation algorithm for interactions HpI and Hp

Before simulating HpI of the pairing Hamiltonian in
Eq. (6) we first consider a time-evolution operator Uzz

l,m(τ ) =
exp(−iτJlσ

z
l σ z

m). If the simulator has longitudinal Ising
nearest-neighbor couplings, Uzz

l,l+1(τ ) can be directly obtained
from UIsing,L(τ ) through the circuit as in Fig. 2, which can be
expressed as

Uzz
l,l+1(τ ) =

⎛
⎝⊗

j ′<l

e
i π

2 σx
j ′

⎞
⎠

⎛
⎝ ⊗

j ′′>l+1

e
i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)

×
⎛
⎝⊗

j ′′�l

e
i π

2 σx
j ′′

⎞
⎠

⎛
⎝ ⊗

j ′�l+1

e
i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)

×
⎛
⎝⊗

j ′<l

e
−i π

2 σx
j ′

⎞
⎠

⎛
⎝ ⊗

j ′′>l+1

e
−i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)

×
⎛
⎝⊗

j ′′�l

e
−i π

2 σx
j ′′

⎞
⎠

⎛
⎝ ⊗

j ′�l+1

e
−i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)
.

(9)

Here, j ′ and j ′′ for the j ′th and the j ′′th qubits in the simulator
satisfy the condition that j ′ is even (odd) and j ′′ is odd
(even) if l is odd (even), where j ′′ may equal to l. Using the
time-evolution operator Uzz

l,l+1(τ ) in Eq. (9) and single-qubit
operations, we have

U
xx+yy

l,l+1 (τ ) = exp(−iτH
xy

l ) = ei π
4 Yl,l+1Uzz

l,l+1(τ )e−i π
4 Yl,l+1

×ei π
4 Xl,l+1Uzz

l,l+1(τ )e−i π
4 Xl,l+1 + O(J 2τ 2). (10)

Here, the Hamiltonian H
xy

l denotes the interaction between
the lth and (l + 1)th qubits in the xy plane, and

H
xy

l = Jl

(
σx

l σ x
l+1 + σ

y

l σ
y

l+1

)
. (11)

We hereafter label the sum of Pauli operators of the lth and
(l + 1)th qubits as

Pl,l+1 = σ
p

l + σ
p

l+1, (12)

where P = X,Y,Z correspond to p = x,y,z, respectively. For
instance, Yl,l+1 is expressed as Yl,l+1 = σ

y

l + σ
y

l+1.
With all nearest-neighbor coupling operators Uzz

l,l+1(τ )

and U
xx+yy

l,l+1 (τ ) being simulated, we can extend the nearest-
neighbor interactions to long-range interactions and eventually
obtain the total BCS interactions HpI by following the method
proposed in Ref. [40]. When Hp0 and HpI are both available,
the total Hamiltonian can be obtained by Trotter’s formula
e−itHp = e−itHp0e−itHpI + O(t2). In comparison with the ex-
ponential complexity to carry out the same task on classical
computers, ideally, we need only O(N4) external single-qubit
quantum gates to implement the simulation algorithm.

The discussions above show that the simulations of the
nearest-neighbor propagators Uzz

l,l+1(τ ) and U
xx+yy

l,l+1 (τ ) are
crucial in the entire simulating process. In the following
sections, we will explain that Uzz

l,l+1(τ ) and U
xx+yy

l,l+1 (τ ) can
also be simulated through other types of Hamiltonians.

…
 

..… ..…

…
 

FIG. 3. Quantum circuit to simulate UIsing,L(τ ) from UH(τ ). Z±

stand for external gates e±i π
2 σz

. Black dots on both sides stand for the
periodic extension of the logic gates starting from any single qubit.
Here, the period is two.

B. Algorithm for simulators with Heisenberg
nearest-neighbor interaction

1. Simulation algorithm for Hp0

We now study how to obtain Hp0 if we have only
Heisenberg-type Hamiltonian and rotations around the x

direction. Based on Trotter’s formula, we can decompose the
time-evolution operator with the Heisenberg-type interaction
Hamiltonian into

UH(τ ) = e−iτHH ≈ exp

(
N∑

l=1

ωz
l

2
σz

)
exp

(
−iτ

N∑
l=1

Hzz
l

)

× exp

(
−iτ

N−1∑
l=1

H
xy

l

)
+ O(J 2τ 2), (13)

with Hzz
l = Jlσ

z
l σ z

l+1.
When the quantum simulators possess Heisenberg-type

interaction, we can first simulate the longitudinal Ising
Hamiltonian using the Heisenberg Hamiltonian and then Hp0

in terms of the longitudinal Ising Hamiltonian. The latter step
has already been solved. Assume that error up to O(J 2τ 2) is
tolerable; we can obtain the longitudinal Ising Hamiltonian
through

UIsing,L(τ ) ≈
⎛
⎝⊗

j

ei π
2 σ z

2j

⎞
⎠UH

(τ

2

)⎛
⎝⊗

j

e−i π
2 σ z

2j

⎞
⎠

×UH

(τ

2

)
. (14)

Here, 2j denotes that the qubits with even indices are rotated
±π/2 around the z direction, and the qubits with odd indices
remain unchanged. We can also rotate all qubits with odd
indices ±π/2 around the z axis to obtain the same result.
Figure 3 shows the corresponding quantum circuit.

2. Simulation algorithm for interaction HpI

We now design the algorithm to simulate the long-range
XY interaction terms in the pairing Hamiltonian in Eq. (6)
using a quantum simulator with Heisenberg interaction. Let us
first consider two time-evolution operators

Uzz(τ ) = exp

(
−iτ

N−1∑
l=1

Jlσ
z
l σ z

l+1

)
(15)
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…
 

… …

…
 

(a)

..… ..…

..… ..…

(b)

FIG. 4. The quantum circuits to simulate (a) Uzz(τ ) from UH(τ )
and (b) Uzz

l,l+1(τ ) from Uzz(τ ). The thick red lines stand for the lth
and the (l + 1)th qubits in the system, whose interaction is to be
extracted through this step. The period for the extension on both
sides represented by black dots is 2. Y ± stand for external gates
e±i π

2 σy
.

and

Uzz
l,m(τ ) = exp

( − iτJlσ
z
l σ z

m

)
. (16)

We note that Uzz in Eq. (15) is different from UIsing, L in Eq. (7)
because UIsing, L includes a free evolution of the system. As
shown in Fig. 4(a), Uzz(τ ) can be simulated through UH(τ ) with
error up to order O(J 2τ 2). Here, UH(τ ) is the time-evolution
operator of simulators with Heisenberg interactions,

Uzz(τ ) ≈
⎛
⎝⊗

j

ei π
2 σx

2j

⎞
⎠

⎛
⎝⊗

j

ei π
2 σ

y

2j+1

⎞
⎠UH

(τ

2

)

×
⎛
⎝⊗

j

e−i π
2 σx

2j

⎞
⎠

⎛
⎝⊗

j

e−i π
2 σ

y

2j+1

⎞
⎠UH

(τ

2

)
. (17)

Figure 4(b) shows that Uzz
l,l+1(τ ) can be simulated through

Uzz(τ ), that is,

Uzz
l,l+1(τ ) =

⎛
⎝⊗

j ′<l

e
i π

2 σx
j ′

⎞
⎠

⎛
⎝ ⊗

j ′′>l+1

e
i π

2 σx
j ′′

⎞
⎠Uzz

(τ

2

)

×
⎛
⎝⊗

j ′<l

e
−i π

2 σx
j ′

⎞
⎠

⎛
⎝ ⊗

j ′′>l+1

e
i π

2 σx
j ′′

⎞
⎠Uzz

(τ

2

)
, (18)

where j ′ and j ′′ denote the j ′th and j ′′th qubits in the simulator.
Here, j ′ is even (odd), and j ′′ is (even) when l is an odd (even)
number. If O(J 2τ 2) is negligibly small, U

xx+yy

l,l+1 (τ ) can be
obtained in the same way as it is in Eq. (10).

There is an alternative approach to simulate U
xx+yy

l,l+1 (τ )
through simulators with Heisenberg interactions. We first show
how to obtain the operation

Uxx+yy(τ ) = exp

[
−iτ

N−1∑
l=1

Jl

(
σx

l σ x
l+1 + σ

y

l σ
y

l+1

)]
, (19)

which describes the time evolution for the XY model without
free Hamiltonians. Figure 5(a) shows that Uxx+yy(τ ) can be

 
…
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…

…
 

…
 

..…
…

 

(a)

…
 

…
 

…
 

…
 

(b)

FIG. 5. The quantum circuits to simulate (a) Uxx+yy(τ ) from
UH(τ ) and (b) U

xx+yy

l,l+1 (τ ) directly from Uxx+yy(τ ). The thick red lines
stand for the lth and the (l + 1)th qubits in the system. Black dots on
both sides stand for the periodic extension of the logic gates to the
rest of the system in the given direction. In (a), for operators X− in
the left column the period is 1, while for operators X+ in the middle
and right columns the period is 2. In (b), the period is 2.

simulated through UH(τ ), that is,

Uxx+yy(τ ) ≈
⎛
⎝⊗

j

ei π
2 σx

2j

⎞
⎠Uzz(τ )

⎛
⎝⊗

j

ei π
2 σx

2j+1

⎞
⎠

×UH

(τ

2

)⎛
⎝⊗

j

e−i π
2 σx

j

⎞
⎠UH

(τ

2

)
. (20)

Then U
xx+yy

l,l+1 (τ ) can be realized from Uxx+yy(τ ) as in Fig. 5(b),
which is given as

U
xx+yy

l,l+1 (τ ) ≈
⎛
⎝⊗

j ′′�l

e
i π

2 σx
j ′′

⎞
⎠

⎛
⎝ ⊗

j ′>l+1

e
i π

2 σx
j ′

⎞
⎠

×
⎛
⎝⊗

j ′�l

e
i π

2 σ
y

j ′

⎞
⎠

⎛
⎝⊗

j ′′>l

e
i π

2 σx
j ′′

⎞
⎠Uxx+yy

(τ

2

)

×
⎛
⎝⊗

j ′�l

e
−i π

2 σ
y

j ′

⎞
⎠

⎛
⎝⊗

j ′′>l

e
−i π

2 σx
j ′′

⎞
⎠

×
⎛
⎝⊗

j ′′�l

e
−i π

2 σx
j ′′

⎞
⎠

⎛
⎝ ⊗

j ′>l+1

e
−i π

2 σx
j ′

⎞
⎠Uxx+yy

(τ

2

)
.

(21)

The approximation is valid when O(J 2τ 2) is negligible. j ′ is
even (odd) while j ′′ is odd (even) if l is odd (even), where j ′′
may equal to l.

Furthermore, since the Heisenberg interactions can be con-
verted to the longitudinal Ising Hamiltonians in Eq. (14), after
this conversion the simulation can also be done according to the
algorithm for simulators with longitudinal Ising Hamiltonians.
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FIG. 6. The quantum circuit for achieving (a) Uz(τ ) from UXY(τ )
and (b) Uz

l (τ ) from Uz(τ ). The thick red line stands for the lth qubit
in the system. The period of extension represented by black dots is 2
in (a) and 1 in (b).

C. Algorithm for simulators with the XY nearest-neighbor
interaction

1. Simulation algorithm for Hp0

If simulators with the XY interaction are available and
the transition frequencies of all qubits in the simulators are
identical or almost identical, the time-evolution operator is sep-
arable; that is, UXY (τ ) = exp(−iτHXY ) can be expressed as

UXY(τ ) = e−iτHXY = exp(−iτH0) exp

[
−iτ

N−1∑
l=1

H
xy

l

]
.

(22)

Here, HXY , H0, and H
xy

l are given in Table I, Eq. (4), and
Eq. (11), respectively. Figure 6(a) shows when the Heisenberg
Hamiltonian in Fig. 3 is replaced by the XY type Hamiltonian,
we can obtain Uz(τ ) = exp(−iτ

∑N
l=1 ωlσ

z
l /2), which can be

expressed as

Uz(τ ) =
⎛
⎝⊗

j

ei π
2 σ z

2j

⎞
⎠UXY

(τ

2

)⎛
⎝⊗

j

e−i π
2 σ z

2j

⎞
⎠UXY

(τ

2

)
.

(23)

The quantum circuit for Uz
l (τ ) is shown in Fig. 6(b) and can

be expressed as

Uz
l (τ ) =

⎛
⎝⊗

j �=l

ei π
2 σx

j

⎞
⎠Uz

(τ

2

)⎛
⎝⊗

j �=l

e−i π
2 σx

j

⎞
⎠Uz

(τ

2

)
. (24)

The single-qubit Hamiltonian Hp0 can be simulated from
Uz

l (τ ) in the same way as those for longitudinal Ising and
Heisenberg interactions.

2. Simulation algorithm for interaction HpI

If we use simulators with XY interactions, then Uxx+yy(τ )
can be simulated in the following way:

Uxx+yy(τ ) =
⎛
⎝⊗

j

ei π
2 σx

j

⎞
⎠UXY

(τ

2

)

×
⎛
⎝⊗

j

e−i π
2 σx

j

⎞
⎠UXY

(τ

2

)
, (25)

which is shown in Fig. 7(a).
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FIG. 7. The quantum circuits for simulating (a) Uxx+yy(τ ) from
UXY(τ ) and (b) Uxx

l,l+1(τ ) directly from Uxx+yy(τ ). The thick red lines
stand for the lth and the (l + 1)th qubits in the system. Black dots on
both sides stand for the periodic extension of the logic gates. In (a)
the period is 1, while in (b) the period is 2.

Figure 7(b) shows that we can acquire Uxx
l,l+1(τ ) from

Uxx+yy(τ ) in the following way:

Uxx
l,l+1(τ ) =

⎛
⎝⊗

j ′′
e
i π

2 σx
j ′′

⎞
⎠

⎛
⎝⊗

j ′<l

e
i π

2 σ
y

j ′

⎞
⎠

×
⎛
⎝ ⊗

j ′>l+1

e
i π

2 σ
y

j ′

⎞
⎠Uxx+yy

(τ

2

)

×
⎛
⎝⊗

j ′<l

e
−i π

2 σ
y

j ′

⎞
⎠

⎛
⎝ ⊗

j ′>l+1

e
−i π

2 σ
y

j ′

⎞
⎠

×
⎛
⎝⊗

j ′′
e
−i π

2 σx
j ′′

⎞
⎠Uxx+yy

(τ

2

)
.

(26)

Here, j ′ is even (odd), and j ′′ is odd (even) when l is an odd
(even) number, where j ′′ may equal to l. We can then obtain
Uzz

l,l+1(τ ) in terms of

Uzz
l,l+1(τ ) = ei π

4 (σy

l +σ
y

l+1)Uxx
l,l+1(τ )e−i π

4 (σy

l +σ
y

l+1). (27)

Then U
xx+yy

l,l+1 (τ ) can be simulated using Uzz
l,l+1(τ ) according to

Eq. (10). We note that U
xx+yy

l,l+1 (τ ) can also be directly given
through the process

U
xx+yy

l,l+1 (τ ) = Uxx
l,l+1(τ )ei π

4 (σ z
l +σ z

l+1)Uxx
l,l+1(τ )e−i π

4 (σ z
l +σ z

l+1)

+O(J 2τ 2). (28)

Then the interaction Hamiltonian HpI can be finally simulated
in the same way as shown in Ref. [40].

D. Algorithm for simulators with the transverse Ising
nearest-neighbor interaction

1. Simulation algorithm for individual Hp0

In contrast to the above cases, UIsing,T(τ ) = e−iτHIsing,T for
the Hamiltonian with transverse Ising interactions is not
exactly separable. Even so, as shown in Fig. 8(a), Uz(τ ) can be
extracted by the same quantum circuit as in Figs. 6(a) and 6(b)
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FIG. 8. The quantum circuit for simulating (a) Uz(τ ) from UIsing,T

and (b) Uz+yy(τ ; ω1, . . . ,ωN ) from Uz+xx(τ ; ω1, . . . ,ωN ). Black dots
on both sides stand for the extension of the logic gates with period 1.√

Z± stand for external gates e±i π
4 σz

.

if error up to order O(ωJτ 2) is tolerable. Here, ω is the typical
value of qubit frequency. However, we will show in Sec. IV
that this approximation due to Trotter’s formula leads to the
fluctuation in fidelity.

2. Simulation algorithm for interaction HpI

Let us first consider a time-evolution operator

Uz+xx(τ ) = exp

[
−iτ

(
N∑

l=1

ωl

2
σ z

l +
N−1∑
l=1

Jlσ
x
l σ x

l+1

)]
, (29)

which is exactly the same as UIsing,T(τ ) with tunable parameters
ωl (l = 1, . . . ,N ). Similarly, we also consider

Uz+yy(τ ) = exp

[
−iτ

(
N∑

l=1

ωl

2
σ z

l +
N−1∑
l=1

Jlσ
y

l σ
y

l+1

)]
. (30)

The operation Uz+yy(τ ) can be acquired from Uz+xx(τ ) by

Uz+yy(τ ) =
⎛
⎝ N⊗

j=1

ei π
4 σ z

j

⎞
⎠Uz+xx(τ )

⎛
⎝ N⊗

j=1

e−i π
4 σ z

j

⎞
⎠, (31)

which is graphically shown in Fig. 8(b). If all qubit resonance
frequencies in Uz+xx(τ ) are set to be ω and those in Uz+yy(τ )
are set to be −ω, we have

Uxx+yy(τ ) ≈ Uz+xx(τ )Uz+yy(τ ) (32)

up to order O(J 2τ 2). Here, the negative qubit resonance
frequencies mean that inverse external fields are used to flip the
sign of

∑N
l=1 ωlσ

z
l /2. Thus, the simulation using the transverse

Ising Hamiltonian is converted to the cases of Heisenberg or
XY Hamiltonians as studied before.

IV. NUMERICAL STUDY OF FIDELITY

We now study numerically the error introduced by Trotter’s
formula, which is typically on the order of O(J 2t2) or
O(ωJ t2). Our focus will be the fidelity of the simulated
Hamiltonian using the simulation algorithms, although our
algorithms can be applied to any system which has the above-
mentioned interaction Hamiltonian. However, for concreteness
and as an example, the parameters used in following simulation
are mainly taken from superconducting quantum devices [17].

In Sec. III, we assumed for generality that all of the
algorithms are applicable to simulators with constant cou-
pling strengths and frequencies. However, if simulators with
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FIG. 9. Digital fidelity of (a) e−iτHIsing,T ≈ exp(−iτ
∑N

l=1 ωlσ
z
l /2)

exp[−iτ
∑N−1

l=1 Jl(σ x
l σ x

l+1 + σ
y

l σ
y

l+1 + σ z
l σ z

l+1)] and (b) the process
shown in Fig. 8(a) for a four-qubit quantum simulator. εl =
2 × 1012Hz, ωl = 5 × 109Hz (l = 1, . . . ,N ), Vl = −2 × 108Hz, and
Jl = 3 × 107Hz (l = 1, . . . ,N − 1). The fluctuations on the curves
originate from the trigonometric terms in Eq. (33) with period π/ω

in (a) and 2π/ω in (b).

tunable parameters are available, we can not only sim-
plify the simulation process but also reduce digital errors
significantly. For instance, e−iτHIsing,T =exp(−iτ

∑N
l=1 ωlσ

z
l /2)

exp[−iτ
∑N−1

l=1 Jl(σx
l σ x

l+1 + σ
y

l σ
y

l+1 + σ z
l σ z

l+1)] does not hold
exactly in general. Detailed calculation indicates

exp

(
−iτ

N∑
l=1

ω

2
σ z

l

)
exp

(
−iτ

N−1∑
l=1

Jσx
l σ x

l+1

)

= exp

{
−iτ

(
N∑

l=1

ω

2
σ z

l +
N−1∑
l=1

Jσx
l σ x

l+1

)

+ iτ

2

N−1∑
l=1

J
(
σx

l σ x
l+1 − σ

y

l σ
y

l+1

)

− i

4ω

N−1∑
l=1

J
(
σx

l σ x
l+1 − σ

y

l σ
y

l+1

)
sin(2ωτ )

+ i

4ω

N−1∑
l=1

J
(
σ

y

l σ x
l+1 + σx

l σ
y

l+1

)
[cos(2ωτ ) − 1]

}
,

(33)

where iτ
∑N−1

l=1 J (σx
l σ x

l+1 − σ
y

l σ
y

l+1)/2 is the error that will
accumulate during simulation processes. These terms contain-
ing sin(2ωτ ) and cos(2ωτ ) are the origins of the fluctuations
of period π/ω on the fidelity curve, as shown in Fig. 9(a).
Numerical simulation shows that the fidelity of the circuit
in Fig. 8(a) is plotted in Fig. 9(b). The period of fluctuation
becomes 2π/ω because UIsing,T(τ/2) instead of UIsing,T(τ ) is
involved. However, if the interaction in HIsing,T can be turned
off when Hp0 is simulated, those fluctuations can be avoided,
as shown in Fig. 10(a).

The fidelity of a simulation algorithm can be increased
when tunable parameters of the simulator are increased, as
exemplified in Fig. 10. The effect of tunable parameters is
significant except for the simulator with the longitudinal Ising
Hamiltonian, in which all terms commute with each other.
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FIG. 10. Increase of simulation fidelity contributed by tunable
parameters of four-qubit simulators containing (a) and (b) transverse
Ising-type, (c) XY -type and (d) Heisenberg-type nearest-neighbor in-
teractions. In all four panels, εl = 2 × 1012Hz, ωl = 5 × 109Hz (l =
1, . . . ,N ), Vl = −2 × 108Hz. In (a) and (b), Jl = 3 × 107Hz (l =
1, . . . ,N − 1), and the whole simulation task is divided into M = 20
intervals; in (c) and (d) Jl = 3 × 106Hz (l = 1, . . . ,N − 1), and the
whole simulation task is divided into M = 10 intervals. Furthermore,
the subprocess in (c) and (d) for simulators with constant parameters
to simulate e±iτ (σx

l
σ x
l+1+σ

y
l

σ
y
l+1)π/4 (l = 1, . . . ,N − 1) is divided into

200 intervals in order to reduce the error introduced by short-time
approximation. In (a), the blue dashed curve stands for the average
fidelity when all the parameters of the simulator are constant. The red
solid curve stands for the average fidelity when only ωl (l = 1, . . . ,N)
are tunable. Green dotted curves stand for the high-frequency
fluctuation of simulation fidelity originating from Eq. (33) associated
with the above two cases. The magenta dash-dotted curve gives the
fidelity when all the parameters of the simulator can be turned on and
off during the simulation process. The detailed shape of the fidelity
from a simulator with constant parameters over a short interval is
shown in (b). In both (c) and (d), the red solid curve stands for
the average fidelity when all the parameters of the simulator are
constant, while the blue dash-dotted curve gives the fidelity when all
the parameters of the simulator can be turned on and off.

The use of Trotter’s formula with the short-time ap-
proximation improves the simulation fidelity significantly, as
illustrated in Fig. 11. For simulators with longitudinal or
transverse Ising interactions or tunable XY or Heisenberg
interactions, we find that the larger the number of time intervals
the total simulation time is divided into is, the higher the
simulation fidelity obtained is, as in Figs. 11 (a), 11(b),
11(c), and 11(e). We believe that the error introduced by
short-time approximation can be reduced in this way [78,79].
Nevertheless, for simulators with fixed-parameter XY or
Heisenberg interaction Hamiltonians, we notice that the
overall fidelity is sensitive to that of the subcircuit used to
simulate U

xx+yy

l,l+1 [π/(4Jl)] = e±iτ (σx
l σ x

l+1+σ
y

l σ
y

l+1)π/4 (l = 1, . . . ,

N − 1) [see Figs. 11(d) and 11(f)]. On the other hand, in
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FIG. 11. Effect of changing the number of intervals M that the
whole simulation process is divided into on the fidelity for four-qubit
simulators containing (a) longitudinal Ising-type, (b) transverse
Ising-type, (c) and (d) XY -type, and (e) and (f) Heisenberg-type
nearest-neighbor interactions. In (c) and (e), all parameters of the
simulators can be turned off and on during the process, while in
(d) and (f) they are constant. In all six panels, εl = 2 × 1012Hz,
ωl = 5 × 109Hz (l = 1, . . . ,N), Vl = −2 × 108Hz; in (a) and (b)
Jl = 3 × 107Hz, and in (c), (d), (e), and (f) Jl = 1 × 106Hz. The
subprocess in (d) and (f) for simulators with constant parameters
to simulate e±i(σx

l
σ x
l+1+σ

y
l

σ
y
l+1)π/4 (l = 1, . . . ,N − 1) is divided into

G = 200 intervals in order to reduce the error introduced by short-
time approximation. In (a) and (b), the curves from top to bottom
correspond to M = 20, 10, 5, 3, respectively. In (c) and (e), the curves
from top to bottom correspond to M = 10, 5, 3, 2, 1, respectively. In
(d) and (f), the curves from bottom to top (counted from the leftmost
side) correspond to M = 10, 5, 3, 2, 1, respectively.

contrast to the error due to short-time approximation, the error
from simulating U

xx+yy

l,l+1 [π/(4Jl)] increases with the running
times of the subcircuit. Figures 11(d) and 11(f) show that
when the simulation time is relatively short and the error from
Trotter’s formula is small, the overall simulation fidelity is
mainly determined by that of simulating U

xx+yy

l,l+1 [π/(4Jl)].
Therefore, we conclude that in this case the larger the number
of time steps the total time for completing the whole task is
divided into is, the longer U

xx+yy

l,l+1 [π/(4Jl)] simulation process
is run, and the larger the error is. When the simulation time
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FIG. 12. Fidelity of the algorithm run by a quantum simulator
with transverse Ising-type nearest-neighbor interactions containing
different number of qubits. Every term in the Hamiltonian of the
simulator can be turned on and off during the simulation pro-
cess. εl = 2 × 1012Hz, ωl = 5 × 109Hz (l = 1, . . . ,N ), Vl = −2 ×
108Hz, Jl = 3 × 107Hz (l = 1, . . . ,N − 1). The whole simulation
task is divided into M = 20 intervals. The curves from top to bottom
correspond to N = 4, 5, 6, 7, 8, respectively.

becomes longer, the error from Trotter’s formula becomes
dominant. Therefore, as shown in Figs. 11(d) and 11(f),
all curves are almost flat at the short simulation time and
drop when the time increases. Moreover, the fidelity of the
simulation with a smaller number M of intervals is higher for
a shorter simulation time but lower for a longer simulation
time.

Figure 12 suggests that if other conditions are the same,
the fidelity of simulation algorithms decreases when the qubit
number in quantum simulators is increased. In practice, this
error can be compensated by reducing the error due to the
short-time approximation.

V. COMPLEXITY ANALYSIS

Let us now analyze the complexity of the algorithms, which
is determined by the total number of external single-qubit logic
gates required for the simulation process. We will show that
the algorithms are polynomial.

The number of single-qubit gates in any of the quantum
circuits in the previous sections increases linearly with the
number of qubits N in the simulator. One can extract Uz

l (τ ) =
exp(−iτωlσ

z
l /2) in the complexity O(N ). The simulation

of individual e−itHp0 = ⊗N
m=1 Uz

m(εmt/ωm) requires O(N2)
external gates. We find that Uzz

l,l+1(τ ) = exp(−iτJlσ
z
l σ z

l+1)

or U
xx+yy

l,l+1 = exp[−iτJl(σx
l σ x

l+1 + σ
y

l σ
y

l+1)] can also be simu-
lated within O(N ). As shown in [40], it can be shown that

ei π
2 Xl,l+1Uzz

m,l(τ )e−i π
2 Xl,l+1 = Uzz

m,l+1(τ ) (34)

for m < l, where Xl,m = (σx
l σ x

m + σ
y

l σ
y
m)/2. Thus, it needs

O(N2) to simulate an arbitrary long-range interaction Uzz
m,l(τ ).

Since N (N + 1)/2 terms are included in the pairing Hamilto-
nian (6), simulation of all these interactions requires O(N4)
logic gates, or the complexity of the whole algorithm is O(N4).

In Fig. 13, we calculate total numbers of external gates for
four types of simulators with all constant parameters when
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FIG. 13. Total number of external gates in the simulation process
for four types of simulators with constant parameters. Here, the
complexity is shown for a single running process, in which both the
simulation task and subprocess to simulate e±i(σx

l
σ x
l+1+σ

y
l

σ
y
l+1)π/4 (l =

1, . . . ,N − 1) are not further divided into any subintervals (M = 1,
G = 1).

N � 10. It shows that the longitudinal Ising simulator has the
lowest complexity. On the other hand, if the parameters of the
simulators are tunable, the complexity is significantly reduced
when the scale of the simulator increases, as shown in Fig. 14.

Furthermore, although higher simulation fidelity can be
obtained through the short-time approximation by dividing the
simulation process into M > 1 intervals, this is at the expense
of higher complexity since the number of logic gates is M times
of the gate number without the short-time approximation.
Moreover, although Trotter’s formula can be applied to the
subprocess of simulating exp[±iπ (σx

l σ x
l+1 + σ

y

l σ
y

l+1)/4] (l =
1, . . . ,N − 1), the complexity grows linearly with the number
G of intervals that this subprocess is divided into, which is
shown in Fig. 15. We can also find that if simulators with
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FIG. 14. Effects of tunable parameters on the complexity for XY -
type and Heisenberg-type simulators. Points on solid lines stand for
the case when all parameters in the simulator are constant, while
points on dashed lines give the result when they are all tunable.
Here, the total number of external gates is shown for a single running
process, in which both the simulation task and subprocess to simulate
e±i(σx

l
σ x
l+1+σ

y
l

σ
y
l+1)π/4 (l = 1, . . . ,N − 1) are not further divided into

any subintervals (M = 1, G = 1).
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FIG. 15. Increasing of complexity due to the processes for
simulating e±i(σx

l
σ x
l+1+σ

y
l

σ
y
l+1)π/4 (l = 1, . . . ,N − 1) being divided into

more subintervals. XY and Heisenberg simulators are taken as the
examples. Points on solid lines stand for the case when all parameters
in the simulator are constant, while points on dashed lines give the
result when they are all tunable. Here, the whole simulation task is
not further divided into any subintervals (M = 1).

tunable parameters are available, the effect of G on the total
number of external gates will be reduced. In particular, when
all parameters of an XY -type simulator are tunable, the growth
of G has no effect on the simulation complexity.

VI. MEASUREMENT SCHEME

Now we come to the measurement or readout approach as
the last step of our simulation algorithm. Based on a quantum
phase estimation algorithm [80], the measurement circuit is
shown in Fig. 16. We use an ancillary qubit, denoted by a red
0 and entangled with the simulator. We measure the ancilla at
the end of the simulation process. We use one qubit, marked
by a red 1, to directly interact with the ancillary qubit in the
whole simulator. |±〉0 = (| ↑ 〉0 ± | ↓ 〉0)/

√
2 are eigenstates

of operator σ 0
x for the ancillary qubit.

The readout processes are as follows. First, the ancillary
qubit is prepared for the state |+〉0, while the simulator,
including qubits 1 to N involved in the algorithms, is
prepared for a state |ψ〉. The whole system is initially at
|	0〉 = |+〉0 ⊗ |ψ〉. We then apply a controlled-NOT gate
denoted by CNOT0→1 to qubit 0 and qubit 1 so that the
system state becomes |	1〉 = CNOT0→1|	0〉, where the ancilla
serves as the control qubit and qubit 1 serves as the target
qubit. We run the complete simulation algorithms for a time
interval t , represented by Up(t) = e−itHp , such that the system
becomes |	2〉 = [I0 ⊗ Up(t)]|	1〉. A new controlled-NOT gate
is applied to qubit 0 and qubit 1 again, where the ancilla again
serves as the control qubit and qubit 1 serves as the target qubit.
The state of the whole system ends up as |	3〉 = CNOT0→1|	2〉.
Finally, the ancilla is measured on the {|+〉0,|−〉0} basis. The
probabilities of obtaining the states |±〉 are P ±

0 (t), respectively,
which vary with time t . We can use either P +

0 (t) or P −
0 (t) to

extract the spectrum information of the simulator. For example,
P +

0 (t) is calculated as

P +
0 (t) = 1

2 + 1
4

[〈ψ |σx
1 (t)σx

1 (0)|ψ〉 + c.c.
]
, (35)

…
 …

…
 …

or 
1

0  (ancilla)
or

FIG. 16. Measurement scheme for the simulation algorithms in
order to extract information such as the energy spectrum from the
simulator. |+〉0 and |ψ〉 stand for the initial state of the ancillary
qubit and the quantum simulator, respectively. Indexes 0 and 1 denote
the ancilla and the single qubit in the simulator directly coupled
with the ancilla, respectively. |	0〉, |	1〉, |	2〉, and |	3〉 are the
states of the whole system during the simulation process. Up(t)
is the time-evolution operator including the complete simulation
algorithms, which is explicitly equivalent to the pairing Hamiltonian.
Two CNOT gates in which qubit 0 (ancilla) serves as the control
qubit and qubit 1 serves as the target qubit are graphically shown.
Measurement is done for the ancilla on the |+〉0 or |−〉0 basis,
giving probability P +

0 (t) or P −
0 (t) as the result, respectively, where t

corresponds to the evolution time for the BCS system in Up(t).

where σx
1 (t) = U

†
p(t)σx

1 Up(t) is in the Heisenberg picture.
We could now expand the initial state with a complete set

of quantum numbers n, i, and βi , |ψ〉 = ∑
n,i,βi

Bn,i,βi
|n,i,βi〉.

Here, n is the total number of spin-up qubits in our simulator.
i denotes the energy level En,i with a given n, and βi denotes
the degeneracy for a given energy level En,i . Physically, n

is also the number of Cooper pairs in the simulated pairing
Hamiltonian. States with different quantum numbers n are
mutually orthogonal, 〈m,j,βj |n,i,βi〉 = δnm〈m,j,βj |n,i,βi〉.
In order to simplify the calculation, we can especially prepare
qubit 1 in the spin-up state, such that σ z

1 |ψ〉 = |ψ〉 and

〈ψ |σx
1 (t)σx

1 (0)|ψ〉 =
∑
n,i,j

C̃n,i,j e
it(En,j −En−1,i), (36)

where C̃n,i,j = ∑
βi ,βj

B∗
n,j,βj

Bn,i,βi
〈n,j,βj |n,i,βi〉. To study

the measurement result in the frequency domain, we can take
the Fourier transform ρ̃+

0 (ω) of P +
0 (t),

ρ̃+
0 (ω) = πδ(ω)

+ π

2

∑
n,i,j

C̃n,i,j δ(ω + En,j − En−1,i)

+ π

2

∑
n,i,j

C̃∗
n,i,j δ(ω − En,j + En−1,i). (37)

The spectrum of P +
0 (t) is symmetric on amplitude and

antisymmetric on phase because P +
0 (t) is real. In the amplitude

spectrum, there should be sharp peaks, ideally, δ-shaped peaks
at frequencies ω±

n,i,j = ±(En,j − En−1,i). The energy spectra
of the pairing Hamiltonian could be extracted from these
frequencies. For instance, the energy gap between the ground
state and the first excitation state with n-Cooper pairs can be

062301-10



QUANTUM SIMULATION OF PAIRING HAMILTONIANS . . . PHYSICAL REVIEW A 93, 062301 (2016)

obtained by

2
n = En,1 − En,0 = (
En,1 − En−1,i

) − (
En,0 − En−1,i

)
= ω+

n,i,1 − ω+
n,i,0. (38)

Generally, the low-lying energy spectra of a pairing
Hamiltonian are of great interest. Using the adiabatic method
developed in Ref. [40], we can prepare initial states that involve
a few eigenstates of the simulated pairing Hamiltonian to
improve the efficiency of our measurement approach.

VII. CONCLUSION

In summary, based on the quantum simulation algorithm for
the paring Hamiltonians using NMR systems, we have studied
a set of algorithms to simulate the pairing Hamiltonians using
four representative nearest-neighbor interactions, e.g., the lon-
gitudinal Ising Hamiltonian, transverse Ising Hamiltonian, XY

Hamiltonian, and Heisenberg Hamiltonian, which extensively
exist in various solid-state quantum computing systems. We
find the following: (i) The fidelity of a simulation algorithm
can be increased when the number of tunable parameters
of the simulator is increased. (ii) If other conditions are
the same, the fidelity of the simulation algorithm decreases
with increasing qubit number in the quantum simulator. (iii)
For simulators with longitudinal Ising interactions, transverse
Ising interactions, tunable XY interactions, or Heisenberg
interactions, higher fidelity, using Trotter’s formula with
the short-time approximation, can be obtained if the total
simulation time is divided into more time intervals. (iv) The

algorithm complexity of the longitudinal Ising simulator is
lowest for all four interaction Hamiltonians with constant
interaction strengths. (v) More controllable parameters in a
given quantum simulator correspond to lower complexity of
the algorithms.

Our study establishes a link between solid-state quantum
computing models and outstanding many-body problems in
finite-system quantum physics. We know that solving the
pairing Hamiltonian is a crucial issue in solving quantum
many-body problems in BCS models, nuclear physics, and
other many-body systems. Thus, our algorithms provide not
only a necessary complement to the NMR algorithm but also
new ways to simulate quantum many-body problems. Since
the four types of nearest-neighbor interaction Hamiltonians are
shared by various quantum systems [72,73,76], our algorithms
can, in principle, be applied to various solid-state systems. We
would also like to point out that superconducting quantum
computing with more than ten qubits is experimentally
realizable now [81]. The controllability, gate fidelity, and
decoherence of superconducting quantum circuits are more
advanced than other solid-state quantum devices. Moreover,
superconducting quantum circuits can be used to engineer all
four types of interaction Hamiltonians; thus, our algorithm
might be easier to realize with superconducting quantum
circuits in the near future.
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APPENDIX

In this appendix we show the derivation of Eq. (8),

Uz
l (τ ) =

⎛
⎝⊗

j ′′ �=l

e
i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′
e
i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)

×
⎛
⎝⊗

j ′′ �=l

e
−i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′
e
−i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)
, (A1)

in detail.
Recall the time-evolution operator for quantum simulators with longitudinal Ising-type nearest-neighbor interaction

UIsing,L(τ ) = exp

[
−iτ

(
N∑

l=1

ωl

2
σ z

l +
N−1∑
l=1

Jlσ
z
l σ z

l+1

)]
= exp

(
−iτ

N∑
l=1

ωl

2
σ z

l

)
exp

(
−iτ

N−1∑
l=1

Jlσ
z
l σ z

l+1

)
. (A2)

According to the Baker-Hausdorff formula,

eiλGAe−iλG = A + iλ[G,A] + (iλ)2

2! [G,[G,A]] + · · · + (iλ)n

n! [G, . . . [G,A] . . . ]︸ ︷︷ ︸
n commutators

+ · · · , (A3)

when λ = ϕ,G = σx
m,A = σ z

m, it can be verified that

eiϕσx
mσ z

me−iϕσ x
m = cos(2ϕ)σ z

m + sin(2ϕ)σy
m (A4)

Taking ϕ = ±π/2, we have

e±i π
2 σx

mσ z
me∓i π

2 σx
m = −σ z

m. (A5)
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Therefore,⎛
⎝⊗

j ′′ �=l

e
i π

2 σx
j ′′ �=l

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′
e
i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′′
e
−i π

2 σx
j ′′

⎞
⎠UIsing,L

(τ

4

)⎛
⎝⊗

j ′
e
−i π

2 σx
j ′

⎞
⎠UIsing,L

(τ

4

)

= e
−i τ

4 (ωlσ
z
l /2+∑

j ′ ωj ′σ z

j ′ /2−∑
j ′′ �=l ωj ′′σ z

j ′′ /2)
e
−i τ

4

(
Jl−1σ

z
l−1σ

z
l +Jlσ

z
l σ z

l+1−
∑N−1

j �=l−1,l Jj σ
z
j σ z

j+1

)

×e
−i τ

4 (ωlσ
z
l /2−∑

j ′ ωj ′σ z

j ′ /2−∑
j ′′ �=l ωj ′′σ z

j ′′ /2)
e
−i τ

4

(
−Jl−1σ

z
l−1σ

z
l −Jlσ

z
l σ z

l+1+
∑N−1

j �=l−1,l Jj σ
z
j σ z

j+1

)

×e
−i τ

4 (ωlσ
z
l /2−∑

j ′ ωj ′σ z

j ′ /2+∑
j ′′ �=l ωj ′′σ z

j ′′ /2)
e
−i τ

4

(
−Jl−1σ

z
l−1σ

z
l −Jlσ

z
l σ z

l+1−
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j �=l−1,l Jj σ
z
j σ z

j+1

)

×e
−i τ

4 (ωlσ
z
l /2+∑

j ′ ωj ′σ z

j ′ /2+∑
j ′′ �=l ωj ′′σ z

j ′′ /2)
e−i τ

4 (Jl−1σ
z
l−1σ

z
l +Jlσ

z
l σ z

l+1+
∑N−1

j �=l−1,l Jj σ
z
j σ z

j+1)

= e−iτωlσ
z
l /2 = Uz

l (τ ). (A6)

Here, j ′ is an even (odd) number, and j ′′ is an odd (even) number if l is an odd (even) number, where j ′′ �= l. j goes over all
qubit indices.
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