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Charge-state-dependent energy loss of slow ions. I. Experimental
results on the transmission of highly charged ions
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We report on energy loss measurements of slow (v < vy), highly charged (Q > 10) ions upon transmission
through a 1-nm-thick carbon nanomembrane. We emphasize here the scaling of the energy loss with the velocity
and charge exchange or loss. We show that a weak linear velocity dependence exists, whereas charge exchange
dominates the kinetic energy loss, especially in the case of a large charge capture. A universal scaling of
the energy loss with the charge exchange and velocity is found and discussed in this paper. A model for
charge-state-dependent energy loss for slow ions is presented in paper II in this series [R. A. Wilhelm and W.

Moller, Phys. Rev. A 93, 052709 (2016)].
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I. INTRODUCTION

How ions dissipate their energy when moving through
matter has been of interest since the early years of the last
century [1]. Ions impacting on a solid surface may lose kinetic
energy (or, in the case of highly charged ions, also potential
energy) as a result of collisions with target electrons and
nuclei [2-6]. A corresponding distinction of electronic and
nuclear energy loss (so-called “stopping”) is usually made
but not necessarily justified, since the individual processes
involved might be coupled [5,6]. First-order perturbation
approaches predict a dependence of the energy loss on
the square of the projectile’s nuclear charge Z; but are
only valid at sufficiently high projectile velocities v. Such
approaches are, however, inadequate for a heavy ion at low
impact velocities [7], where charge exchange, excitation, and
ionization processes (involving electrons from the target but
also from the projectile) alter the ion’s charge state until
a dynamic charge- and excitation-state equilibrium of the
projectile is reached [8, and references therein] [9—13]. Of
course the screening of the Coulomb potential of the nuclear
charge by the captured electrons affects the stopping force.
This is sometimes taken into account by using an effective
charge, a concept that has been pointed out to be somewhat
misleading [7] and, at most, empirically justified.

Of interest in this connection is the charge-state dependence
of energy loss and, in particular, pre-equilibrium effects, e.g.,
the energy loss of projectile ions, which have not yet reached
their equilibrium charge state. At velocities v < vg (with v be-
ing the Bohr velocity) the equilibrium charge is typically very
small (Qeq ~ Z'3v /vy < 2[14]). Pre-equilibrum phenomena
are therefore best studied with slow highly charged ions, whose
charge state is far from equilibrium (10 < Q < Z;). Since
corresponding equilibration lengths in solids are quite small
(at most a few nanometers [9,11,15,16]), ultrathin target films
are desirable to minimize the projectiles’ trajectory in the solid.
Information on the equilibration and energy loss dynamics can
be important for applications, e.g., nanostructuring of surfaces
by slow highly charged ions, since it allows us to estimate the
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depth below the surface where the projectiles’ potential energy
can still be deposited [17-19].

This paper (part I in this series of two papers) presents
experimental results on the energy loss (stopping) of slow
(v < vp), highly charged Xe ions transmitted through a 1-nm
thin carbon nanomembrane. We discuss the dependence of
energy loss on the incident and exit charge state as well as the
impact velocity and present an empirical scaling consolidating
our findings. In part II in this series [20] a model for a charge-
state-dependent energy loss of slow ions is elaborated and
compared with the experimental data regarding charge-state
dependence only.

II. EXPERIMENTAL SETUP

Highly charged ions are produced in a room-temperature
electron-beam ion trap (EBIT) from Dreebit GmbH, Germany.
The base pressure in the ion source is 107! mbar and
during operation a pressure of 3x10~° mbar is maintained
by introducing isotopically pure '**Xe gas. A dc ion current
is extracted in the leaky mode of the EBIT at a kinetic energy
of 4.4 keV x Q (Q denotes the ion charge state). An analyzing
magnet is utilized to charge state separate the extracted ion
beam, which is then focused into a target chamber by several
electrostatic lens assemblies. The ion source and beamline are
negatively biased with respect to the target chamber, which
allows us to decelerate the ion beam when it enters the target
chamber at ground potential. (The ion source is additionally
biased at +4.4 kV with respect to the beamline.) A final
electrostatic lens assembly, the deceleration lens, reaches into
the chamber to reduce the field free flight pass as much as
possible. Even at the lowest (final) kinetic energy, 4 keV, a
beam spot size of around 1 mm in diameter can be maintained.
The target chamber is kept under ultrahigh vacuum conditions
(10~° mbar) during measurements. An electrostatic analyzer
with a relative energy resolution of AE/E ~ 1.5x1073 is
mounted in the target chamber and allows energy- and charge-
state separation of the ions after transmission through thin
samples. The analyzer can be rotated around the sample axis in
order to perform angle-resolved transmission measurements.
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FIG. 1. Sketch of the ion beam passing through the sample holder
into the electrostatic analyzer. The analyzer can be rotated around the
sample.

Ions are counted in a Hamamatsu Photonics channeltron after
passing through the analyzer.

Figure 1 shows a sketch of the sample-analyzer arrangement
in the chamber with the respective axes of movement for the
sample and analyzer.

Samples are produced by CNM Technologies Bielefeld,
Germany, by cross-linking a self-assembled monolayer of
biphenyl-4-thiol molecules on a Au substrate with low-energy
electrons [21]. The cross-linked monolayer is released from
the substrate by chemical etching and transferred to a standard
transmission electron microscopy (TEM) grid with a thick
lacey-carbon support. A load lock is used to bring the TEM
grid into the target chamber without breaking the vacuum in
the chamber or beamline.

Before the actual transmission experiments, the energy-
and charge-state distributions of the ion beam were checked
without samples. The incident kinetic energy E( has a width
of AEy =~ 1073 E and is thus smaller than the measurement
resolution. A small charge exchange with Q — Q — 1 of
the order of 103 was observed due to scattering with
rest gas atoms in the approximately 5-m-long beamline.
Since the charge exchange discussed here is 1 to 2 orders
of magnitude more intense, combined with a much larger A Q,
we regard the incoming beam as being prepared exclusively in
the desired charge state Q.

III. MEASUREMENTS

The ion transmission of highly charged xenon through the
described carbon nanomembranes results in a spectrum of exit
charge states. The spectrum is twofold as depicted in Fig. 2
and discussed in [22].

The energy loss, however, is dependent on the exit charge
state Qexit (0T, in other words, on the charge exchange AQ =
QOin — Oexit)- Additionally, electronic stopping is considered
to scale linearly with the ion velocity for slow ions [4,23].
We measured the velocity dependence of the energy loss and
the results are shown in Fig. 3 for Xe?*" ions. The energy loss
increases with the velocity between 1.5x 10° and 2.5x 10° m/s
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FIG. 2. Exit charge-state spectrum of Xe®' ions at Ey, =

126 keV transmitted through a 1-nm-thick carbon nanomembrane.
The spectrum is bimodal.

for the lower exit charge states (Qexit < 5). For higher exit
charge states, i.e., smaller charge exchanges, the dependence
on the ion velocity gets smaller and almost vanishes. At the
even higher velocity of 3.6 x 10° m/s the energy loss decreases,
thus the linear velocity scaling is not preserved in case of
highly charged ions [24]. Figure 3 already shows that the
energy loss depends on more than one parameter in a complex
way.

Figure 4 shows the energy loss as a function of the
exit charge state Qi or charge loss AQ = Qi — Qexit for
different ion velocities, ranging from 1.8x10° m/s (0.08v()
to 3.7x10° m/s (0.17vy). Here a common dependence on the
charge exchange can already be seen.

The energy loss is strongly dependent on the charge
exchange, but also on the incident charge state and/or velocity.
However, the velocity dependence is small.

A quadratic dependence of the energy loss on the incident
charge state is commonly assumed in the literature [25] and
was recently measured in experiments [22]. Figure 5 shows
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FIG. 3. Energy loss of Xe**" transmitted through a 1-nm-thick
carbon nanomembrane as a function of the ion velocity for different
observed charge exchanges (exit charge states). For a large charge
exchange and a velocity around 2 x 10° m/s the energy loss increases
with the velocity, whereas it becomes independent of the velocity for
a smaller charge exchange. For a higher velocity, about 3.6 x 10° m/s,
the energy loss decreases.
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FIG. 4. Energy loss as a function of exit charge state for different
ion velocities v and Q;, = 20. The target material is again a
1-nm-thick carbon nanomembrane. The data are fitted by a function
aeP@in—Cexi)/ Oin (gee text).

the incident charge-state dependence of the energy loss for
a fixed ion velocity and different exit charge states (charge
exchange). Here, the quadratic dependence can be seen as
well (dotted-dashed line for Qxir = 2). The data points are also
fitted with the function AE = o + B Qjpe? (@i Cei)/Cin which
results from a universal scaling of our results with the charge
exchange (see below). The quadratic fit and the universal
scaling fit the data in Fig. 5 equally well. Thus, we cannot
unambiguously distinguish between a quadratic dependence
and an exponential dependence on Q;, here, whereas only the
latter fits the data in Figs. 4, 5, and 6 simultaneously. The
parameters «, 8, and y range from 50 to 240 eV, 2x 107* to
0.5 eV, and 8 to 14, respectively. Note that the exponent ranges
only from0toy (AQ/Qin < 1).

Summarizing, we see a weak dependence of the energy loss
on the ion velocity (Fig. 3), a strong dependence on charge
loss or exchange (Fig. 4), and a quadratic dependence on the
incident charge state (Fig. 5).
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FIG. 5. Energy loss of Xe ions transmitted through a 1-nm-thick
carbon nanomembrane as a function of the incident charge state for
different charge exchanges (exit charge states). The primary kinetic
energy is fixed to 40 keV. All energy loss data were fitted with the
function AE = o + BQj e @in~Qexi)/Cin (see text). To compare with
the Q. = 2 data, a quadratic fit is shown as suggested recently
in [22].
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FIG. 6. Energy loss as a function of relative charge loss AQ/Qi,
for different incident charge states of Xe and also different incident
kinetic energies of Ey, = 4400 eV x Q;,. The energy loss was
rescaled by a factor Q! (see text), whereas now all energy losses
follow a single-exponential function. Negative values are a result of
the limited measurement accuracy.

To find a universal scaling of the energy loss, ions at
different incident charge states from Qj, = 10 to Qj, = 42
were used at different kinetic energies of 4400 eV x Oy, (44
to 185 keV), i.e., different ion velocities. The energy loss was
measured for each exit charge state, thus all three parameters
are varied now. The data are shown in Fig. 6, where the
measured energy loss is rescaled by a factor Q;'. In fact,
the rescaled energy losses all follow the same dependence on
the (relative) charge exchange AQ/Qj,. The fit function is
again the same as in Figs. 4 and 5, i.e., AE/ Q;, = Be? 22/ Pn,
with 8 =0.11 eV and y =9.2. At this point we cannot
explain the universal scaling due to the lack of a charge-
exchange-dependent energy loss model but, rather, see this
as an empirical finding stimulating future theoretical work.

IV. SUMMARY AND CONCLUSION

The electronic energy loss AE at low velocities is consid-
ered to be proportional to the ion velocity v,

AE(W,Qin ~ 0) x v, (1)

which was not confirmed in our measurements. Note that the
data presented here were acquired under a normal exit angle
(0°), where nuclear losses are only of minor importance. For
larger scattering angles (up to 5°) nuclear losses and their
velocity dependence should be considered. However, we see a
strong dependence on the incident and exit charge states,

AE(U7 Qina Qexil) 0.8 f(Qina Qexit)a (2)

where f(Qin, Qexit) must be determined. In order to find
f(Qina Qexit) we showed that

AE(v = const, Qin, Qexit) X 8(Qexi) 05, or  (3)

Qin—Qexit

X Qiney Qin €]

(B and y are constants, and § is some function depending on
Qexil) and

AEW,AQ/ Qi) x Qie” o . )
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The velocity dependence is weak and the energy loss is
dominated by charge exchange. The exponential dependence
on charge exchange is found by comparing different data
sets (see Fig. 6) and finding a common fit function. Note
that Eq. (3) can easily be obtained from Eq. (4) by a
simple Taylor expansion. The universal form, (5), contains
implicitly the velocity dependence, because the energies used
are 4400 eV x Qj, and thus the velocities scale with v/ Ojy.
Additionally to the explicit velocity dependence discussed
here, charge exchange may also depend on the ion velocity
(i.e., AQ = AQ(v)). Charge exchange from resonant charge
transfer A Q..s(v) depends strongly on the velocity, because
it determines the time frame for charge transfer. Nonetheless,
resonant charge transfer does not contribute to energy loss [26].
Nonresonant charge transfer A Qyonres as in the case of close
ion-target approach and quasimolecule formation [27,28], on
the other hand, may contribute to energy loss, whereas it
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does not depend on the ion velocity (in the velocity range
discussed here). The bimodal exit charge-state distribution in
our measurements for carbon nanomembranes was attributed
to different impact parameter regimes upon collisions from
the angular dependence of the charge exchange [22]. A small
charge exchange, associated with large target-projectile dis-
tances, may therefore only result from resonant charge transfer,
ie., here AQ = AQs(v) K Qin. A large charge exchange,
on the contrary, contains contributions from both resonant
and nonresonant charge transfer, i.e., AQ = AQs(v) +

AQnonres S, Qin~
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